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Summary

The work of this thesis was carried out at the London Centre for Nanotechnology,
at University College London, during the last six months as a visiting student from
Polytechnic University of Turin.

The project consisted in the realisation of a software implementing novel type of
measurements related to the electro-absorption spectra of organic semiconductor
devices. Since this was my first experience with LabVIEW and with organic semi-
conductors, the first weeks before starting programming have been spent getting a
grasp on this new matters.

After having provided an up and running framework able to characterise these
devices, a batch of samples was produced and studied in our laboratories, giving
us an idea on the potential of the new program and providing an insight on the
analysed materials.
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Introduction

Scientific research in the area of organic semiconductors has spawned many new
kinds of devices over the last two decades, and is getting further interest after the
promises of these peculiar materials were fulfilled with performing novel technolo-
gies and their wide adoption by consumer electronics [1–4].

Figure 1: Organic electronics market growth over the years, in billion USD [5].

Organic electronics can be processed in solution, differently from the "classical"
photolithographic process. Low manufacturing cost, ease of fabrication and the
possibility of building "flexible" devices, together with a relatively good efficiency,
are just some of the characteristics derived by this novelty and shared amongst
Organic Light-Emitting Diodes (OLEDs), Organic Photovoltaics (OPV) devices,
Thin Film Transistors (TFT) and, consequently, Active Matrix OLED (AMOLED)
displays, and so on. However, the fact that plastic films are not as stable as
silicon, which has been extensively studied over more than half a century, is still
the main problem with this technology and one of the reasons why the scientific
community continues investigating every property that is still hidden by "printable"
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semiconducting materials; consequently, the research on organic electronics does not
only focus on devices’ structures and design, but also on aspects of the physical
chemistry of the materials.

Within this context, Electro-Absorption Spectroscopy (EAB), sometimes known
as Charge Modulated Electro-Absorption Spectroscopy (CMEAS) or Stark Spec-
troscopy, is a useful tool that can reliably provide, amongst the others, a good
estimate of the built-in potential, the excitonic binding energy or the dipole mo-
ment and polarisability of excited states in any device made by plastic materials
between two electrodes [6–12].
In particular, as explained in this thesis, if we introduce a slight modification on
this system making the measurement frequency-dependent, it can also give an in-
sight on the delocalised nature of the so-called charge transfer state in an organic
solar sell, a matter that is still under scientific debate [13–15].

This thesis is organised as follows: in chapter 1, a brief overview on the physics
of organic semiconductors and devices and their fabrication is given; chapter 2
concerns instead the Electro-Absorption Spectrometer theory and laboratory con-
figuration, while the report on the developed software can be found in chapter 3 (for
an in-depth analysis on the program and LabVIEW code, see instead appendix A).
Lastly, chapter 4 shows some experimental results obtained by using the new soft-
ware functionalities and in chapter 5 a conclusion is presented.
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Chapter 1

Organic Semiconductors
Physics Overview

This chapter begins by briefly defining the properties of organic semiconductors.
The characteristics of their energy diagrams and bonding configurations are exam-
ined, especially regarding conjugated polymers. In the second section, organic solar
cells are considered, thus the interaction between light and polymers is described,
and also the conduction of the generated charges in a more complex structure. A
brief introduction on organic light-emitting diodes is also proposed at the end of
the chapter.

1.1 Physics of Conjugated Polymers
Carbon belongs to the IV group of the periodic table of the elements and, is charac-
terised by a ground state electronic configuration of 1s22s22p2, and is thus tetrava-
lent (which means that the outermost shell only has four electron, and it misses
another four electrons to complete the octet). This would, in principle, energetically
favour an sp3 hybridisation of the outer orbitals and the formation of a tetrahe-
dral structure, consisting of four σ bonds with other carbon atoms, likewise other
semiconducting materials of the VI group (silicon and germanium).

However, diamond is certainly not the most common allotrope for carbon to be
found in nature and, as it will be explained, its electrons’ localised nature makes it
more like an insulator. Graphite (thus graphene if a single layer is considered) is
instead more common and has a different structure, where one of the four valence
electrons is instead deployed in a double bond; every carbon atom bonds trigonally
with three others and the hybridisation is called sp2, the last orbital related to
the double bond is instead called pz and perpendicular to the plane of the formers.
These are labelled as σ and π bonds, the latter being far weaker than the others and
more delocalised. Consequently, this kind of structure is more similar to silicon and
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1 – Organic Semiconductors Physics Overview

germanium, in terms of electron mobility, with respect to the diamond one where
all the electrons are almost incapacitated of leaving their strong connection due to
single bonds.

It is not without reason that conjugated polymers, characterised by an alterna-
tion of single and double bonds between their carbon atoms in a long chain, exhibit
strong semiconducting properties deriving from the merging of the delocalised π
orbitals into a single manifold.

Figure 1.1: Two p(z) orbitals forming a π bond [16].

By recalling Molecular Orbitals Theory, with the formation of a bond, two states
for every bonding electron are created. These are identified as bonding and anti-
bonding orbitals (σ and σ∗, π and π∗). In silicon and germanium, the formation of
the two energy levels for each valence electron and the fact that we have many atoms
disposed in an ideally regular lattice give rise to two distinct bands obtained by the
superposition of these levels. In the diamond form, the σ − σ∗ splitting is much
bigger than the bands’ broadening, making it an insulator. In conjugated polymers,
especially for the long-chained ones, π − π∗ separation can be much shorter and
even try approach the "classical" semiconductors’ band gap. However, since carbon
is in the second period of the table of the elements, its electronegativity is higher
than the one of classical semiconductor and its valence electrons are more attracted
to the nucleus. The fact that in silicon and in germanium the outer shell is bigger
and shielded from the nucleus by many other inner electrons is the main reason
why their bandgap is far lower with respect of the one of organic semiconductors,
and their conductivity higher.

In general, the energy gap of organic semiconductors is defined as the distance
between the Highest Occupied and the Lowest Unoccupied Molecular Orbitals
(HOMO and LUMO).

When talking about conductivity in organic materials, care has to be taken. The
partial electron delocalisation due to a long conjugation chain does not immediately
entail current flow. The different type of lattice, "softer" than a crystal, forces us to
a redefinition of the charges, substituted by polarons. Polarons are quasiparticles
analogous to electrons and holes, with lower mobility and higher effective mass,
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1.1 – Physics of Conjugated Polymers

Figure 1.2: Formation of the allowed energies bands in a polyacetylene chain. As
we move to the right in the picture, the chain gets longer and the many energy
levels introduced start to merge into two bands (adapted from [17]).

Figure 1.3: Polaron bond configurations in P3HT for different dopings (adapted
from [18]).

since they also have to take into account the fact that, for a finite molecule to
host a charge, a reshaping is needed. We no longer have fixed atoms that cannot
shift from their positions in the lattice, they will have instead to re-adapt to reach a
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1 – Organic Semiconductors Physics Overview

minimum in energy. In this framework, the polaron moves freely (with its increased
effective mass) inside the matrix, that keeps deforming as it passes.

Moreover, these materials’ solid state is very different from crystalline semicon-
ductors since the crystal regularity ends with the finite polymer chains of different
lengths, and the conduction mechanism is regulated by the hopping (a sort of
phonon-assisted tunneling) of the polaron from one molecule to another. All in
all, the charge transport can be considered dispersive and the mobility is strongly
dependent on the electric field (lnµ ∝ E) [10] and on the available thermal energy.

1.2 Solar Cells
1.2.1 Light-Polymer Interactions
When an organic molecule interacts with light, it can absorb a photon’s energy
to give rise to an excited singlet (Fig.1.4). The energy is transferred to one of
its electrons that is promoted into an outer energy level, but still maintaining the
opposite spin of its paired electron, as in Pauli principle.

Figure 1.4: Possible electronic states within a molecule. (a): singlet ground state
(S0); (b): excited singlet state (S1, S2, ...). (c): excited triplet state (T1, T2, ...) [19].

The electron-hole couple that is formed in this way is called exciton and, although
delocalised, its mobility is relatively low in comparison to its short lifetime, leading
to a very small diffusion length. This is also due to the fact that, in conjugated
polymers, the dielectric constant is usually low, thus the coulombic interaction is
stronger than in inorganic semiconductors.

In Fig.1.5, the Jablonski diagram of organic semiconductors is shown. When an
electron is promoted to an higher energy, it almost inevitably becomes an excited
singlet. There are many ways in which the excited singlet can decay or mutate (they
will be analysed in section 1.3.1), but in solar cells we are interested in collecting
the charges at the electrodes that are at the two opposite sides of a structure.

It is important to notice that the incoming light in a polymer can give rise to
numerous possible interband transitions, depending on the starting and final energy
level (in Fig.1.5 only two absorption lines are depicted, in green straight arrows),
so different wavelengths can interact with the molecules.
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1.2 – Solar Cells

Figure 1.5: An example of Jablonski diagram in organic semiconductors [20].

1.2.2 Bulk Heterojunction Solar Cells Structure
In order to improve the charge collection at the electrodes, a straightforward
turnaround is employed. Since in normal conditions exciton dissociation would
require energies much higher than kBT (the thermal energy), the active material is
substituted by two different layers with relatively shifted band diagrams (Fig.1.6).
If one of the two has a lower LUMO energy level, it will be called electron acceptor.
The electron donor is usually instead the material in charge of light absorption. By
this particular choice of materials, we facilitate the exciton to dissociate into two
opposite charge polarons, breaking the constraining force that was keeping them
close, and increasing the mobility of the particles inside the device. Nevertheless,
the exciton has to reach the interface to dissociate, so we could still have problems
related to diffusion length.

In this way, a good amount of current is extracted from the device under illumi-
nation, usually with the aid of an external applied potential, but in principle the
band’s tilting alone due to the difference in work function of the two electrodes is
able to generate a short circuit current. An example of energy levels diagram for
this structure is shown in Fig.1.7, where the direction of the two opposite charge
flows can also be deducted by the prominent jumps of the energy levels (the ordinate
represents the electron potential energy).

The electrodes of the device need to be good conductors and at least one of
the two is transparent. The transparent layer is obtained by coating the glass
substrate with indium tin oxide (ITO), that can have a > 90% transmittance in
the visible for a 100 nm deposited layer and resistivity of the order of 10−4 Ωcm.
Other transparent conducting oxides (TCOs) can be used, and this terminal is often
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1 – Organic Semiconductors Physics Overview

Figure 1.6: An example of an organic solar cell structure and the polymers used
for the active layer (adapted from [21]).

Figure 1.7: Band (energy levels) diagram of an ITO/PE-
DOT:PSS/P3HT:PCBM/Ca(Al) solar cell (adapted from [22]). The charge
flow directions after exciton separation are represented.

considered the anode due to its high work function. However, even if not usual,
the inverted structure is also possible, where the transparent conductor is used as
a cathode and the other dielectric has an even higher work function [23].

In between the anode and the active layer, an hole collecting layer, usually
poly(3,4-ethylenedioxythiophene) doped with poly(styrene sulfonate) (PEDOT:PSS),
is placed in order to increase the built-in potential of the device and ease the carrier
collection at the interface thanks to its excellent hole conductivity and an appro-
priate HOMO level that can ease the passage of the charges to the electrode [24].

On the opposite side of the active layer, the cathode electrode is present. A
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1.2 – Solar Cells

low work function metal is preferred to increase the open circuit voltage of the
device and its IV characteristics’ filling factor, but this starts to lose meaning if
it differs too much from the LUMO value of the acceptor [25]. The choice often
falls on aluminium (work function φ ' 3.8 to 4.1 eV ), calcium (φ ' 2.9 eV ) or
silver (φ ' 4.1 to 4.7 eV ). In our case, a thin calcium layer is deposited before
a more consistent aluminium one in order to make the energy level transition less
steep. When we spread silver paste on the electrodes to generate a connection, the
influence on the work function seen by the active layer is negligible due to the thick
aluminium layer.

An improvement is possible in this kind of structures if we consider Fig.1.8. We
can significantly decrease the mean path that an exciton has to follow before disso-
ciating if we substitute the bi-layer structure with a blend. The entropy of mixing
is usually very small for long-chained polymers, and this grants the formation of
interpenetrating domains. If the exciton dissociation leaves a polaron free to move
inside a domain that is in contact with the right electrode, the charge will be pushed
towards that contact, significantly increasing the efficiency of our device.

Figure 1.8: Comparison of various active layers [26].

1.2.3 Current-Voltage Characteristics of a Solar Cell
From an electric point of view, the current-voltage (I-V or J-V) characteristic of a
photovoltaic cell can be modelled using the Shockley equation:

J(V ) = J0

[
exp

(
qV

kBT

)
− 1

]
− Jph, (1.1)

but differently to a diode, the dark current density (J0) is added to Jph, the photo-
generated current density, when the voltage across the device is low. This allows us,
for sufficient incoming lights and conversion efficiencies, to venture far into the IV
(fourth) quadrant of the current-voltage plane (not the usual I and III quadrants
where a diode regularly works) (Fig.1.9).

The fact that the I · V product yields a negative sign, id est the dissipated
Power in the IV quadrant is negative, tells us an electrical energy is being generated
(converted from the electromagnetic energy of the incoming light). It easily follows
that, the more distant we are from the axes, the more power we will generate.

If we do a good job on the choice of the materials, we can obtain an IV curve that
is as nonlinear (and high in current magnitude) as possible on the 4th quadrant.
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1 – Organic Semiconductors Physics Overview

Figure 1.9: Typical J-V curve of a solar cell. Highlighted, the short-circuit current
density (JSC), the open-circuit voltage (VOC), the current and voltage at maximum
power (JMP and JMP respectively), the maximum power point (PMax), and the fill
factor (FF ) [27].

An high absorption photoactive layer can confer bigger short circuit currents for a
given light intensity. The electrodes’ work functions can firstly determine the open
circuit potential, but also the filling factor of the device: a good combination will
provide us a current that is very near to ISC up until a small neighbourhood of VOC
(then, it increases with a steep derivative).

1.3 Organic Light-Emitting Diodes
An organic light-emitting diode is a metal/polymer/metal structure able to convert
an injected current into emitted light thanks to the radiative decay mechanisms of
the polymer. The net efficiencies of this kind of devices can be extremely high
compared to production costs, even if some notable limits are still present.

The simplest structure one can think of is the organic diode, in Fig.1.10, where
a single polymer is placed in between two electrodes with different work functions.
The anode often coincides with the transparent conductor and the cathode’s work
function is lower by definition (contrary to solar cells). When the three material
are put in contact, thermal equilibrium is reached with the flow of electrons from
the cathode to the anode. The resulting net charge densities, localised in close
proximity to the interfaces, are the cause of the constant band tilting in the inner
layer, signifying a built-in electric field is also present throughout the polymer.

V BI  

Anode Polymer

B (ca ),e

B (ca ),h

B (an),h

B (an),e

Cathode

E F

Figure 1.10: Example of organic (light-emitting) diode [10].
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1.3 – Organic Light-Emitting Diodes

1.3.1 Working Principles of Light Emission in Organic De-
vices

When a molecule of the polymer layer is electrically (or optically) pumped into an
excited state, we can then incur in different kind of relaxations back into the ground
state, and these can be either radiative or non-radiative (Fig.1.5). Differently from
decay, apart from rare exceptions, excitation always brings an electron from a
HOMO pair (singlet ground state, S0) to form an excited singlet state (S1), that
maintains the opposite spin and obeys to Pauli exclusion principle (Fig.1.4 (a) and
(b)).

If an excited singlet state directly relaxes into its ground state, this results in
a fluorescence emission, having a wavelength that is strictly related to the energy
difference of the singlet states (Eph ' ES1 − ES0). But if there is a sufficient
overlap in vibrational levels, the excited electron can reverse its spin and the state
is converted to an excited triplet. This mechanism, called intersystem crossing,
is non-radiative and can happen in both directions. The passage from an excited
triplet to a singlet ground state can be either radiative or non-radiative. The former
is called phosphorescence and usually has a longer time constant and generates
photons of longer wavelengths with respect to fluorescence (if we consider the S1
and T1 states’ decay towards S0). This is also the reason why luminescence in
polymers is often represented by two distinct emission spectra (Fig.1.11).

Figure 1.11: Spectra of fluorescence (blue) and phosphorescence (green) in isoph-
thalic acid (IPA) crystals [28].

The ratio between singlet and triplet generation and recombination is actually
one of the most limiting factors in OLED efficiency; and is expressed with rst < 1.

Another efficiency indicator is the quantum efficiency q < 1 of a device, repre-
senting the probability that the S1 → S0 exciton relaxation takes place radiatively.

Lastly, we express with γ < 1 the ratio between generated excitons and carriers
injected in the device. This parameter, called charge balance, can be influenced by
many factors. Injection barriers, carriers’ mobilities and lifetimes all have to be
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1 – Organic Semiconductors Physics Overview

optimised not to waste the current applied to the device, and this can be obtained
with more complex structures (Fig.1.12). In brief, the ample choice that we have in
organic polymers (with respect to traditional semiconductors) allows us to create a
stratified structure with different properties for every layer. Injecting layers allow
us to improve the injection efficiencies, reducing the charge blocking effects of the
barriers. Transport layers are characterised by higher mobilities, increasing the
diffusion length of the charges. In this way, the exciton formation is more likely
to happen in the middle of the device, where we have the emission layer. In some
cases, a blocking layer is needed: this can limit current wastes if a charge has
an higher mobility with respect to the other (for example, holes reaching cathode
terminal) [29].

Cathode  

Electron Transfer Layer 

Hole Blocking Layer  

Emission Layer  

Hole Transfer Layer  

Hole injection Layer  

ITO (Anode)  

Figure 1.12: An example of multi-layered OLED structure.

By grouping the aforementioned unidealities, we can obtain the internal quan-
tum efficiency, representing the amount of generated photons inside the device per
entering electrons:

η = γrstq (1.2)

18



Chapter 2

Electro-Absorption System

Electro-absorption (EA) spectroscopy is a non-linear optical technique used to re-
veal physical properties of a layered sample structure through the application of a
known applied electric field.

This chapter gives a brief overview of this technique by examining how the
materials react to an electric field stimulation first, then it looks at the instruments
settings and laboratory procedures. Issues on the system that have been addressed
during the writing of this thesis are discussed in later sections.

2.1 Electro-Absorption Spectroscopy
EA spectroscopy measures the normalised variation of the transmitted light through
a slab under the effect of a periodic electric field [10].

When a light with intensity Ii is incident on a sample, the transmitted light
intensity can be considered (on a first approximation) to be:

It = Ii(1−R)2e−αd, (2.1)

where d is the distance travelled by the light within the material and α and R
are the absorption and reflection coefficient. Under the application of an applied
electric field E to the sample, α and R are varied accordingly, leading to:

∂It
∂E

= Ii

[
−d(1−R)2e−αd

∂α

∂E
− 2(1−R)e−αd∂R

∂E

]
=

= −Iie−αd
[
d(1−R)2∂α

∂E
+ 2(1−R)∂R

∂E

]
. (2.2)

Dividing the field-induced variation by the transmitted (unperturbed) intensity,
we obtain:

∆T
T

= ∆It
It

= −d∆α + 2
1−R∆R. (2.3)
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2 – Electro-Absorption System

In our case, the second term of 2.3 can be neglected [30], thus the variation of
absorption is approximately proportional to the normalised variation in transmitted
light:

∆T
T

= −d∆α. (2.4)

The derivation of the absorption coefficient is not as simple as the previous one.
In the classical electron oscillator model (Lorentz oscillator) the mass of the

nucleus is reasonably considered infinite to reduce the system’s complexity to a
spring-mass problem [31, 32]. Two forces are present in the system of Fig. 2.1
acting on the electron’s position x(t), a driving force due to the electric field, and
the restoring force of the nucleus (behaving as a spring with constant k):

FE = −q · Ex(t), Fk = −k · x(t). (2.5)

xx=0

FEFk

d

E

Figure 2.1: Electron oscillator model. The force exerted by the electric field is
represented by FE, while Fk is the attractive (' elastic) force of the nucleus.

The equation of the electron’s motion that comes from this free-body diagram,

me
d2x(t)
dt2

= −k · x(t)− q · Ex(t), (2.6)

is the one of a classical oscillator with resonance frequency w2
0 = k

me
. The moving

of the electron generates a microscopic electric dipole moment µx(t) = −qx(t), and
we now also know that its response to an external electric field will be the one of an
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2.1 – Electro-Absorption Spectroscopy

oscillator. In general, if we consider all the three axes and every atom composing
a material, we can define the polarisation vector as the volume density of dipole
moments:

~P (t) = V −1
N∑
i=1

~µi(t). (2.7)

In general, when a medium is exposed to an electric field, it generates in response
of it an electric polarisation that opposes it and is proportional to the χ electric
susceptibility tensor:

~P (t) = ε0χ~E(t). (2.8)

The susceptibility is connected in turn to the dielectric displacement ~D of the media:

~D = ε0εr ~E = ε0(1 + χ)~E = ε0~E + ~P , (2.9)

and contains the n refractive index since εr = n2 = (n′ +in′′)2. n′ is the propagation
index indicating the phase velocity and n

′′ is the extinction coefficient, always
positive and present if the material has losses (or negative in case of gain). It has
to be noted that the n′′ sign is only valid for the convention:

~E(~r, t) = E0exp [iω (nk0ŝ · ~r − ωt)] = E0exp

[
iω

(
n

′
ŝ · ~r
c
− t

)]
exp

[
−ωn′′

ŝ · ~r
c

]
,

(2.10)
otherwise the field would increase as we step away from the source, due to the last
exponential (ŝ is the direction of propagation and nk0ŝ = kxx̂ + kyŷ + kz ẑ is the
wave vector of the field).

Considering that λ = 2π c
ω
and I ∝ E2, we can equate the two rightmost expo-

nentials in 2.1 and 2.10, supposing that for the same distance l we should appreciate
the same attenuation, to obtain:

exp [−αl] = exp

[
−2ωn

′′
l

c

]
=⇒ α = 4π

λ
n

′′
. (2.11)

However, the proportionality between polarisation and electric field (Eq.2.8)
cannot be exhaustively described through a linear relationship. For large displace-
ments, the restoring force in the electron oscillator becomes increasingly nonlinear,
and this has an impact also on the susceptibility tensor relations. Since we cannot
find an exact solution for our system, the best way to analyse it is by expanding
the susceptibility or, better, the polarisation as a Taylor series in E [33]:

P = ε0
(
χ(1)E + χ(2)E2 + χ(3)E3 + ...

)
, (2.12)

where the tensor form has not been used for notational reasons and χ(n) is the nth
order susceptibility tensor.
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The second order term χ(2) vanishes in centrosymmetric materials (such as many
conjugated polymers’ backbones) since we expect the polarisation to change sign
when the field is reversed. Moreover, it is very difficult to observe responses of
order higher than the third [34]. Therefore, we can rewrite Eq.2.12 as:

P = ε0χE = ε0
(
χ(1) + χ(3)E2

)
E , (2.13)

We can express the variation of susceptibility due to a change in electric field as:

∆χ = χ− χ0 =
(
χ(1) + χ(3)E2

)
− χ(1) = χ(3)E2, (2.14)

and from 2.9 we also notice that ∆χ = ∆εr. Since also εr = n2, considering Eq.2.14,
we have:

∆χ = 2n∆n =⇒ χ(3) = 2n∆n.
E2 (2.15)

Now, we know from 2.4 how to evaluate the absorption coefficient α from the
normalised variation of transmitted light ∆It

It
and from 2.11 how to connect it to the

extinction coefficient n′′ . If we use it together with the Kramers-Kronig relations
we obtain:

∆n′(ω) = 2
π

∫ ∞
0

ω
′∆n′′(ω′)
ω′2 − ω2 dω

′ = c

π

∫ ∞
0

ω
′∆α(ω′)
ω′2 − ω2 dω

′
. (2.16)

We can use the relation in Eq.2.16 to find also n′
, n

′′(α), i.e. a relation between the
absolute refractive index and absorption coefficient.

Thus, the third order non-linear susceptibility χ(3) can be evaluated from a
Kramers-Kronig analysis of the electro-absorption and absorption spectra of the
device. Materials with a large third order susceptibility component have many
applications in the field of nonlinear optics [34], and conjugated polymers usually
exhibit an high χ(3) as a result of their "elongated" π bonds.

2.2 Laboratory Set-Up
One of the most common way to apply a test field to a polymer, as done in this
thesis, is to employ a layered "vertical" structure, similar to the one in section 1.2.2,
where the two electrodes enclose the polymer layer. We can apply an arbitrary
voltage (alternate and continuous components) to the electrodes to generate an
electric field inside the material while illuminating it with a focused light beam
(of constant intensity) through the transparent conductor. The light will then be
reflected by the second electrode, that can be considered as a perfect mirror for our
range of frequencies, and will leave the device with a modulated intensity. If the
beam is focused towards the device with a 45◦ angle, as shown in figure 2.2, we can
easily direct the output into a photodiode for measurements.
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Figure 2.2: Schematic of the device under test. In red, the incoming and outgoing
light. In green, the electric field generated by an external voltage source.

2.2.1 Optical System
A simple schematic of the set-up, showing also the light’s path, is shown in Fig.2.3.
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Figure 2.3: Electro-absorption laboratory Set-Up.

The light is generated by an SL-03730 300W short arc xenon lamp, providing
a polychromatic illumination (as shown in Fig.2.4). In order to make it suitable
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for our experiment, it has to be guided into and processed by a Bentham TMc300
monochromator, that will isolate a narrow band of the spectrum around a se-
lected wavelength. The tested instrument was reasonably accurate around the
range 200− 900 nm. The device employs mechanically adjustable diffraction grat-
ings to make only a small interval of wavelengths resonate within its structure,
acting as a very selective anti-reflective coating. Before exiting its output slit, if
needed, an additional long-pass optical filter can be used to attenuate higher or-
ders of diffraction (λ2 = λF/2, where λF is the filtered wavelength, could also be
transmitted, even if with a low attenuation).

Along the path that goes from the output slit to the sample holder, the spot
size of the beam will keep increasing unless we place a converging lens between the
two. If the reflecting contact of the sample is near enough to the focal point of the
system, we can limit the losses in resolution due to diffraction. The same has to be
done for the reflected light going into the photodetector.

The detector, a Hamamatsu Photonics S1406 photodiode, has an operating
wavelength range going from 190 nm to 1 µm. A transconductance amplifier is
included in the package, in order to keep the feedback resistor as close as possible
to the sensor because of the importance that noise level has in the measurement.
The signal is then sent to the lock-ins and the multimeter via a shielded coaxial
cable.

Figure 2.4: SL-03730 xenon lamp spectrum [35].

2.2.2 Measurement Instruments
The Keithley Model 199 multimeter is in charge of measuring the direct component
of the light beam. Its input reading is set to voltage because of the photodetector’s
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transconductance amplifier. Although the signal has an AC component, its mag-
nitude is so small (compared to the average intensity of the incoming light) that is
already filtered out as a noise by the multimeter.

That is the reason why Stanford Research Systems SR830 lock-in amplifiers have
been chosen. Knowing the carrier of a signal, they can isolate and measure it even
if well below the noise wall, as in this case. The reference signal is generated by one
of the lock-ins, and is used both to modulate the electric field inside the sample and
as an internal reference. The second lock-in uses it to generate its second harmonic
and use that as an external reference. The first auxiliary output port of the first
lock-in is also used to provide a constant voltage. The latter, and the AC signal
are sent to an additive mixer.

The mixer sums up the AC and DC components coming from the first lock-in
and sends the resulting system to the sample electrodes. As explained in section
3.2.2, software corrections have been carried out to the reference phases to correct
the fact that the mixer inverts the incoming signals while summing them.

2.3 Example of Electro-Absorption Spectroscopy:
Built-In Voltage Determination in Organic
Light-Emitting Diodes

Using a semiclassical approach, the electro-absorption problem can be studied
through Stark effect to characterise the dependence of α on the applied electric
field. In general, the electro-absorption proportionality coefficients can be mod-
elled as a linear combination of the absorption and its first and second derivatives
with respect to the incident photons’ energy:

∆T
T
∝
[
aα + b

dα

dEph
+ c

d2α

dE2
ph

]
E2. (2.17)

Especially in conjugated polymers the weight of the second derivtive is related
to the degree of disorder in the film and higher order derivatives are usually not
considered [6]. This quadratic dependence on the field is crucial when trying to
determine the built-in voltage of a device.

When we apply a sinusoidal voltage plus an offset to an electrode/polymer/elec-
trode device, we obtain:

V = VDC + VACcos(ωt) =⇒ E = E0 + EACcos(ωt), (2.18)

noticing also that the constant component of the electric field inside the inner layer
does not only depend on the DC bias, instead:

E0 = EDC − EBI , (2.19)
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the constant component feels the influence of the built-in field EBI (or the equivalent
voltage VBI), that is present in the device at thermal equilibrium. This happens
because the two electrodes’ work functions are different, and it takes a charge
exchange between them to balance the Fermi energies and reach thermal equilibrium
at the moment when the heterojunctions are created. The charge that is stored at
the interfaces generates this internal field.

However if we consider the proportionality of the spectrum on the field inside
the device (Eq.2.17), the relation is not linear:

∆T
T

= χ(Eph)E2 ∝ V 2, (2.20)

where χ(Eph) is the spectral dependency.
If we substitute the field in Eq.2.20 with Eq.2.18, we can notice that this non-

linearity generates second harmonic content:

∆T
T

= χ(Eph)
[
E2
ACcos

2(ωt) + 2EACE0cos(ωt) + E2
0

]
=

= χ(Eph)
[
E2
AC

1 + cos(2ωt)
2 + 2EACE0cos(ωt) + E2

0

]
(2.21)

With our laboratory settings, we are easily able to measure the two harmonic
components of the electro-absorption:

∆T
T

∣∣∣∣∣
ω

= 2χ(Eph)EACEDCcos(ωt), (2.22)

∆T
T

∣∣∣∣∣
2ω

= χ(Eph)E2
AC

cos(2ωt)
2 . (2.23)

Independently (on a first approximation) on χ(Eph), we can use the relation in
Eq.2.22 to find the bias voltage that sets the electro-absorption signal (and conse-
quently E0) to zero. This is possible, from Eq.2.19, if the generated DC field evens
out with the built in field (EDC = EBI) or in other terms, we are applying a voltage
that is equal to VBI .

In reality, even the lock-in resolution loses its virtue when approaching the zero
of the EA signal. Furthermore, strong charge injections can occur at positive bias
voltages, interfering with the uniformity of the electric field inside the polymer, or
we could even have electroluminescence phenomena [7]. This results in an highly
nonlinear and unreliable ∆T

T
signal for positive biases, therefore a linear fitting of

the values in the reverse bias region is preferred to approximate the zero crossing
point (Fig.2.5).
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Figure 2.5: VBI analysis of an ITO/PEDOT : PSS/P3HT : PC60BM/Ca/Al
device. The built-in voltage is approximated to 1.478 V after a linear fitting of the
bias voltage values between −3 V and 0.5 V .
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Chapter 3

Electro-Absorption Software
Development

This chapter will contemplate the software section of the thesis, that is the creation
of a LabVIEW library able to handle the electro-absorption system and implement
different kind of measurements, from the simple spectrum to 3D (two variables)
plots. The program had to rely on low level IEEE488 commands sent through a
GPIB to the measurement instruments, and to provide a user-friendly front panel.
Most of the graphs were instead produced using MATLAB, OriginPro and Python.

The choice of G as a programming language (id est LabVIEW "Graphical" lan-
guage) was not only dictated by its capability to manage the interface bus, or
motivated by the previous members of the research group. The LabVIEW plat-
form was chosen in order to make it easier to understand and modify for the next
users to come. Even if its graphical nature makes the code easily readable, an in
depth user manual has been attached to the thesis in appendix A, that can also
serve as a guide, if the program ever needs improvements or plug-ins, while this
chapter will focus on the project requests and the methodologies of development.

3.1 Main Objectives
The tasks I had been assigned, regarded the creation of some complex measurement
routine, taking the first cues from some basic GPIB instrument drivers that were
already present. The "precursor" of the program was a simpler electro-absorption
script where, after fixing the operating parameters, the monochromator would
sweep through various filtered wavelengths while a lock-in and the multimeter were
in charge of taking measurements at every step, producing a spectrum. Another
routine was present, in a different library, that could measure the EA signal for
different applied voltage bias, and use them to estimate the built-in voltage, as in
section 2.3.
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3 – Electro-Absorption Software Development

Unfortunately, at the time the code was written, the developer did not consider
code reuse as one of the main intents, so the LabVIEW virtual-instruments (VIs)
were not particularly structured, albeit doing their job.

One of the main assignments’ purpose was to rewrite the spectrum routine in
order to make it easier to be read and modified. As explained in subsection 3.2.1,
most of the work consisted in reordering the main functions in a hierarchical struc-
ture, being careful to keep the sub-VI as general as possible, as they could make a
good frame also for other measurements. Some important adjustments had to be
made to the software, detailed then in the subsection 3.2.2, that was not robust
enough. In fact, some of these lapses could result in measurement errors that would
not account to an "inexpert" user. Some noteworthy improvements at this stage,
were the correction of the phase shift errors due to the signal mixer and of the
second harmonic measurement, since the instruments were not properly configured
to correctly behave under varied working conditions.

After having figured out how the whole system worked (and fixed most of the
issues) a "calibration" toolbox was requested, able to perform an instruments in-
spection while aligning the light beam and the devices, in order to quickly estimate
if the signal to noise ratio was sufficient for our experiments and if, by any means,
if increasing it was still possible by prudent manoeuvres. Even if an articulate
version of this VI was developed, we decided to put in the final program only an
abridged one, able to send handy commands and return convenient readings from
the instruments at the beginning of the experiments.

Following this, I was requested to create a new VI able to measure, for some fixed
wavelengths, the frequency, oscillator AC voltage and DC bias voltage sweeps. After
some developments, this became the 3D sweep that is described in the appendix,
and is now the main feature of the new program. The reason for this was to have
means for investigating in depth the changes happening along the whole spectrum
for some parameter’s variations.

Lastly, having all the programs ready, I had to design a user-friendly interface
that could also be developer-friendly in case integration with other VIs was needed.
The front panel had to give access both to the instruments’ readings and a menu
for choosing the desired measurement and its control variables.

As a side-project, I also developed some more comprehensive VIs tailored to exe-
cute all the measurements that I needed in series, and I added an e-mail notification
option in order to shorten the time-consuming process in the laboratory.

3.2 LabVIEW Programming
Since the available time to produce a functioning software was not insufficient, but
still limiting, a software development methodology had to be chosen to optimise
the schedule.
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The used approach was inspired by the Manifesto for Agile Software Develop-
ment [36], one of the most popular standards in the programming industry. The
way of proceeding was really similar. We started with a clear idea in mind, that
was to lay a solid basis for the framework by organising all the programs in a hi-
erarchical fashion and by initially creating all the basic sub-blocks. We continued
by writing the first complete VI, namely the EA spectrum, but then we decided
to slow down and to pair my programming sessions to frequent brainstorming,
resulting into systematic new ideas and weekly deadlines.

Every step of the process can be seen as a running train: while its wheels keep
spinning around their axis indefinitely, the train is indeed going forward. In the
same way, each programming cycle consists of starting from a new idea, imple-
menting it from the already produced software and, lastly, thinking about further
modifications while testing the new version (Fig.3.1. Consequently, the program is
functioning at every step and can be used to take measurements; these measure-
ments will help us isolate possible bugs or inaccuracies, or they will inspire new
functionalities or improvements.

Figure 3.1: The agile software development methodology. After the initial project,
the plan gets modified from time to time [37].

3.2.1 Writing the Code
GPIB Library

In the first step of the process, a collection of all the instrument drivers was needed
by the program, organised in a clear way and, possibly, optimised in terms of
generality and time performance (see for reference section A.3 of the appendix).
Focusing on these aspects allows these subVIs to be inherited by higher classes in
the hierarchy, or mixed together to form an articulate interface command. An ex-
ample is shown in Fig.3.8: when possible, the basic instructions are shared between
multiple VIs, in this case the frequency sweep and the final program. They were
separated depending on the specific instrument and, while the K199 multimeters
were already available, most of the others had to be built. Then, when needed,
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they were collected into bigger blocks, as the more complex ones for instruments’
initialisation (Fig.3.2) or range calibration. Ultimately, they were all stored into a
.llb file, organised in folders.

Figure 3.2: Lock-ins’ initialisation sequence, as in Lock-In_initialise.vi.

Since some of the instruments had no GPIB read options, or sometimes in order
to avoid constantly asking for the same parameters, global variables had to be used
(section A.3.4) so that we could store, for example, the monochromator’s state or
the lock-ins’ time constant in a memory element to be shared between different
VIs. Another example is the one in Fig.3.3, where all the GPIB addresses are
stored altogether in the same global VI, so that every GPIB call makes reference to
the same variable, and if we change the address settings of some instruments the
program is up to date with the change of a number. It has to be noted that the
introduction of global variables can lead to an increase in complexity during code
maintenance, so it has been used sparingly but, especially when merging more than
one measurement routine inside the same VI, they can relieve the code of bulky
constructs.

Figure 3.3: In Global_Addresses.vi, all the GPIB addresses are stored into global
variables.

EAB spectrum

The EAB spectrum routine, as shown in A.2.3, was then programmed by taking
advantage of the laid foundations. While for the data dump and plotting some
efforts have been made, the measurement section can be summed up in a single
loop if we employ inherited subVIs (Fig.A.21).

All the .txt files are in TSV (tab-separated values), which is a well-recognised
format for both OriginPro and MATLAB datastore, where every post-processing
step is handled. The file names, as well as the headers, are automatically generated
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starting from the measurement parameters and at every step the monochroma-
tor’s wavelength, photodetector’s reading from the multimeter and first and second
normalised harmonic signals from the lock-ins are stored into a new line.

Calibration

At the start of an experiment, one has to carry out an alignment step, during which
the instrument readings are monitored. The program that assists the user during
this process is detailed in section A.2.2 and makes again use of the same GPIB calls
as the others.

Originally, some dialogue windows guided the user through a step-by-step con-
figuration and a buzzer could be configured to signal if a certain threshold was
reached. The final version of the program, anyway, only contains the essential
indicators.

Two-Parameters Sweeps

A more complex version of the spectrum routine was then requested. The reason
was that we wanted to investigate the frequency dependence of the excitonic peak
of a material and compare it to the one of the charge transfer state. This could
give an idea on the delocalised nature of a certain state rather than another (see
section 4.3). So, in principle, the program had to take a frequency sweep at two
chosen wavelengths and compare them. However, we found it interesting that also
for other wavelengths a sometimes different frequency dependence could be noticed,
so we decided to add some degrees of freedom to the measurement parameters. The
array containing the two wavelengths became an equispaced generated vector and,
all in all, we were measuring the frequency dependence of the whole EAB spectrum.
As an example, in Fig.3.4 and Fig.3.5 we can see the frequency analysis of a device
having P3HT : PC60BM as polymer layer. Both the X and Y signals of the
first harmonic are plotted and their behaviour is quite different: as the frequency
increases, the in phase component oscillates near to a point while the quadrature
component reverses its sign, resulting in an almost constant magnitude (even if
slightly decreasing) and a change of phase in the signal.

Other two versions of the 3D sweep are also present now, where the frequency has
been substituted with the DC bias voltage and the oscillator AC voltage. These
could in principle allow to find interesting deviations from the predicted depen-
dences of the EA signal to the fields applied to a device.

User Interface

After all the VIs were ready, a repository was needed, and we decided to keep using
LabVIEW to merge everything into a single program. All the previously existing
scripts became libraries supporting the main one.
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Figure 3.4: 1st harmonic X and Y 3D
plot of a P3HT:PC60BM sample’s fre-
quency sweep.
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Figure 3.5: 1st harmonic X and Y
colour plot of a P3HT:PC60BM sam-
ple’s frequency sweep.

The user interface is organised in directories leading to the desired measure-
ments (section A.1). This will allow any future add-on to be easily inserted in the
structure. Care has been taken while adding utilities to the front panel, such as
the e-mail notifications and the completion percentage indicator, in order to help
the user optimise his time while taking measurements.

3.2.2 Original Laboratory System’s Improvements
The system and the laboratory set-up had to be optimised for the new measure-
ments at the beginning, and some of the issues still were not addressed for the
already available software.

Monochromator Interface

One of the main flaws of the system previously designed was the monochromator’s
management. The actual wavelength had to be written into a text file before
starting the program and, if the execution was interrupted before completion, the
file had to be manually updated with the reached point (the same was valid for the
filter position). This inconvenient feature was obviating the fact that there is no
way to read from the monochromator.

This has been improved using global variables and user prompts (Fig.A.1 and
Fig.A.2) so that, after asking for the parameters once, their values are stored for
as long as LabVIEW is running.
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Phase Inconsistencies

The lack of a proper initialisation in the code was the source of an hidden mea-
surement error on the phase of the readings; put together with the fact that the
signal mixer, while adding DC and AC components together, was also inverting
created then some confusion on the phase settings of the lock-in, that have never
been fixed. The DC voltage was inverted before being sent to the mixer, but no
care had been taken of the AC signal (Fig.3.6).

Figure 3.6: The signal before (at 0 VDC) and after (at -1 VDC , opposite in phase)
the mixing.

To understand the problem, let us consider how the two lock-ins work. The one
that is generating the first harmonic, compares the photodetector signal to its oscil-
lator to read, ideally, an in phase and a quadrature components, that could be seen
in phasor form as an amplification (or attenuation) and a phase shift components:

RL−I φL−I = vPD
vosc

= A · Vosc φosc + ∆φ− 180◦
Vosc φosc

, (3.1)

where A and ∆φ are the amplification and phase shift changes introduced by the
device and the −180◦ shift is due to the mixer. Since we would like to read
RL−I φL−I = A ∆φ we can add to the oscillator, during the input demodula-
tion, an analogous −180◦ phase shift that will cancel out the previous inversion, so
that we have the correct reading.

The same procedure has not to be taken with the second lock-in since, as we can
see from Eq.2.23, the second harmonic is proportional to the square of the applied
field, thus it is insensitive to the AC signal inversion. In this case, a −180◦ phase
shift in the reference would introduce a sign error. Lock-in_Phase_Initialise.vi fixes
this issue at runtime by forcing the reference phases to −180◦ and to 0◦ respectively
for the first and second lock-ins.
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Lock-In Autorange

Lock-in amplifiers are precision instruments, thus require to work under ideal con-
ditions to give the best results. One of the conditions has to do with the full-scale
range (FSR). If the input signal of an instrument is as close as possible to the FSR
(and vice-versa), we can reduce the error of a measurement. For this reason, efforts
have been made so to choose the right FSR while keeping the time wastes contained
(Fig.3.7).

Since the lock-in library does not contemplate a suitable autorange function, a
simple iterative one has been designed, where each time the input intensity (modu-
lus R) is compared to the FSR, and a sensitivity adjustment is performed if out of
a certain interval. Otherwise, an hit counter is increased and we leave the function
after a certain number of consecutive hits. The loop also ends after a certain max
iterations number, so that we are sure not to end up stuck in a time consuming
process due low signal to noise ratios.

3.3 Main Achievements
The electro-absorption laboratory framework was tuned-up and enlarged with new
functionalities during my experience. Some of them added original features to the
programs, now able to take different kind of measurements, some others helped the
overall performance by reducing execution times and robustness of the routines.

One of the main accomplishment resides in the fact that the system is now
much easier to use. Furthermore, its speed has been significantly increased while
maintaining the same accuracy: now it is possible to study (both EA and 3D
analysis of) two different devices during the same workday while it was almost
impossible beforehand. One of the most time-consuming process, anyway, remains
the placing of the sample inside the sample-holder in the glovebox and its alignment
in the EA laboratory.

As we will see, the 3D plots of the devices’ response give us a broader view on the
electro-absorption properties of the materials and help us detect subtle deviances
from the expected behaviour if present. This ability is of the utmost importance
when studying novel materials we still do not know much about.

The code is now structured in a way that can help the next users better under-
stand how the measurements work, and the graphical interface pleasantly collects
all the work done in a single, convenient, front panel.
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Figure 3.7: Lock-In_Autorange.vi.
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Figure 3.8: Frequency sweep VI’s Hierarchy tree.
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Chapter 4

Experiments

After the description of the electro-absorption system, in chapter chapter 2, and of
the program, in chapter chapter 3 and appendix A, the next crucial point, treated
in this chapter, will be its testing and validation during the study of organic semi-
conductors.

We will start by describing the aim of the experiment, the studied devices and
their fabrication. Then, the data will be analysed and compared to recent literature
to check if the results are reliable.

4.1 Experimental Settings and Studied Devices
We decided to explore the new functionalities of the program by fabricating and
testing a batch of organic solar cells with ITO as cathode and calcium and alu-
minium (deposited one after the other) as anode. Every device of the batch had
differences in fabrication steps or inner layers’ materials with respect to the others.

In particular, we wanted to study the effects of the introduction of poly(3,4-
ethylenedioxythiophene):polystyrene sulfonate (PEDOT:PSS) in organic solar cells
with different active layers. PEDOT:PSS is often used as a protection layer to pre-
vent diffusion of anode molecules into the active layer, causing device degradation
due to the formation of charge trap centres. It also acts as an electron-blocking
layer, giving a huge boost in efficiency in bulk heterojunction devices, where elec-
trons can be generated by exciton dissociation even if we are near to the anode [11].

The batch of samples was divided in three groups of five:

• Active layer: the simplest samples, to act as a reference, had only a polymer
(or blend) between the two electrodes.

• PEDOT:PSS + active layer: devices with a PEDOT:PSS layer amidst
cathode and active layer, as already discussed.
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• Annealed PEDOT:PSS + active layer: before the active layer was de-
posited, a thermal annealing step has been performed in these devices.

Thermal annealing of PEDOT:PSS has been reported to slightly increase JSC (while
also slightly decreasing the filling factor), probably thanks to the decrease in surface
roughness of the material, enabling the creation of a smoother contact [38].

For the active layers, three different polymers have been used, two electron
donors and one acceptor. The donors were Poly(3-hexylthiophene) (P3HT ) and
Poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]dithiophene-2,6-diyl][3-fluoro-2-[(2-
ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]] (PTB7 ). The acceptor was [6,6]-
phenyl-C-61-butyric acid methyl ester (PC 60BM ). Along with them, we also studied
their donor-acceptor blends (P3HT:PC 60BM, PTB7:PC 60BM ). In total, 15 devices
were produced.

P3HT PTB7

PC60BM PEDOT:PSS

Figure 4.1: A list of all the structural units of the polymers employed in the devices.
It has to be noted that PC60BM, differently from the others, is not a polymer and
is not characterised by a repetition unit.

4.2 Fabrication Techniques
4.2.1 Creation of the Layered Structure
In solution processed deposition, the polymer is dissolved into a solution and is
deposited on top of the previous film through spin coating, drop casting or even
ink-jet printing. In our experiments, after preparing the solutions, we used spin
coating to deposit the films. In this technique, the substrate of the device is vacuum
sealed to a base that starts rotating after we deposit the solution. The solvent
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will start to evaporate while also being flung off the sides, until we reach a final
thickness that will mostly depend, apart from solution properties, on the angular
velocity of spinning. The layers formed with this technique can be as thin as tens of
nanometres [39]. The characteristics and concentrations of the prepared solutions
are discussed later in section4.2.2.

We started from ITO coated glass substrates that went through a 15 minutes
washing (water, acetone, IPA) and a 20 minutes oxygen plasma cleaning step. We
proceeded by depositing 200 µl of PEDOT:PSS (if the device contemplates it) and
spin coating it for 300 seconds at 6000 rpm. The solution was formerly filtered
with a 0.45 µm PVDF membrane filter. Some of devices were then left inside
the glovebox (in nitrogen atmosphere) to anneal for 150◦C for 45 minutes. After
allowing it to rest, the other polymers were spin coated on top of the devices, this
time by depositing 80 µl, then leaving them to spin at 1000 rpm for 2 minutes.
These solutions were filtered with a 0.45 µm PTFE membrane filter instead.

After that, the devices were moved to the evaporator to deposit, in sequence, 20
nm of calcium and 100 nm of aluminium. The mask used for the sputtering were
tailored to create three long and thin cathode contacts on top of the device and
leave an empty space on a side of it. The empty space was there to allow for an
incision on the polymers, so that we have a trench to reach the ITO with a contact.
We then used a silver paste to connect the electrodes to the probes of the sample
holder via an ohmic contact.

The final schematic of a fabricated bulk heterojunction solar cell is shown in
Fig.4.2. The vertical dimension is emphasised.

Figure 4.2: Studied sample configuration for an ITO/PE-
DOT:PSS/P3HT:PCBM/Ca/Al solar cell. The silver paste contacts are spread
manually after having scratched a side of the active layer.
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4.2.2 Solutions’ Preparation
As already discussed, spin coating requires the polymers to be in solution. The
used solvent was 1,2-Dichlorobenzene (DCB). We prepared 0.5 ml for every solu-
tion, with a concentration of approximately 25 mg

ml
, sufficient for the creation of 15

samples.
For the pristine devices, 12 mg P3HT, PTB7 and PC60BM were added in vials,

each containing 0.5 ml of solvent.
PTB7:PC60BM simply needs a 1:1 ratio of its components for making the blend,

thus 6 mg each were added in 0.5 ml of solvent. P3HT:PC60BM needs instead an
higher concentration by weight with respect to PC60BM, of 1:7, so we used 7.68 mg
of P3HT and 5.378 mg of PC60BM.

The solution were left to stir overnight before employing them for the fabrication
of the devices.

4.3 Electro-Absorption Characterisation of Bulk
Heterojunction Organic Photovoltaics

4.3.1 No-PEDOT:PSS Spectra Comparisons
We started testing the program and the new devices by comparing the electro-
absorption spectra of the no-PEDOT:PSS samples batch.

Figure 4.3: Comparison between no-PEDOT:PSS devices normalised EA spectra.
Pristine P3HT and PC60BM samples are shown, along with their blend with its
sub-bandgap feature emphasised. VDC = 0 V , VAC = 1 V , f = 2 kHz.

The pristine materials spectra follow the expected behaviour, in particular the
P3HT one has its more prominent peak around the wavelength of 620 nm, where
its excitonic contribution is expected to be. If we do a comparison between P3HT,
PC60BM and P3HT:PC60BM samples, as in Fig.4.3, we can notice that the blend
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device’s spectrum seems to follow the peaks of both the pristine ones (the influence
of P3HT being predominant), with one exception: for wavelengths that are longer
than 620 nm (i.e. lower photon energies), it exhibits a feature that is not present on
any of them. This sub-bandgap interaction is thought to be an effect of the charge
transfer (CT) state, formed when we separate an exciton at the interface between
donor and acceptor materials. The energy that separates the pair is now lower,
since it corresponds to the interaction between an hole in the HOMO of P3HT and
an electron in the LUMO of PC60BM.

The same happens in no-PEDOT PTB7 and its blend with PC60BM, with the
only difference being the fact that its energy gap and CT state are located at lower
energies (Fig.4.4).

Figure 4.4: Comparison between no-PEDOT:PSS devices normalised EA spectra.
PC60BM blends all exhibit peculiar sub-bandgap features, as emphasised. VDC =
0 V , VAC = 1 V , f = 2 kHz.

4.3.2 PEDOT:PSS Response to Bias
By comparing different devices with a P3HT:PC60BM active layer, we could see
the difference in behaviour, in particular of CT state, that is obtained when adding
PEDOT:PSS to our layered structure (Fig.4.5, Fig.4.6).

With no applied bias the excitonic and CT states do not show evident differences
when a PEDOT:PSS layer is added to the device (Fig.4.5). If we apply a −2V
negative bias (Fig.4.6), the whole spectrum undergoes a change of shape and the
excitonic peaks experience a red shift. The surprising fact, anyway, is the complete
disappearing of the CT state with the negative bias, that only happens when the
protection layer is present. It is still unclear how PEDOT:PSS interacts with the
rest of the device, but this effect could be due to a state introduced by it, cancelling
out with with CT state in an interference only present at negative biases.
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Figure 4.5: Comparison between P3HT:PC60BM blends normalised EA spectra.
The CT states show no significant variations with zero applied bias. VDC = 0 V ,
VAC = 1 V , f = 2 kHz.

Figure 4.6: Comparison between P3HT:PC60BM blends normalised EA spectra. We
can notice a suppression of CT state with negative applied bias when PEDOT:PSS
is present. VDC = −2 V , VAC = 1 V , f = 2 kHz.

4.3.3 Frequency Dependence: a Bigger Picture

By exploiting the potentialities of the new tools, we can have an interesting and
more general overlook on the response of the fabricated devices with respect to
frequency. If we take a frequency sweep of the whole spectrum, the differences in
behaviour between charge transfer and excitonic states become more evident.

As we can see in Fig.4.7, when PEDOT:PSS is not present in P3HT:PC60BM
devices, the EA response oscillates around the same values and is characterised by
a small resonance peak for frequencies that are slightly lower than 10 kHz.

If PEDOT:PSS is added to the structure, anyway, an evident change in behaviour
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Figure 4.7: P3HT:PC60BM, contour plot of the 3D frequency sweep.
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Figure 4.8: PEDOT:PSS/P3HT:PC60BM, contour plot of the 3D frequency sweep.
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is present. The trend of the frequency dependence becomes monotone for any fixed
frequency and, sometimes, even a change in sign is present. All in all, the results
seem to converge to the previous sample when the frequency exceeds 10 kHz. This
could mean that PEDOT:PSS is responsive up to a limited frequency, and only
after its cutoff we start to see the CT state alone. As suggested by Guan et al. [13],
the PEDOT:PSS could introduce in the device an interfacial polaron state that,
contrary to the CT state, is strongly localised and unresponsive to high modulation
frequencies. This could clearly explain also the fact that for an high frequency the
spectrum resembles the one when no PEDOT:PSS is present.

Furthermore, this behaviour is also present for PTB7:PC60BM devices, even if
to a lesser extent, as it is shown in Fig.4.9.
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Figure 4.9: PEDOT:PSS/PTB7:PC60BM, contour plot of the 3D frequency sweep.

4.4 Voltage Dependence
As already discussed, the bias dependence can be influenced by the presence of
PEDOT:PSS. In Fig.4.10, both the excitonic and the CT states of P3HT:PC60BM
devices have been studied while changing the structure. When PEDOT:PSS is
added to the device layers, no significant changes are present for the response of
the excitonic state: the trend stays monotonically decreasing while passing from
reverse to forward bias, with just a little less attenuation when the additive layer
is present.
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The CT state instead, is noticeably different. If for a reverse bias the simpler
devices has a stable negative voltage, for the PEDOT:PSS one the signal approaches
the zero as we increase the negative voltage. If we instead invert the direction of
the bias, the result is the exact opposite: the PEDOT:PSS device shows an increase
of EA signal, while the other one goes to zero.
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Figure 4.10: DC Sweep comparison in different P3HT:PC60BM devices. VAC = 1 V ,
f = 2 kHz.

The AC sweep comparison does not appear to show remarkable differences in
the trends (Fig.4.11). Anyway, when PEDOT:PSS is present, the response seems
to follow a straighter line. This means that it follows in a clearer way the expected
behaviour from Eq.2.22.
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Figure 4.11: AC Sweep comparison in different P3HT:PC60BM devices. VDC = 0 V ,
f = 2 kHz.
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Chapter 5

Conclusions

During this thesis, a performing LabVIEW electro-absorption framework was de-
veloped. The main design constraints and specifications were met, providing a
user-friendly software able to make new kinds of measurements.

The laboratory times were substantially improved by making the GPIB com-
mands simpler and by adding new features, such as a calibration and alignment
tools and e-mail notifications.

The new measurement routines helped us identifying hidden deviations from the
theory in the responses of the materials. In particular, we were able to discriminate
between the polaronic state (introduced by PEDOT:PSS) and the charge transfer
state responses to a varying modulation frequency, and to ascertain the delocalised
nature of the latter.

5.1 Future work
Unfortunately, the fact that we managed to study only a batch of 15 devices did
not suffice for rigorously probing new materials’ properties. Some more samples
are needed also to check if the results were not only anecdotal, and we hope that
future test will confirm our findings.

However, on account of the fact that this was only a preliminary attempt to test
the program, it is hardly surprising that we are still waiting to inspect different
samples before confirming our theories or formulating novel ones. The dependence
of PEDOT:PSS devices response on voltage bias still has to be investigated in depth
to be understood, and it can only be done by testing different kind of structures.

Moreover, we are confident that the program will help us study new materials.
Perovskite and magnesium oxide layers will be studied in solar cells and this could
lead to the writing of new papers.
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Appendix A

LabVIEW
Electro-Absorption
Framework

The aim of this User Guide is not only to show how to set and use this program, but
to give to the reader an initial framework on how it works and how to, eventually,
modify and upgrade it.

A.1 User Interface
The Graphical User Interface (GUI) of the program is divided in two parts by
a vertical separator, the right side containing buttons and controls, the left one
displaying the instruments’ readings.

When first executed, an initialisation step is needed since the Bentham M300EB
had no GPIB query options: only write operations were possible. The user is
prompted for the actual settings of the monochromator, i.e. its output wavelength
and filter number (Fig.A.1 and Fig.A.2). As explained later, the data will be stored
in a global variable file to be used by all the other LabVIEW Virtual Instruments
(VIs) while maintaining code readability.

A.1.1 Main Menus
The user will then find himself on the main menu, displaying navigation buttons
on the left and, still unused, calibration and alignment readings from the Lock-In
and Multimeter on the right (Fig.A.3). It is possible to choose from here to either
stop the execution or move to Calibration or EAB sections. Furthermore, an e-mail
section is present, where address can be set to receive a bulletin message as soon
as a measurement finishes executing.
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Figure A.1: Fetch Wavelength prompt. Figure A.2: Fetch Filter prompt.

mdascenzi@uc

Figure A.3: Main Menu. (a), (b): Interface separation (menu buttons, indicators).
(c): email menu. (d): navigation buttons.

Pressing the EAB Menu button will open the section containing all the EAB-
related Virtual Instruments that have been created (Fig.A.4). The whole interface
was developed in this way so that it could fit other similar programs just by adding
new directories.

A.1.2 Calibration/Alignment Menu
The Calibration button will instead allow the user to get a quick idea of the con-
dition of the alignment. This debug menu contains all the controls and indicators
needed to check if the instruments are able to discern any decent signal (Fig.A.5).

The controls allow to set, namely:

• the output wavelength of the Monochromator (in nm);

• the Monochromator’s filter slot;

• the Lock-In oscillator’s frequency (in Hz);

• the Lock-In oscillator’s AC voltage (in V );

• the Lock-In oscillator’s bias voltage (in V );
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Figure A.4: EAB Menu directory, containing all our Virtual Instruments.

a

b

c

d

e f

Figure A.5: Calibration Menu. (a): Stop button. (b): Home directory button. (c):
Lock-In and Monochromator’s controls. (d): Monochromator’s indicators (WL and
filter). (e): ms time between readings. (f): Multimeter and Lock-In readings.

• the time-out between each measurement (in ms).

The indicators show the Monochromator’s settings and the readings from the
Multimeter and the Lock-In. These two measurements can be used to determine if
anything on the lab table has been put the wrong way or if, with a slight movement
of the lenses, of the sample-holder or of the photodetector, the signal magnitude
can be improved. This step is crucial for the sake of having reliable results, and
doing this every time the sample is changed or the sample older is removed, even
if not mandatory, is strongly suggested.
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A.1.3 EAB Spectrum Menu
From this menu it is possible to launch the VI that takes an Electro-Absorption
spectra (first and second harmonic) from the sample (Fig.A.6).

d

Figure A.6: EAB spectrum measurement menu. (a): EAB spectrum control vari-
ables. (b): first harmonic electro-absorption output. (c): second harmonic electro-
absorption output. (d): Execution status bar and elapsed time.

Displayed on the right are the In-phase and Quadrature Electro-Absorption
components. The controls on the left allow to choose as parameters:

• Initial wavelength, final wavelength and step-size in nm of the excita-
tion light beam (an equispaced vector will be generated). As a rule of thumb,
since the Monochromator is not completely reliable for frequencies really far
from the visible, it is preferable not to cross over the interval between 300 nm
and 900 nm.

• Number of measurements taken for the average. It can cover up for some
noise errors, but exceeding 4 repetitions fruitlessly slows down the execution.

• Lock-In oscillator’s Frequency. The value is usually set to 2 kHz or kept
under 51 kHz since the second harmonic cannot exceed the 102 kHz limit of
the Lock-In. Even if in principle one could trespass over 51 kHz for the first
harmonic, the results would still be subject to the photodetector frequency
dependence, that starts to influence our measurements after around 45 kHz.

• Lock-In oscillator’s DC bias. It cannot exceed values over ±10.5 V , since
it is generated by the AUXV2 output of the Lock-In. It is suggested anyway
not to stress the devices with a too high voltage for a long period.
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• Lock-In oscillator’s AC component. 1 VAC is usually enough to achieve
a decent SNR for the first harmonic signal.

• Wait times between measurements. An amount of time between measure-
ments is already embedded in the program, but the two parameters can be
set in case a sample needs a longer settling time (the first one is just con-
sidered after a change in the Monochromator, the other one in between each
measurement).

When ready, just press EAB Start. The bars on top of the instruments readings
show the completion percentage and the elapsed time since the start of the mea-
surement and the text file is generated with an automatic name and updated at
every step.

A.1.4 Frequency Sweep Menu
This is a variation of the EAB measurement (Fig.A.7. This time, the frequency
is spanned over a logarithmically generated vector and the Wavelength is fixed at
every scan.

a

b c

Figure A.7: Frequency Sweep measurement menu. (a): Frequency Sweep control
variables. (b): Wavelength generator and selector. (c): electro-absorption output
(the abscissa scale is logarithmic).

The controls and suggestions are similar to all the other sweeps with few ex-
ceptions. The parameter’s (now a Frequency) vector is logarithmically spaced,
and usually set to have 15 or 20 steps between 1 kHz and 50 kHz. The settle
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times along this vector are usually faster with respect to the other programs. The
Wavelengths are chosen from an arbitrary look-up-table of which its first element
is automatically set to the magnitude peak of the EAB spectra, if previously exe-
cuted. There is anyway another way to define this list. By default, the table where
to insert the desired Wavelengths is displayed; otherwise, by activating the 3D Plot
switch, one can also choose to generate a linear space for the Wavelength vector
(Fig.A.8). As shown in 3.2.1, this tool can give us a good insight on the structure’s
frequency response at different photon energies.

Figure A.8: 3D Plot control (activated switch) and linear vector generation.

This time the graph will only display a single Wavelength at a time, but the
text file will contain all the scans’ results.

A.1.5 AC Sweep Menu
The options of this program are analogous to the previous one’s (Fig.A.9). The
sine amplitude lower bound is 4 mVRMS (6 mV , circa) for the Lock-In and will be
clipped if trying to set it to a lower value. It can go up to 5 VRMS, if needed and
if the device is healthy enough (low input impedance Rin and high V values can
trigger the Mixer’s output protection). Please note that the inserted number has
to be the value of the peak voltage, not the RMS.

Figure A.9: AC Sweep measurement menu.
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A.1.6 DC Sweep Menu
As already stated, DC bias values can reach ±10.5 V . The usual procedure is to
set the Wavelength near to the excitonic peak and look at the behaviour of the
Electro-Absorption signal by letting the DC Voltage approach zero, starting from
a negative bias. By fitting this to a line, one can find its zero-crossing value, that is
a good approximation of the Built-In Voltage of the structure, as shown in section
2.3.

Figure A.10: DC Sweep measurement menu.

A.2 LabVIEW Scripts: EAB Measurements
A.2.1 Front Panel
In order to embed different measurement routines in a single VI with a directory
structure, a State Machine [40] controlled by Event Structures [41] was employed in
LabVIEW. An elementary example of this kind of structure can be seen in Fig.A.11,
where all the necessary blocks have been used. The appearance of the menus has
already been shown in section A.1, whilst in Fig.A.12 the complete flow chart of the
state machine is displayed. At almost every moment except during measurements,
in brief, our program is just idle and expecting an interrupt request through an
event structure in order to move to a different state.

When the program starts, the first state to be executed is initialise (Fig.A.13),
where the current Wavelength and Filter values of the Monochromator are fetched
by the user, then the Multimeter and Lock-In are initialised to the right settings
(every subVI’s content will be described in section A.3). The next state (idle, i.e.
the main menu) goes then inside a shift register that will feed it back to the new
iteration of the loop.

As in every state transition, all the controls are hidden prior to toggling the
visibility of the needed ones only (Fig.A.13). This is done by grouping the buttons’
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Figure A.11: Simple SM example. The while loop executes until the stop is trig-
gered. The case structure determines the instructions based on Current state (set
to Initial state on the first run) and then (optionally, with the aid of an event
structure) the outputs and Next state are selected. An event can be triggered in
this case by the toggling of a button.
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Figure A.12: Menus state machine flow chart.

references in an array (Fig.A.14) and using them to change their visible property
bit one by one (Fig.A.13(e), Fig.A.15). The error connection in Fig.A.13(e) is used
to force the order of execution.

Both in idle (main menu) and in EAB Menu, the program just keeps waiting for
a button to toggle and, depending on which one, an event to be triggered. Once
the event is selected some code, if needed, will be executed and a precise state will
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a

b

c d

e

f

Figure A.13: Initialise state. (a): First state entering the loop. (b): Wavelength
and Filter Number prompts. (c): Drop down menu (indicators-side) control. (d):
Instruments’ initialisation. (e): Buttons visibility handling. (f): Next state being
fed back.

Figure A.14: References’ array creation. Figure A.15: Enable/Disable snippet.

be looped back. In Fig.A.16, for example, the Calibrate button has been pushed,
so the program will move to its namesake state.

There are few exceptions to this behaviour on the main menu. One of those
concerns the e-mail feature of the program. When the To: (or Cc:) button is
pressed, the mail’s recipient (or Cc) is updated with the one that is written on the
control and will be used later, when a measurement finishes executing, to send a
bulletin message (Fig.A.3(c), Fig.A.17, Fig.A.20(e)).
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Figure A.16: When Calibrate is pushed, the program moves in the calibration menu.

Figure A.17: Update of global variable containing the e-mail’s recipient.

A.2.2 Calibration

The calibration menu has no longer a directory function, but allows to drive and
read the instruments with specific GPIB calls. Firstly, the controls (Fig.A.5(c))
can be used to set the Monochromator or the oscillator parameters, i.e. all the
inputs of our sample (Fig.A.18). The readings from the instruments will then be
displayed (Fig.A.5(f)), with a cadence that is dictated by the event timeout control
(Fig.A.5(e), Fig.A.19). This time, no button controls can be put in this section of
the SM, since the timeout’s presence would cause them to flicker continuously.
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Figure A.18: Monochromator’s Wavelength change.

a b

c

d

e

f

Figure A.19: Calibrate timeout event. (a): Instruments scan interval, if no but-
ton has been pressed at that ms timer expiry, a measurement is triggered. (b):
Monochromator’s indicators update. (c): Lock-In Auto-range and modulus and
phase measurement. (d): Phase wrap. (e): Graphs update. (f): Next state is still
Calibrate.

A.2.3 EAB Spectrum
The EAB spectrum measurement can be launched from its menu (Fig.A.6). All the
controls and graph’s references will become the EAB subVI’s inputs (the Wave-
lengths vector is generated directly inside the program). After its execution, in
addition to the writing of the dump file, the Wavelength that is associated to the
magnitude peak is automatically saved for the other measurements and an e-mail
can be sent, if configured (Fig.A.20).

The subVI (Fig.A.21) starts with the inputs reading (and the generation of an
equispaced vector). These will be used to generate the instruments’ controls and
the file’s name and header. Then, the file is automatically created, the elapsed
time counter is reset and all the instruments are initialised and set to the desired
outputs.

At every iteration of the loop, the Wavelength of the Monochromator is changed
and the status bars on the front panel are updated. Then, the measurements are
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a

b

c

d

e

Figure A.20: EAB Start event. (a): Measurements controls are grouped into a
cluster. (b): Graphs are passed by reference to the subVI. (c): The EAB subVI is
executed. (d): The peak’s wavelength is appended to the wavelength vector used
by the sweep measurements. (e): An e-mail is sent, if configured.

taken (after an auto-range round for both the Lock-Ins) and the file and the graphs
are updated.

After the loop is completed, the oscillator and its DC bias are set to zero in order
not to stress the device and the peak wavelength is evaluated from the measured
data.

Figure A.21: EAB Spectrum measurement subVI.

A.2.4 Fq/AC/DC Sweeps
As already explained in Section A.1.4, there are not many differences between Spec-
trum and Sweep routines, one of them being the fact that the latter can take mea-
surement over two parameters, thus generating a 3D plot. As shown in Fig.A.22(a),
Fig.A.8 and Fig.A.7, the 3D button can toggle between an auto-generated or a user-
produced Wavelength array, that will sum up with the one related to the sweep
parameter (in the figures, the frequency).

The buttons’ handling is now slightly different. Another subVI has been added
in order to take into account the different type of the addresses in the array (it
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does not contain bool values any more). Then, also an event case has been added,
when there is a value change of the 3D button, so that all the showing controls can
refresh.

a

b

Figure A.22: Frequency Sweep start. (a): Wavelength vector generation (it will add
up to the input cluster. (b): The buttons controls now also have to handle the 3D
button toggles.

Figure A.23: Frequency Sweep measurement subVI.

The subVI has many similarities with the EAB one, the measurement routines
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and file handling are almost identical, but this time two loops have to be present
instead of one. In order to optimise the speed of the process, the inner loop is the
one with the Frequency parameter spanning, so that the program will not waste
time waiting for the bulky Monochromator to change its wavelength.

A.3 LabVIEW Scripts: GPIB Libraries
All the communications between instruments were handled by an IEEE-488 in-
terface (GPIB), connected to the computer with a National Instruments GPIB-
USB-HS adapter. All the scripts are referencing low-level GPIB functions in their
subVIs, since all the instruments were old enough not to have LabVIEW drivers
provided by NI.

All the instrument calls are quite similar amongst all the VIs, thus it is better
to just show the more complex ones, while describing the others in terms of GPIB
commands.

A.3.1 Monochromator
The Bentham TMc300 Monochromator [42] has only few options in its command
list, since the only job it has is to change its output wavelength and filter. All the
VIs are inside a library, Bentham M300EB (PMC38).llb

The wavelength is set by sending an increment or decrement interval via the
GPIB, thus its initial position is needed. The filter follows the same approach, but
it only has 6 positions, each one corresponding to some physical filter glass and a
shutter.

User Prompts Save Wavelength.vi and Save Filter.vi prompt the user for a
numerical value, then save it in two global variables. Regarding the filter, it is
possible not to use it: in that case, it will be automatically moved to the 1st
position. The two global variables will be called, then overwritten, while modifying
the monochromator’s status.

GoToWavelength/Filter GoToWavelength.vi and GoToFilter.vi evaluate the
step size to reach the selected value and use the GPIB to set it. The commands are
structured in this way: 1 Byte for the increasing or decreasing direction (I/D), 4
Bytes indicating the interval magnitude in 1

20 nm or number of filter steps, 1 Byte
specifying if wavelength (W) or filter (T) has to be changed.

Wavelength to Filter In Wavelength-_Filter.vi, a filter able to cut values of
wavelengths shorter than the selected one is chosen from a look-up table. This will
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drastically reduce the harmonic content of our light, since the λ/2 value is likely to
come out less attenuated from the monochromator.

A.3.2 Lock-In
The MODEL SR830 DSP Lock-In Amplifier [43], amongst the others, has a slightly
more complex role and it needs extra care. Starting from the oscillator commands, it
also needs different types of readings and an articulated full-scale range calibration.

Buffer Flush Lock-in Buffer Flush.vi is the first one to be executed, during
initialisation. an *IDN? command is queried, then the output is read in a for loop
until we receive back the instrument’s name. This was the only way to safely flush
the instrument’s buffer without having to wait for a GPIB timeout.

Oscillator Instructions Lock-in FMOD & HARM auto.vi sets L-I1 to FMOD1
(internal oscillator as reference signal) and HARM1 (lock to first harmonic). L-I2
receives instead FMOD0 (external reference) and HARM2. It is also executed during
an initialisation. After that we can use Lock-in Oscillator Control.vi, Lock-in Oscil-
lator Fq.vi, Lock-in Oscillator DC.vi or Lock-in Oscillator AC.vi to set the values
of every (with the former) or only one parameter. FREQX sets the sine frequency
to X Hertz, SLVLX sets the AC voltage to X VRMS, converted from Volt beforehand.
AUXV2, X sets the auxiliary output to X Volt (since the mixer will invert the signal,
the requested value is multiplied by −1 inside the VI).

Reading the Instrument The Lock-In reading can be interpreted in terms of
Modulus and Phase (R and φ) or In-Phase and Phase-Quadrature (X and Y )
components. The X and Y measurements are obtained by mixing the photodiode
output with the oscillator and its 90◦ shifted signal, then they can be converted by
their relation:

R =
√
X2 + Y 2 φ = atan2(X, Y ), (A.1)

where atan2(X,Y) is the 2-argument arctangent of X and Y . Lock-in Read x&y.vi
and Lock-in Read R&Theta.vi all use the command OUTP?X, where X is the channel
number (1: X, 2: Y , 3: R, 4: φ). Another version is used in the program (Lock-in
X/T Y/T.vi that reads the X and Y signals from both the Lock-Ins and divides
them by T , as in section 2.1.

A.3.3 Multimeter
The Keithley Model 199 GPIB drivers are a slightly modified version of the available
ones [44, 45]. K199 Complete.vi is first used to initialise the instrument’s input
mode and channels, then K199 Read Mean.vi takes an averaged measurement of

65



A – LabVIEW Electro-Absorption Framework

the chosen channel. The number of averages can be chosen, but has been set to
only three since the instrument already has a solid resolution.

A.3.4 Global Variables
When a variable has to be shared between more functions in the same VI, Lab-
VIEW provides the local variable structure to easily provide that value where it is
needed. But as the program’s structure gets increasingly elaborate and the hier-
archy levels increase, global variables could be necessary to efficiently handle the
common parameters, such as GPIB addresses.

Since every GPIB subVI needs an instrument address, and most of them are
tailored for specific instruments, it is easier to have all of them grouped in the same
section of the code, and let a memory call read for that value, instead of having
the same number repeated in every VI.

Global variables are a more basic kind of VI that can only act as a pointer
for memory locations. By using this pointer, we can access and read/write that
parameter even if the call comes from a different VI from the one that previously
wrote/read it.

GPIB_Addresses_Global.vi is used to collect all the pointers to GPIB addresses,
that also have to be written at execution time by GPIB_Addresses.vi. In this way,
just by modifying the latter we can correct for a change in an instrument address.

Globals_Instruments.vi contains instead all the instruments of the parameters,
such as the monochromator and the lock-in set parameters.

Another VI, Globals_Files.vi, takes care of the saving of the files, and their
folders.

A.4 Post-Processing and Plotting Scripts
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Figure A.24: An AC Sweep of P3HT:PCBM with annealed PEDOT:PSS plotted
with MATLAB script.
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Most of the figures in this thesis have been made by using OriginPro plotting
tools. Anyway, also a MATLAB script for plotting has been written, in order to
automate the process. In this way, we just need to open a file with the script and
MATLAB will produce some scatter plots and a 3D plot (Fig.A.24). When started,
it also give the option to select some wavelengths to be individually plotted.

It has been tested with all the sweep .txt dumps, but it is not suited for EA
spectrum files. Here is the code, converting the files in a tabular and plotting
them:

1 c l o s e a l l
2 c l e a r a l l
3

4 [ f i l ename , f o l d e r ] = u i g e t f i l e ( ’ . txt ’ ) ;
5 i f f i l ename == 0
6 di sp ( ’ cance l ed opera t i on ’ )
7 r e turn
8 end
9 dat = data s to r e ( s t r c a t ( f o l d e r , f i l ename ) ) ;

10 T = read ( dat ) ; %s t o r e s f i l ename in a tabu la r
11 T = sort rows (T, [ 1 , 3 ] ) ; %s o r t s by wavelength , then by sweep

param .
12

13 [ gNum, wl , fq ] = f indgroups (T.Wavelength_nm_ ,T. ( 3 ) ) ;
14 [ gNum1, wl1 ] = f indgroups (T.Wavelength_nm_) ;
15 [ gNum2, fq2 ] = f indgroups (T. ( 3 ) ) ; %T. ( 3 ) i s the sweep

parameter
16 T. abs1 = sq r t (T.X1_R.^2+T.Y1_R.^2) ; %eva luate modulus
17

18 %% Scat t e r P lot s
19 f i g u r e
20 hold on
21 i f ( strcmp (T. Prope r t i e s . VariableNames {3} , ’Freq_Hz_ ’ ) )
22 s e t ( gca , ’ XScale ’ , ’ l og ’ )
23 end
24 s p l i t a pp l y (@plot , T. ( 3 ) , T.X1_R, gNum1)
25 g r id on
26 g r id minor
27 y l ab e l ( ’ $\Delta T/T$ ( arb . u . ) ’ , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )
28 x l ab e l (T. Prope r t i e s . VariableNames {3} (1 : 3 ) )
29

30 f i g u r e
31 s c a t t e r (T. ( 3 ) , T. abs1 , 10 , T.Wavelength_nm_)
32 %contour3 (T.Wavelength_nm_ ,T. Freq_Hz_ ,T.X1_R)
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33 i f ( strcmp (T. Prope r t i e s . VariableNames {3} , ’Freq_Hz_ ’ ) )
34 s e t ( gca , ’ XScale ’ , ’ l og ’ )
35 end
36 g r id minor
37 g r id on
38 y l ab e l ( ’ $\Delta T/T$ ( arb . u . ) ’ , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )
39 x l ab e l (T. Prope r t i e s . VariableNames {3} (1 : 3 ) )
40

41 %% 3D Plot
42 j j = h i s t c oun t s (gNum1) ; %number o f d i s c r e t e f r e qu en c i e s
43 k = 1 ;
44 Z = ze ro s ( l ength ( wl1 ) , j j ( 1 ) ) ; %i n i t i a l i s e space matrix
45 f o r i =1: l ength ( wl1 )
46 f o r j =1: j j ( 1 )
47 Z( i , j ) = T.X1_R(k ) ;
48 k = k+1;
49 end
50 end
51

52 f i g u r e
53 s = su r f (wl1 , fq2 , Z ’ , ’ FaceAlpha ’ , 0 . 6 , ’ FaceColor ’ , ’ In t e rp ’ ) ;
54 hold on
55 p = su r f (wl1 , fq2 , z e r o s ( l ength ( fq2 ) , l ength ( wl1 ) ) , ’ FaceAlpha ’

, 0 . 1 ) ;
56 i f ( strcmp (T. Prope r t i e s . VariableNames {3} , ’Freq_Hz_ ’ ) )
57 s e t ( gca , ’ YScale ’ , ’ l og ’ )
58 end
59 co l o rba r
60 ax i s t i g h t
61 z l a b e l ( ’ $\Delta T/T$ ( arb . u . ) ’ , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )
62 y l ab e l (T. Prope r t i e s . VariableNames {3} (1 : 3 ) )
63 x l ab e l ( ’ $\lambda$ (nm) ’ , ’ i n t e r p r e t e r ’ , ’ l a t e x ’ )
64

65 WLplot = input ( s t r c a t ( ’Which WLs do you want to p l o t
s epa r a t e l y ?\n ’ . . .

66 , ’ ( use square parenthese s and comma i f more than one ) : \
n ’ ) ) ;

67 i f ( not ( isempty (WLplot ) ) )
68 f i g u r e
69 s c a t t e r (T. ( 3 ) ( any ( (T.Wavelength_nm_==WLplot ) ,2 ) ) , . . .
70 T.X1_R( any ( (T.Wavelength_nm_==WLplot ) ,2 ) ) , 1 0 , . . .
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71 T.Wavelength_nm_( any ( (T.Wavelength_nm_==WLplot ) ,2 ) )
)

72 i f ( strcmp (T. Prope r t i e s . VariableNames {3} , ’Freq_Hz_ ’ ) )
73 s e t ( gca , ’ XScale ’ , ’ l og ’ )
74 end
75 g r id minor
76 g r id on
77 l egend ( num2cel l ( wl1 ( any ( ( wl1==WLplot ) ,2 ) ) ’ ) )
78 end

69
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