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ABSTRACT 
 

There are many definitions for Quality of Experience (QoE). One of the simple and readable 

definitions of Quality of Experience is: A subjective measure of client's experiences. QoE 

describes the user observation and the resulting fulfillment of service performance in networks. 

Necessary services used by people for daily goals are being received on the web. Users are 

reaching these services mainly by web browsing. ISPs and Content Providers are able to serve 

their users with much better quality as the quality is the important factor for a user to choose among 

the services. Confirming a better QoE for web services has been a major research subject in these 

years.  

There are many metrics that can be effective in the designation of Web QoE. According to other 

studies in this area, QoE measurement methods can be classified into two: Subjective 

Measurement, Objective Measurement. QoE measures the level of end-user satisfaction for a 

special service, it is a subjective determination, thus changes from user to user. Also, collecting 

data about QoE from the user is costly and time-consuming. On the other hand, the objective 

metrics as the basic index of Web browsing experience. Objective measurement method produces 

a model from the objective quality to the subjective quality. For example, Speed Index and OnLoad 

time are two common objective metrics. These metrics are measured by the web browser and are 

accessible only on the user side. The Speed Index is the average time at which visible portions of 

the page are displayed. Also, the OnLoad time is when your site is done loading everything local 

to your site (HTML, CSS, JavaScript code, images).  

More recently people started proposing network-based metrics. These metrics could allow ISP to 

observe QoE too. For instance, the PAIN (Passive indicator) as a method to monitor web page 

performance using passive traffic logs at ISPs. It leverages passive flow-level and DNS 

transactions which are available in the network notwithstanding the deployment of HTTPS. PAIN 

automatically builds a model from the timeline of requests published by browsers to render web 

pages and uses it to analyze the web performance in real-time. They compare PAIN to indicators 

based on in-browser instrumentation and obtain strong relationships between the methods. 

In this study, the purpose is to develop a methodology to create a system for ISPs to estimate the 

QoE for web pages for users working the web. We use Objective metrics and PAIN metrics to 
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predict the Speed Index. We design a machine learning to estimate the speed index and OnLoad 

time. For this, we use the dataset captured on PAIN (a Passive Web Speed Indicator for ISPs) work 

and extend the methodology to estimate directly the Speed Index from those traces. To create the 

dataset we visited 10 popular domain in Italy and for each domain download homepage and 9 

internal pages, for total 100 URLs and 6948 visits of them. We obtain a HAR (HTTP Archive) file 

for each visited page. A HAR file recording HTTP requests in a JSON format and includes a 

variety of info. Several of the recorded info for each HTTP request are the URL, headers, cookies, 

request data, response, timing (speed index, OnLoad time, etc.). For the Machine Learning 

experiments, we use the Orange software. Orange is a machine learning application that used for 

the training set to build a predictor of Web QoE from the dataset. In this step, a regression should 

be used to estimate the Speed Index based on our features. Regression analysis is a way to realize 

that, when one of the independent variables is diverse and other independent variables are fixed, 

how the dependent variable changes. Regression analysis is widely used for prediction and using 

of regression has a significant overlap with the field of machine learning. To make a good model 

we installed orange and used different algorithms such as Linear Regression and Random Forest. 

Also, we set Speed Index as a target (dependent variable) and PAIN metrics, Round Trip Time, 

Number Of Servers, Average Bytes Out, Number Of Protocol, etc. as features (independent 

variables) in our prediction model. 

We set up three experiments to validate the system: first, we did Optimistic validation that we used 

same data table (dataset) for both training and testing. Second, we used Cross Validation to see the 

performance in the case where we have samples of the sites for training, we used some samples of 

trace (select 90 percent of sites randomly) for training and some other sites (10 percent of the 

dataset) for testing, And third, we did a hard experiment which we used a sample of the trace for 

training (50 percent of our dataset include 5 popular Domains and their Subdomains) and a sample 

of the trace for testing (50 percent of our dataset include other 5 popular Domains and their 

subdomains). For appropriate predictions, it is important to check first the capability of these 

models. So we used R-Squared, MSE (Mean Square Error), RMSE (Root Square Error) MAE 

(Mean Absolute Error) and MAPE (Mean Absolute Percentage Error) to check the capability of 

models. RMSE shows how close the observed data points are to the model's predicted values. 

Lower values of RMSE shows a better fit. RMSE is a good measure of how exactly the model 

predicts the response, and it is the most important standard for fit if the main purpose of the model 
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is the prediction. Also, The MAPE is often used in practice because of it displays accuracy as a 

percentage of the error. Because this number is a percentage, it can be easier to understand than 

the other statistics. 

As results, in the first experiment (Optimistic Validation) in the Random Forest model, R-squared 

is 0.92% and in Linear Regression model R-Squared is 0.79%. Estimated values are close to actual 

value, R-squared is close to one and both results are pretty good but the Random Forest model 

results are better. Also, other metrics in Random forest model achieved the smaller scores than 

linear regression. For example, MSE and RMSE measures for the Random forest (RMSE: 

1141.203, MSE: 1302345) have better scores than Linear Regression and (RMSE: 2678.318, MSE: 

7173389). Random Forest model has about 14% error and Linear Regression model has about 45% 

error so we can use Random Forest because its accuracy is more than Linear Regression. In the 

second experiment (Cross Validation) we use the Random Forest model, So R-squared is 0.83 %, 

RMSE: 1135.515, MSE: 1289.395 and Random Forest has about 37.91 % error. In the third 

experiment, in the Random Forest model, R-squared is 0.67 % and in Linear Regression model R-

Squared is 0.56 %, the Random forest (RMSE: 3257.06, MSE: 10608437) have better scores than 

Linear Regression and (RMSE: 3736.244, MSE: 13959370) and Random Forest model has about 

45.42 % error and Linear Regression model has about 52.09 % error, so we see that the third 

experiment result is worse than two previous experiment results but is acceptable. 

In conclusion, we designed a Machine Learning model to estimate the QoE for Web Pages. The 

validation results have shown there is a high correlation between actual values and estimated 

values and the model that we designed is good for measure and estimate page load time and Speed 

Index using network traffic that is available in ISPs. As future work, we can use other network 

performance features to better estimate QoE of users while browsing Web Pages. Moreover, we 

will study whether large datasets could help improve estimations. Finally, our estimate could be 

used to reconfigure the network, thus improving QoE. 
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Chapter 1 
 
Introduction 
 
1.1 Scope 
The first of all, it is necessary to define what QoE means. There are many definitions for QoE, one 

of the simple, readable and natural definition of QoE is: Quality of Experience is a subjective 

measure of client’s experiences .Quality of Experience (QoE) describes the user observation and 

the resulting fulfillment of service performance in networks. Basic services which are used by very 

people for a daily goal are being received on the web for more accessibility and usability. Users 

are reaching these services mainly by web browsing. 

 ISPs and Content Providers are able to serve their users with much better quality which we know 

the quality can be the important factor for a user to choose among the services. QoE modeling and 

assessment is increasingly gaining attention among Internet Service Providers (ISPs) and 

operators. This growing interest can be explained in terms of the increased competition and the 

need for aggregated-value solutions, as well as by the risk of having churning clients for quality 

dissatisfaction. 

Quality of Experience (QoE) for web pages are based on the HTTP protocol and accessed via a 

browser. There are many metrics that can be effective in the designation of Web QoE. Confirming 

a better QoE for web services has been one of the most major research subjects in these years. QoE 

measures the level of end-user satisfaction for a special service. It is a subjective determination, 

thus changes from user to user. Also, collecting data about QoE from the user is costly and time-

consuming and is difficult to predict due to its subjective nature. 

There are many factors that affect QoE, some are from technical character, but there are also 

environmental conditions that influence the perception. QoE is commonly referred to as a scalar 

value, mainly for the simplicity reasons. 

However, some argue that it can be understood as a multidimensional value consisted of different 

aspects of quality [1]. There are many efforts that try to determine the aspects that contribute to 
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the perceived quality and try to develop objective measurements for those aspects. Mainly because 

of these reasons most of the work in the area of QoE has been focused on developing different 

objective methodologies for estimation of the quality values [1].  

According to need ensuring the fulfillment of the existing users, Internet Service Providers (ISPs) 

need to make tools and methods that could measure and improve the user’s satisfaction. 

Measurement of existing QoE is an important factor in understanding the current system’s 

capabilities which can help to Internet Service Providers (ISPs) and system forecasting [31]. 

In this work we present an approach that uses Machine Learning (ML) technique to develop QoE 

prediction models which do not rely on training data from subjective studies, but is based on 

objective metrics and PAIN metrics. The objective metrics as the principal indicator of Web 

browsing experience. For example, Speed index and OnLoad time are two most common objective 

metrics.  

 As service conditions vary from one stream to the other our QoE prediction model learns more 

and becomes more complete and it’s the accuracy improves. In addition this methodology provides 

for models that adapt to changes in the user preferences as well as to the introduction of new 

conditions in the environment such as new content and new terminal devices. 

 

1.2 RELATED WORK 

Measuring QoE is one of the more interesting subjects in these years. 

According to other studies in this area, QoE measurement methods can be classified into three 

classes: Subjective Measurement, Objective Measurement, Network measurement 

1.2.1 Subjective Measurement  

The subjective measurement method is based on observation experiments that very reliable but is 

very difficult and costly method of measuring user’ QoE. It has been studied for several years, 

providing researchers deeper perceptions of QoE subjective dimension. Most of the result of the 

subjective measurement analysis is the opinion score when the user is being served or has been 

served, and these scores are finally averaged into Mean Opinion Score (MOS) [3]. 
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Due to a direct gain of data from the users, subjective measurement method results are very 

accurate, but this method is expensive and cannot be used to automation and real-time situation. 

1.2.2 Objective Measurement 

The objective measurement method is defined as using separately the measurement of objective 

quality to evaluate the subjective quality [4]. In other words, Objective measurement method 

produces a model from the objective quality to the subjective quality.  

A variety of objective quality measurement and prediction models have been analyzed. Each 

model has its suitable scenarios and corresponding constraints.  Convenient and tractability are an 

advantage of objective measurement methods also this method has the disadvantage of inaccuracy, 

i.e., the QoE received is only an estimation rather than an exact value for any user. 

 

1.2.3 Network measurement (metrics) 

This method includes Active and Passive Network Measurements. One of the important things for 

network operators is to know how well their network fulfills so that they know what kinds of 

services they are capable to present to their clients. ISPs are interested to transfer most amount of 

data at minimum amount of data at least costs. On the other hand, users generally wants the low 

delay and very low packet loss in end-to-end connections, also they prefer to have a contract with 

ISP that contain continuous connections with full bandwidth. For measuring efficiency, network 

operators use active or passive measurements to troubleshoot their network. The goal of network 

measurement is to see and measure what is happening in the network with different methods, 

techniques, and tools. These metrics are based on traffic metrics to estimate the objective metrics 

that have presented the subjective metrics. according to other studies, In passive network 

measurements, data is gathered by passively listening to network traffic for example by 

using(optical) link splitters or hubs to duplicate a link’s traffic or by monitoring buffers in routers 

[28]. Based on the results, passive measurements have some advantages than active measurements. 

For example, they do not create extra traffic so they do not disturb the network and they can an 

exact presentation of the network traffic. One of the methods in this area that I used in my study is 
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the PAIN (Passive indicator) as a method to monitor web page performance using passive traffic 

logs [2] at ISPs. 
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Chapter 2 
Background 
 
The Internet Service Providers (ISPs) can use the QoE metrics to know how to improve their 

services and set the adequate pricing levels to optimize their economic returns as most users prefer 

affordable services that are priced fairly. 

In practice, the QoE is measured with either the subjective or objective metrics. The goal of this 

studies to design a machine learning to predict the speed index which is one of important objective 

metrics to predict web performance in ISPS. So first we need to understand the meaning of 

Objective measurement and Objective metrics and then the concept of the PAIN Metrics obtained 

by other students which use in this studies. 

2.1 Objective measurement 

Unlike the subjective QoE metrics that directly evaluate the human perception, the objective QoE 

metrics utilize data, algorithms, and models to infer the user satisfactions. The data may be 

provided by applications or by the network protocol layers including the AQoS and NQoS 

measurements [8].  

The objective modeling of system quality is attractive for its low implementation requirements, 

adaptively, and ability to operate in real-time settings, and it is used extensively by the network 

operators, codec engineers and the application developers. 

Objective quality Evaluation aims to apply an automatic and reliable way to estimate a user's 

perception of a service. Its goal is to have a good correlation with subjective quality evaluation 

methods. 

The objective QoE metrics can be divided into three classes: 

1) Full Reference, which presents the highest accuracy, but it increases the non-data load [8]. In 

this method, both processed and reference data are available for detailed objective /subjective 

comparison. 
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2) No Reference, which may give low accuracy because network condition may affect its quality, 

however, it has no effect on networking load [8]. In this method, only processed data is used for 

objective/subjective comparison. 

3)Reduced Reference, which promises a benefit over the first and second method as it represents 

the combination of advantages from first two methods such as higher accuracy but less non-data 

load.in this method, some features are extracted from reference and processed data are available 

to derive and compare objective and subjective correlation[8]. 

We know Metrics can help us find chances to improve performance. There are several metrics 

related to determining web pages performance and used to measure user experience like server 

time, render time, Onload Time… But there are some other metrics which help to achieve the more 

understanding of how users see web pages when they use different devices, browsers, and 

networks (3g, DSL, Cable). One of important Objective metrics is Speed Index 

 

2.2 Speed Index Metric 

WebpageTest is one of the most popular and free tools for measuring webpage performance [10]. 

Google attached Speed Index to its Webpage test for measuring the performance of different web 

pages in April 2012. The Speed Index is the average time at which visible parts of the page are 

displayed.  It is expressed in milliseconds and dependent on size of the view port [9]. Speed Index 

measures how fast the user receives viewable content. WebpageTest captures video of the page 

loading Figure 1 [9]. Then start to check each frame to understand how many contents have been 

loaded. (10 frames per second in the current implementation and only works for tests where video 

capture is enabled [9]). 

Speed Index is based on the percentage of the viewport and it is possible to evaluate websites 

between many devices. Therefore the Speed Index metric is one of important metrics for measuring 

a user’s experience. 
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Fig1: WebpageTest captures video of the page loading 

A lower Speed index is ideal as it means that large parts of a page render quickly. According to 

Figure 2 [9], pages with earlier render large visible elements (left picture of Fig2) receive better 

scores than pages with slowly render elements (right picture of Fig2) even when those pages have 

an equal visually complete measure. 

Left Picture of Fig2 shows page starts rendering earlier, so large visible areas are completed soon 

and there is a good user experience but Right picture show page renders very late so the user sees 

an empty page and there is bad user experience. 

 
Fig2: example of two page rendering time 

 



17 
 

Calculate Speed Index: 

Each frame is specified a score for visual incompleteness above the fold. The score is 0 percent 

for a blank screen and 100 percent for a visually complete page. 

For calculating the score of each frame we can use this formula: 

Interval Score = Interval time * (1.0 - (Completeness/100) 

Where Completeness is the % visually complete for that frame and Interval is the elapsed time for 

that video frame in ms [9] .Finally add the score of frames together and final result is Speed Index 

score of the web page. 

The example in below shows how we can calculate Speed Index. In this example, we reduce the 

number of frames for the model. In actual fact, we have to examine ten frames per second. Figure 

3 shows how quickly the page in this example becomes visually complete [27]. 

 
Fig3: example of how quickly completing the visible part of the page. 
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Frame 1 – 500 milliseconds   

When the first frame is captured the page is blank at 500 milliseconds. 

 Since this is a blank page, it’s 100 percent incomplete. 

500 * 100% = 500 

Frame 2 – 1,000 milliseconds 

Alternative 500 milliseconds pass, and we capture another frame. 

There is some content on the page now. We see 10 percent visually complete. It’s 90 

percent incomplete. 

500 * 90% = 450 

Frame 3 – 1,500 milliseconds 

In the subsequent frame, after added 500 milliseconds, the page is 50 percent complete (So 50 

percent incomplete): 

500 * 50% = 250 

Frame 4 – 2,000 milliseconds 

The page is virtually done now, at 90 percent complete (10 percent incomplete): 

500 x 10% = 50 

Frame 5 – 2,500 milliseconds 

The page is visually complete, so we do not add anything to the total score (500 *0% = 0). 

Finally add the score of frames together and final result is Speed Index score of the web page: 

500 + 450 + 250 + 50 = 1,250 
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2.3 PAIN (Passive Indicator) Metric 

In this studies, we use PAIN metrics to build our datasets because pain metrics are strongly 

correlated with Objective metrics which we used to measure web page QoE. In this section, we 

describe PAIN Metrics to better understand their concept and their relationship with Objective 

Metrics. 

PAIN (Passive indicator) is a system to monitor web page performance using passive traffic logs 

[2] at ISPs. PAIN relies only on L4-level statistics (source and destination IP address and TCP port 

numbers), annotated with DNS information to compute a synthetic indicator of the web page 

rendering time [2]. In simple words we can say, when clients open a website, to fetch data like 

HTML objects, media content, and scripts, the browser opens very flows to several servers. So we 

have Core Domain (for the first contacted server) and Support Domain (for other contacted 

servers). 

 The PAIN is a method that evaluates a performance index from the passive measurement. With 

given Core Domains of interest, PAIN automatically learns contacted Support Domains and builds 

models describing the typical order in which such flows as a performance indicator [2].  

To build models of the website traffic, compute a performance index applying the models to new 

traffic, recognize checkpoints that model the download process and calculate the delay to transit 

checkpoints, PAIN uses visits the website from all clients.  

PAIN is the unsupervised system that receives only the list of Core Domains (10 popular Domains 

which we use in this studies) to be monitored and use flow level measurements. It builds a model 

from traffic, flows automatically opened by browsers to regain images, videos, scripts etc., and 

does not need user’s intervention or get some data from the user's side.  

The other students calculated the PAIN metrics include 4 PAIN checkpoint times for all 10 popular 

Domains and their Sub Domains (totally 6948 visits) that we use in this study. Therefore, we used 

PAIN output which is a set of checkpoint times for each website visit [2] as one of the input files 

to create our dataset which we need to use in this study. Moreover, checkpoints representing 

Support domains that are usually contacted a long time after the Core visit [2]. They used 4 
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checkpoints for remaining experiments and they always take the arrival time of the last flow in 

each group as a checkpoint [2].   

According to previous studies in this area, Pain checkpoints are strongly correlated with Objective 

metrics for different sites [2]. Results show that Pain acts as a proxy to quality monitoring and 

providing strong indications without user side instrumentation [2]. Therefore, as we said before 

we use the PAIN output to create our dataset which we need. 
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Chapter 3 
Methodology 
 

3.1 DATASETS 

Our goal is to produce a model able to predict the quality of experience for web pages in ISPs. For 

this, we need to create CSV (comma-separated values) file as an input file of our machine learning. 

To make an input file, Webpage Test visit 10 popular domains in Italy and for each domain, 

Webpage Test downloads the homepage and 10 internal pages, so in total visits 100 URLs and 

export 6948 HAR files of these 100 URLs which we used to make our CSV file. 

To simulate realistic network conditions and clients who are browsing web pages, we use Chrome 

and Firefox as our browser, PCs, Tablets and Smart Phone as our devices and 3G, DSL, Cable, 

e.g. for network emulation. Webpage Test publishes the HAR (HTTP Archive) file for each page 

which we visited, also Webpage Test contains several objective metrics which are used for QoE 

like Speed Index and Onload Time. 

3.1.1 HAR File 

HAR (HTTP Archive Viewer) is a JSON file that contains a record of the network traffic between 

client and server (Figure 4). It contains all the end to end HTTP requests/responses which are sent 

and received between the two network components. Some of the recorded information for each 

HTTP request are: 

 The URL 

 Headers 

 Cookies 

 Request data 

 Response 

 Timing  
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Fig4: HAR (HTTP Archive Viewer) for one visited web page 

 

To build a dataset WebPageTest visits 11 popular Domain in Italy. The list of this domain shows 

in Table1 and we visit each web page in the typical network and artificial network condition and 

finally, we achieve to 6948 HAR file to build our Input File which used in machine learning. 

 Domain 

1 it.wikipedia.org 

2 www.corriere.it 

3 www.ebay.it 

4 www.gazzetta.it 

5 www.ilmeteo.it 

6 www.lastampa.it 

7 www.meteo.it 

8 www.mymovies.it 
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9 www.repubblica.it 

10 www.subito.it 

11 www.wordreference.com 

Table1:11 popular URLs used to build dataset 

 

For typical network condition (typical dataset), the testbed connected through 1 Gbps Ethernet 

cable to the Politecnico di Torino network and use WebPageTest to visit 10 popular domain in 

Italy, for each domain WebPageTest download homepage and 9 internal page (Sub Domain), so 

in this part, we download details of 100 URL. We used 4 combinations for browsers and devices 

in our test which shows in Table2 and 8 network technologies which show in Table3. The 

important point is we visit each page two times for each step, one time with browser cache, and 

one time after few seconds for benefiting from caching. 

 

Browser Device Operating System 

Mozilla Firefox 

Google Chrome 

Google Chrome 

Google Chrome 

PC 

PC 

Nexus 7 

iPad Mini 

Windows 10 

Windows 10 

Android 

IOS 
Table2: Browsers and devices combination used in typical dataset 

For artificial network condition (artificial dataset), We simulate the model that users open the web 

pages with the delay due to bad network conditions, so we should increase link delay or bandwidth 

limit on the testbed [11]. We simulate 10 cases: (1) adding from 100 ms to 500 ms extra delay and 

(2) imposing a limit from 5 Mbit/s down to 312.5 kbit/s on bandwidth [11].similar to a typical 

dataset in this part we visit each page two times for each step, one time with browser cache, and 

one time after few seconds for benefiting from caching again. Now we have 6948 HAR file as first 

data set which use to build final data set as input of our machine learning. 
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Name Down Link Up Link RTT 

Native 
FIOS 
Cable 
DSL 
LTE 

3G Fast 
3G 

3G Slow 
 

- 
20 Mbit/s 
5 Mbit/s 

1.5 Mbit/s 
12 Mbit/s 
1.6 Mbit/s 
1.6 Mbit/s 
780 Kbit/s 

- 
5 Mbit/s 
1 Mbit/s 
1 Mbit/s 

12 Mbit/s 
768 Kbit/s 
768 Kbit/s 
330 Kbit/s 

- 
4 ms 

28 ms 
50 ms 
70 ms 

150 ms 
200 ms 
200 ms 

                          Table3: 8Network technologies used in the typical dataset.  
In Native case webPageTest enforces no shaping. 

 

3.2 Feature Extraction 
As it has been discussed in previous part we captured a HAR file for each web page and we know 

each HAR file contains several features (for example Figure 5 and Figure 6 shows features of a 

HAR file) which not all of them can help us to create a model to predict web pages QoE. After 

studying the features, selected some important features to be extract from HAR files.  
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Fig5: part of a HAR file 
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Fig6: part of a HAR file 

There is the list of features that have been selected in this study, in below: 

1. Test ID 

2. Speed Index 

3. Onload Time 

4. Number Of Objects 

5. Protocol 

6. Number Of Protocol 

7. Total RTT (Round Trip Time) 

8. Average ByteOut  

9. Total ByteOut 

10. Number Of Servers 

OnLoad Time: It is the time when all elements of the web page (like images, videos, stylesheets, 

and scripts) have been downloaded. 
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Round-trip time (RTT): is the duration, measured in milliseconds, from when a browser sends a 

request to when it receives a response from a server [29]. It is one of the performance metrics 

when measuring page load time, Speed Index and network latency. 

Protocol: The Internet relies on a number of protocols in order to function properly, a protocol is 

a standard for allowing the connection, communication, and data transfer between two places on 

a network [30]. 

 
Fig 7: an example of CSV file obtained from 6948 HAR files 

 

As we know HAR files can be exported by Firefox or Chrome. They include a JSON description 

of a sequence of HTTP requests including headers and request body. The code that was written 

first would take a HAR file and will extract Test ID of HAR file from the name of given HAR file. 

Then according to the body of HAR file which includes two part [log] [entries] and [log] [pages], 

and each parts are contained different features, we wrote a loop for each part to extract our features. 

For each HAR file, [log] [entries] part would calculate the average of Round Trip Time, total of 

ByteOut and average of ByteOute, the number of protocols, servers, and objects and extract the 

protocol that used. After [log] [pages] part would use a loop to extract Speed Index time and 

Onload time in each HAR file related to a web page. At the end, wrote a command to create a CSV 

file for saving each extract data on that. 
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3.2.1 Python code and scripts 

A HAR file contains much valuable information for defining where you can improve website 

performance. HAR file information is stored in JSON format which means in order to visualize 

the information easier, tools such as the HAR Viewer can be used [12]. Inside the HAR file, there 

will be many timing components. To extract the defined features from the HAR file there is a need 

to parse and extract component of results from achieved HAR file. A python code wrote to do this 

on the way that results is split into parts, and features are extracted. The parsed file save as CSV 

(Comma separated values) file will have a column for each feature and a row for each HAR file. 

 
Fig 8: Python script part1 

As we said the outcome file is a CSV file which will be used for an input file of our machine 

learning model. A CSV is a comma separated values file, which allows data to be saved in a tabular 

format (numbers and text) [13]. The idea is that you can send out complex data from one 

application to a CSV file, and then import the data in that CSV file to another application. [13]. an 

example of the outcome of a parsed file as a CSV file can be seen in figure 7. 



29 
 

The python code is shown in the Figures 8 till 10. 

 

 
Fig 9: Python script part 2 
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Fig10: Python script part 3 

 

3.3 Machine Learning 

In statistical modeling, regression analysis is a set of statistical processes for estimating the 

relationships among variables, it includes many techniques for modeling and analyzing several 

variables when the focus is on the relationship between a dependent variable and one or more 

independent variables (or 'predictors') [14]. Regression analysis is a way to realize that, when one 

of the independent variables is diverse and other independent variables are fixed, how the 

dependent variable changes. Regression analysis is generally worked on prediction and using of 

regression has a large overlap with the machine learning. 

In this step, a regression should be used to predict the Speed Index based on our features because 

never used a machine learning to predicting Speed Index and we know that Speed Index is an 

important metric which helps to predict QoE of web pages in ISPs. To make a good model we 

installed orange and used a different algorithms such as Linear Regression and Random Forest as 

will be discussed below. 

3.3.1 Linear Regression 

Linear regression is a linear approach that generates an equation that describes the relationship 

between one or more predictor variables and the response variable. The case of one explanatory 
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variable is called simple linear regression. For more than one explanatory variable, the process is 

called multiple linear regression [14]. Linear regression was the first type of regression analysis to 

be studied rigorously, and to be used extensively in practical applications, this is because models 

which depend linearly on their unknown parameters are easier to fit than models which are non-

linearly related to their parameters and because the statistical properties of the resulting estimators 

are easier to determine [14]. 

In simple linear regression, we predict scores on one variable from the scores on a second variable. 

The variable we are predicting is called the criterion variable and the variable we are basing our 

predictions on is called the predictor variable. Multiple linear regression attempts to model the 

relationship between two or more independent variables and a dependent variable by fitting a linear 

equation to observed data. Every value of the independent variable x is associated with a value of 

the dependent variable y. 

Linear regression includes finding the best-fitting straight line through the points. The best-fitting 

line is called a regression line. The black diagonal line in Figure 11 is the regression line and 

includes the predicted score on a dependent variable (Y) for each possible value of the independent 

variable (X) [14]. The vertical lines from the points to the regression line represent the errors of 

prediction. As you can see in the figure 11 [14], the red point is very near the regression line so its 

error of prediction is small. Against, the orange point is much higher than the regression line and 

therefore its error of prediction is large. 

 
Fig 11: In the scatter plot, the black line consists of the predictions, 

The points are the actual data, and the vertical lines between the points and the black line represent errors of 
prediction [14] 
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The model for multiple linear regression that relates a y-variable to p-1 x-variables is written as 

 

𝑌𝑖=𝛽0 +𝛽1𝑋𝑖,1+𝛽2 𝑋𝑖,2+…+𝛽𝑝−1 𝑋𝑖,𝑝−1+ 𝜀𝑖 [18] 

 

We assume that the 𝜀𝑖 have a normal distribution with mean 0 and constant variance 𝜎2. The 

subscript 𝒊 refers to the 𝑖𝑡ℎ individual or unit in the multiple linear regression. In the symbolization 

for the x-variables, the subscript following 𝒊 simply represents which x-variable it is. The name 

"linear" in "multiple linear regression" refers to the fact that the model is linear in the parameters, 

𝛽0 , 𝛽1…𝛽𝑝−1. This just means that each parameter increases an x-variable, while the regression 

function is a sum of these "parameter times x-variable" terms [18].  

 

3.3.2 Random Forest 
Random forests or random decision forests are an ensemble learning method for classification, 

regression and other tasks, that operate by constructing a multitude of decision trees at training 

time and outputting the class that is the mode of the classes (classification) or mean prediction 

(regression) of the individual trees[19]. 

Decision trees are non-parametric models that perform a sequence of simple tests for each instance, 

traversing a binary tree data structure until a leaf node (decision) is reached [19]. 

Decision trees have some benefits: 

 They are effective in both computation and memory usage during training and prediction. 

 They can represent non-linear decision boundaries. 

 They perform combined feature selection and classification and are strong in the presence 

of noisy features. 

In a standard classification tree, the idea is to split the dataset based on similarity of data. A 

decision tree is made top-down from a root node and includes splitting the data into subsets that 

contain instances with similar values, Then again, in a regression tree, as the target variable is a 

real-valued number, we suitable a regression model to the target variable using each of the 

independent variables. Then for each independent variable, the data is split at several split points. 

We calculate Sum of Squared Error (SSE) at each split point between the predicted value and the 

actual values, the variable resulting in minimum SSE is selected for the node, then this process is 

recursively continued till the entire data is covered [19]. 



33 
 

In the other words, we can use a Random forest for regression analysis and are in fact called 

Regression Forests. They are group of different regression trees. Each leaf contains a distribution 

for the continuous output variable/s. This regression model consists of an ensemble of decision 

trees, each tree in a regression decision forest outputs a Gaussian distribution as a prediction, an 

aggregation is performed over the ensemble of trees to find a Gaussian distribution closest to the 

combined distribution for all trees in the model [20]. 

 

3.4 Validation Metrics 
We set up three experiments to validate the system: first, we did Optimistic validation that we used 

same data table (dataset) for both training and testing. Second, we used Cross Validation to see the 

performance in the case where we have samples of the sites for training, we used some samples of 

trace (select 90 percent of sites randomly) for training and some other sites (10 percent of the 

dataset) for testing, And third, we did a hard experiment which we used a sample of the trace for 

training (50 percent of our dataset include 5 popular Domains and their Subdomains) and a sample 

of the trace for testing (50 percent of our dataset include other 5 popular Domains and their 

subdomains). 
We know that regression models are used for predictions. For appropriate predictions, it is 

important to check first the capability of these models. So we used R Squared ,  MSE (Mean Square 

error) , RMSE(Root Square Error) MAE(Mean Absolute Error) and MAPE(Mean Absolute 

Percentage Error) methods are used to check the capability of models. 

3.4.1 R-squared 
Is a statistical measure of how close the data are to the fitted regression line, it is also known as 

the coefficient of determination, or the coefficient of multiple determination for multiple 

regression [12]. 

High values of R-Squared represent a strong relationship between response and predictor variables 

while low values mean that developed regression model is not appropriate for required predictions. 

The value of R is between 0 and 1, that 0 means no relationship between sample data and 1 mean 

exact linear relationship. (Figure 12) shows how we can calculate the R-Squared. 
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Fig 12: R-Squared Details 

For calculate R Squared we used the following formula: 

𝑹𝟐 = 
𝑺𝑺𝑹

𝑺𝑺𝑻
 

In this formula respectively SST (Sum of Squares of Total) and SSR (Sum of Squares of 

Regression) are the total sums of the squares and measures how far the data are from the mean and 

the sum of squares of errors and measures how far the data are from the model’s predicted values.  

SST = (actual value – mean actual value) ^2 

SSR= (predicted value – mean actual value) ^2 

According to our goal which is predict Speed Index we calculated SST and SSR based on Speed 

Index variable. 

SST = (Speed Index value – Speed Index Mean) ^2 

SSR = (predicted value – Speed index Mean) ^2 

 

3.4.2 MSE (Mean Squared Error) 

 Measures the average of the squares of the errors, that is, the average squared difference between 

the estimated values and what is estimated [22]. The mean squared error tells us how close a 

regression line is to a set of points. It does this by taking the distances from the points to the 
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regression line (these distances are the “errors”) and squaring them, the squaring is necessary to 

remove any negative signs. 

The measure of mean squared error requires a target of prediction along with a predictor which is 

said to be the function of the given data. The mean squared error can be referred to the second 

moment of the error measured about the origin. It incorporates both the variance and bias of the 

estimator, if an estimator is an unbiased estimator, then its mean squared error is same as the 

variance of the estimator [22]. The unit of MSE is the same as the unit of measurement for the 

quantity which is being estimated [22]. 

For calculate MSE we used the following formula: 

MSE = ∑ (𝑨𝒕− 𝑭𝒕)𝟐𝒏
𝒕=𝟏

𝒏
 

Which AT indicates the actual number, FT indicates the prediction number and n indicates number 

of observations. 

The smaller the means squared error, the closer you are to finding the line of best fit but this 

number is related to the range of your values. Depending on your data, it may be impossible to get 

a very small value for the mean squared error because when we have 6948 different values so, the 

result is close to regression line but it is not small. 

 

3.4.3 RMSE (Root Mean Squared Error) 

It is just the square root of the mean square error [23], in the other word, it’s the square root of the 

average of squared differences between prediction and actual observation. RMSE measures how 

much error there is between two data sets. The RMSE is thus the distance, on average, of a data 

point from the fitted line, measured along a vertical line. Since the errors are squared before they 

are averaged, the RMSE gives a relatively high weight to large errors [23]. This means the RMSE 

is most useful when large errors are particularly undesirable, the range of this metric can between 

from 0 to ∞. 

For calculate RMSE we used the following formula: 
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RMSE = √∑ (𝑨𝒕−𝑭𝒕)𝟐𝒏
𝒕=𝟏

𝒏
 

Which AT indicates the actual number, FT indicates the prediction number and n indicates number 

of observations. 

 

3.4.4 MAE (the Mean Absolute Error)  

It is the sum of absolute differences between the actual value and predicted value, divided by the 

number of observation. In the other word, a quantity used to measure how close forecasts or 

predictions are to the eventual outcomes, as the name suggests, the mean absolute error is an 

average of the absolute errors [25]. 

For calculate RMSE we used the following formula: 

MAE = ∑ | 𝑨𝒕−𝑭𝒕 |𝒏
𝒕=𝟏

𝒏
 

Which AT indicates the actual number, FT indicates the prediction number and n indicates number 

of observations. 

 

3.4.5 MAPE (Mean Absolute Percentage Error) 

It is the average of absolute error divided by actual observation values. Is a measure of prediction 

accuracy of a forecasting method in statistics [25].  The MAPE is often used in practice because 

of its very great description in terms of relative error [26]. Displays accuracy as a percentage of 

the error. Because this number is a percentage, it can be easier to understand than the other 

statistics, we used MAPE as one of the quality measures for regression models. 

For calculate RMSE we used the following formula: 

MAPE = 
∑ |

𝑨𝒕 − 𝑭𝒕
𝑨𝒕

|𝒏
𝒕=𝟏

𝒏
 × 100 
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Which AT indicates the actual number, FT indicates the prediction number and n indicates number 

of observations. 

 

3.5 Tools 
3.5.1 Orange 

Open source machine learning and data visualization for novice and expert, also  

Interactive data analysis workflows with a large toolbox [15]. Orange is an open-source Data 

visualization, machine learning and data mining toolkit. It features a visual programming front-

end for explorative data analysis and interactive data visualization, and can also be used as a 

Python library [16]. Orange is a component-based visual programming software package for data 

visualization, machine learning, data mining and data analysis [17]. Widgets offer basic 

functionalities such as reading the data, showing a data table, selecting features, training predictors, 

comparing learning algorithms, visualizing data elements, etc. [15]. The user can interactively 

explore visualizations or feed the selected subset into other widgets [16]. 
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Chapter 3 
Experimental Results 
We want to predict Speed Index metric by using other features which is the main goal of this work, 

the idea is that we make a model for future which able to predict speed index based on other 

features that we have in ISPs. This model helps ISPs to predict the QoE for web pages. In Orange 

application, the first step was to design regression models, after gaining confidence on the models. 

Then used them on the real captured data. 

 

3.1 Regression Design 

To design regression model we used a captured data of visited 10 popular web pages in Italy and 

their sub domain which we saved these data in a CSV file as an input of our machine learning. At 

first to design a model we used all metrics in SCV file. As we said in the previous chapter we used 

Linear Regression and Random Forest models to achieve in our goal. We need to tests learning 

algorithms, we used a dataset and two learning algorithms and used Cross-validation to estimate 

performance. As outputs evaluation results we observed their performance in the table inside the 

Test&Score widget and in the scatter plot. 

For appropriate predictions, it is important to check first the capability of these models. So we used 

R Squared, MSE (Mean Square Error), RMSE (Root Square Error) MAE (Mean Absolute Error) 

and MAPE (Mean Absolute Percentage Error) methods are used to check the capability of models. 

The cross-validations (Figure 14) illustrates that the Random forest shows a better result than 

Linear Regression model. As we know, we have 6948 data and data range are very different and 

sometimes high so the result of MSE, RMSE, MAE shows us large numbers but they show correct 

numbers. 
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Fig 13: Orange Regression with the Random Forest algorithm and Linear Regression algorithm 

 

 
 

Fig 14: Evaluation Results in Orange application for Random Forest and Linear Regression 

 

3.2 Training and testing 

Considering the fact that both regression models are able to use in prediction Speed Index we want 

to make a model to use in ISPs, so we need to know which model is better and give us the best 

result. So the our data table (Datasets) is include Speed Index metrics as Target variable and 10 

independent metrics include Round Trip Time, Number Of Objects, Average ByteOuts, Number 

of Protocols, Number of Servers and four PAIN metrics (Checkpoint1, Checkpoint2, Checkpoint3, 

Checkpoint4) . To save the predictions result we use a CSV format and use this csv file to calculate 

MSE, RMSE, R Squared and MAE to use to compare both regression model and find the best one. 

We calculated all method according to their formula which explained in the previous chapter. 

 So we set up three experiments to validate the system: 
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1) Optimistic Validation 

In this design we use same data table (dataset) for training and testing, Figure 15 showed our 

design. 

 

 
Fig 15: Design a first Prediction model 

 
(Figure 16) shows obtained CSV file include which we have columns for our independent variables 

and target variable and predicted values by Random Forest and Linear regression models. 
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Fig 16: CSV file include actual variables and predicted variables of Speed Index 

 
Figure 17 and 18 shows how we calculated the MSE, RMSE, MAE, MAPE and R-squared for 

both Random Forest AND Linear Regression and obtained the result. According to the result, it is 

clear that Random Forest is better than Linear Regression. As we said before because of a large 

and different range of data the obtained scores are high but are correct. In the Random Forest 

model, R-squared is 0.92 percent but in Linear Regression model R-Squared is 0.79 percent and 

as we said before if the estimated value is close to actual value, R-squared is close to one and both 

results are pretty good but Random Forest model results is better. Also other metrics in Random 

forest model achieved the smaller scores than linear regression. We can see the MSE and RMSE 

measures for Random forest have better scores than Linear Regression. RMSE shows the perfect 

fit of the model to the data, how close the observed data points are to the model’s predicted values. 

Lower values of RMSE shows better fit. RMSE is a good measure of how exactly the model 

predicts the response, and it is the most important standard for fit if the main purpose of the model 

is the prediction. 
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Fig 17: CSV file shows how calculated MSE, RMSE, MAE, MAPE and R^2  

 

 
Fig 18: Prediction Result 

 
In addition, we calculated MAPE measure, because often is effective for purposes of reporting. 

MAPE is the average of absolute error divided by actual observation values. The MAPE is often 

used in practice because of its very great description in terms of relative error [26]. Displays 

accuracy as a percentage of the error. Because this number is a percentage, it can be easier to 

understand than the other statistics. We can see in the (figure 18) that Random Forest model has 
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about 14 percent error and Linear Regression model has about 45 percent error so we can use 

Random Forest because its accuracy is more than Linear Regression. 

In the part of Figure 15 you can see scatter plot object which is another way to use to shows the 

prediction result. We obtained two scatter plots based on actual values of Speed Index and 

predicted values in Random Forest model and Regression model. Figures 19 and 20 show the 

scatter plots of Random Forest and Linear Regression model, we can see that in Random Forest 

Graph, the points are closer to the line than they are in Linear Regression Graph. Therefore, the 

predictions in the Random Forest Graph are more accurate than in Linear Regression graph. The 

regression model on the RF accounts for 92.0% of the R-Squared (variance) while the one on the 

LR accounts for 74.2%. The more R-Squared (variance) that is accounted for by the regression 

model the closer the data points will fall to the fitted regression line. Theoretically, if a model 

could explain 100% of the R-Squared (variance), the fitted values would always equal the observed 

values and, therefore, all the data points would fall on the fitted regression line. 

 
 

 
Fig 19: RF Scatter plot 

 



44 
 

 
Fig 20: LR Scatter plot 

As example Figures 21and 22 show the detail of one point in scatter plot related to Random Forest 

model. 

 

Fig 21: details of one point in RF model 
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Fig 22: Details of one point in LR model 
 

2) Cross Validation 

The goal of this design is answering to a question that if in the future we want to predict the page 

load time of website that we never saw it before, can we use this model to build another model 

(result) or no? According to this kind of design, the answer is yes.  

In this design, we use some sample of trace (select 90 percent of sites randomly) for training and 

some other sites (10 percent of the dataset) for testing (Figure 27). So we build the model then 

check the result with calculating the MSE, RMSE, MAE, MAPE, and R-squared for Random 

Forest like our first design (Figure 28). 
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According to two previous results we chose Random Forest to check Cross Validation model. In 

the Random Forest model, R-squared is 0.83 percent which is lower than First experiment result 

that we achieved and as we said before if the estimated value is close to actual value, R-squared is 

close to one and in this model, R-squared is more than 0.50 percent and it is acceptable. Also, other 

metrics in Random forest model are proper.  With checking the result shown in (Figure 28) we can 

see that the Random Forest model has about 38 percent error. The results of this design is worse 

than the first experiment and is better than the third experiment and it is acceptable to use in the 

future. 

 
 

Fig 23: Design a Cross Validation model 
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Fig 24: Prediction Result related to Cross Validation design 

 
 
Also, in this part, we obtained a scatter plots based on actual values of Speed Index and predicted 

values in Random Forest model (Figure 29) 
  

 
 

Fig 25: RF Scatter plot related to Cross Validation design 
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3) Third Experiment 

In this experiment, we have 2 different part of things. We used a sample of the trace for training 

(50 percent of our dataset include 5 popular Domains and their Subdomains) and a sample of the 

trace for testing (50 percent of our dataset include other 5 popular Domains and their subdomains). 

So we have two independent sets and first, we build the model (Figure 23) then check the result 

with calculating the MSE, RMSE, MAE, MAPE, and R-squared for both Random Forest and 

Linear Regression like our first design (Figure 24). 

 

 
 

Fig 26: Design a third Prediction model 
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Fig 27: Prediction Result related to third design 

 
According to the result, like the first model, it is clear that Random Forest is better than Linear 

Regression. As we said before because of a large and different range of data the obtained scores 

are high but are correct. In the Random Forest model, R-squared is 0.67 percent but in Linear 

Regression model R-Squared is 0.56 percent and as we said before if the estimated value is close 

to actual value, R-squared is close to one and both results are pretty good but Linear Regression 

model results is better.in this model other metrics in Random forest model achieved the smaller 

scores than linear regression. We can see the MSE and RMSE measures for Random forest have 

better scores than Linear Regression. With checking the result shows in (Figure 24) we can see 

that Random Forest model has 45.42 percent error and Linear Regression model has 52.09 percent 

error so we can use Random Forest because its accuracy is more than Linear Regression. The 

results of this experiment is worse than 2 previous experiments but is acceptable.  

Like Optimistic Validation part, in this part, we obtained two scatter plots based on actual values 

of Speed Index and predicted values in Random Forest model and Regression model. 
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Fig 28: RF Scatter plot related to third design 

 

Figures 25 and 26 show the scatter plots of Random Forest and Linear Regression model, we can 

see that in Random Forest Graph, the points are closer to the line than they are in Linear Regression 

Graph. Therefore, like our first design the predictions in the Random Forest Graph are more 

accurate than in Linear Regression graph. The regression model on the RF accounts for 67.0% of 

the R-Squared (variance) while the one on the LR accounts for 56.0%. The more R-Squared 

(variance) that is accounted for by the regression model the closer the data points will fall to the 

fitted regression line.  
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Fig 29: LR Scatter plot related to third design 
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Chapter 4 

Conclusion and future work  

4.1 Conclusion 

The increasing complexity of web pages and its impact on performance has been well-

recognized. So we need to predict QoE for Web Pages since it can help ISPs to have the best 

performance and give the best service to their client. In this paper, we presented a first attempt at 

characterizing web page metrics likes Objective and Subjective metrics. then We characterized 

the objective metrics for 10 popular Domain in Italy and their sub Domains, we used a HAR file 

to captured all metrics related to each web page visited and finally obtained 6948 HAR file 

which used to make our dataset, by parsing important metrics from HAR files obtained to good 

dataset to use as input of our machine Learning. We designed a Machine Learning model to 

estimate the QoE for Web Pages. Used two Regression model (Random Forest and Linear 

Regression) for predicting Speed Index metric. Obtained results shows that Random Forest has 

better behavior than Linear Regression and can be used to predict Speed Index based on other 

metrics. The validation results have shown there is a high correlation between actual values and 

estimated values and the model that we designed is good for measure and estimate page load 

time and Speed Index using network traffic that are available in ISPs.  

 

4.2 Future work 

As future work, we can use other network performance features to better estimate quality of 

experience of users while browsing Web Pages. Moreover, we will study whether large datasets 

could help improve estimations. Finally, our estimate could be used to reconfigure the network, 

thus improving QoE. 
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