POLITECNICO DI TORINO

Master of Science
in Energy and Nuclear Engineering

Master’s Degree Thesis

Thermal analysis of a solar parabolic trough - ORC - biomass
cogeneration plant of electricity and cooling applied to a
shopping centre

Thesis advisor: Autor:
Vittorio Verda Cristina Ballerini

External thesis advisors:

Miguel Angel Lozano Serrano,
Luis Maria Serra de Renobales

-Academic year 2017/2018-






Alla mia famiglia che é sempre stata fiera di me
e a mia sorella che con un “puoi fare meglio”
mi ha sempre spronata.

A chi mi ha permesso e mi permettera

di vivere la vita

come una grande locura.






Contents

1.
2.

F N o1 5 2 T OO 1
INETOAUCTION ..ttt ettt ettt ettt et e s bt et e bt eat e bt ene et e sbeeneenteeneans 2
2.1.  Energy related environmental problems............cccceiieriiiiiiiieiieiestete et 2
2.2, RENEWADIE CNEIZY ...cuvieeiieiiieiieiieriee ettt ettt et e sttesaessbeesse e seessaessaesssessseesseesseesseesseesssenns 2
2.3, DOCUMENE’'S ODJECTIVE .....iiiietietietiesite ettt ettt et e st et st e et e e bt e sbtesatesaeeeateeteebeesneesaneeas 3
24, StAte OF the AIT....iiiiiieiieiee ettt ettt ettt sttt 4
2.4.1. BIONAEISIEV ...ttt et et n 4
2.4.2. ISCC KUTAYMAL ......eiitieiietiee ettt ettt e st st st eeteesbe e sbeesaeeeaeeens 6
2.4.3. Saguaro POWET PIant .........c..cccoeciiiiiiiiiiiieieeeeeesee ettt st eb e ra e e sene e 8
2.4.4. Stillwater GeoSolar Hybrid Plant.............ccccooiiiiiiiiiiiiiieeeete et 9
The SOLAr FIELd......eeeieiee ettt ettt et eae et e saeenean 11
3.1.  Solar thermal teChNOIOZY........cevuiiiiiiiieiieeeee ettt 11
3.2, Parabolic trough COILECLOTS .......ccviiiieiieieeriecte ettt ettt er e re e raestaeseseesbeesseensaesens 12
3.3. SAM OPerating MOME .......c.eevuieruieeieeieeieeie ettt ettt ettt e st e e steeteebe e bt e bt e sbeesaeeenneenseas 12
3.4.  The structure of the solar field.........ccocerieiiiiiii e 13
TR TN 5 15704 ' (513 2 DSOS 13
KO0 1 11 1) PRSP 17
3.7 RECEIVETS ..ttt ettt ettt ettt e e e et e e aeea e bt e st et e sae et e nteent e teeneeneenneenean 21
R Y -1 1< USSP 26
3.9.  Simulation of a solar plant installed in Zaragoza ...........cceeverreereeiieereerienresreereereeveenens 26
3.10. Parameters influencing the production.............ccoeveerierieeiiieiieeeee e 29
T O O I 115} /< TSP P 29
3.10.2.  Target solar MUILIPIE .....c.covuiiiiiiiieie ettt 30
BIOMASS DOTIET ...ttt ettt et e ettt e et et e teene et e eneenes 38
4.1. Biomass teChNOIOZY .....coouiiriiiiiiieiieieee et ettt sttt st et esaneeas 40
Organic Rankine CYCLe .........coiiiiiiiiiiiiiiieee ettt 41
5.1 EQUIPIMENL .ecuviiiiiiiieciieeie ettt eeite et e st e v et e bt esteestaeesbeesseesseesaasssesssessseasseesseesssesssesssesssesssens 42
S.1.1. Heat @XCRANZETS ..occvveiiiiieiieiieeie ettt ettt e st e et e esteesseessaesnsesnseenseennes 42
5.1.2. The primary heat €XChan@er ..........cccveiveiiiiiiiiieeeeecee et re e 42
5130 COMAEINSETS ..ottt ettt ettt ettt et b e et e st e b et s bt e st et s bt et e s beeatenbeeae et e sbeeneen 42
5.1.4. THE PIENEALET ......viiviieiieciie ettt st b e et e e ae e beestaesebesabeenbeessaenens 42
5.1.5. The expander and GENETALOT ...........cceevierierieeiieeete e steeteeteeteesteesteesresnreenseeseennes 42
5.1.6. PUIMIPS ottt et e et e et e e et eesabeessbeeessbeesssaeessbeesaseeensbeennseeensnes 43

5.1.7. THE PIANT. ..ttt et st b e e rb e e te e te e tbeeabeeabeenbeestaenees 43



520 MOAEL e 44

5.3 FIUIAS ettt sttt et a et bt et et eaeen 45
5.3.1. Criteria for selecting organic working fluids..........ccccoviiriiriiiiiiniie e, 45
5.3, ANALYSIS ettt ettt ettt e be e sat e et e e te et e bt ens 46

R S 0103 s (<) 1 3 OO SRRSRPRU 51
54.1. GIOUNAWALET ...ttt ettt ettt ettt et e s bt e sate s ateeateebe e bt e sbeesateembeenbeebeenns 51
R AN 11103 (<) 1L 11 OO RRPRSRPRRR 52

5.5, Operating CONAILIONS ......eeruieruieriieiieeie ettt ettt et e ettt e bt e satesateeateeabeebe e bt e sbeesaeeenneeneeas 53

6.  Cooling teChNOlo@Y — ChillET ......ccveviiriieiieiieieeee ettt reeseessaessaesnseensees 54
6.1. Mechanical ChIlleT ...........cooiiiiiiiee ettt st et as 54
6.2.  ADSOIDEI TeTIZEIAIOLS ..viiuiieiieiieeieeii ettt ettt et et e e et eete et essbessbeesbeesseesseessaeseseessenssens 57

7.  Demand of the ShOPPING CENLTE.......ccuuiiiiiiiiiieiieiie ettt ettt ettt saeeeaeeeneeas 58
7.1.  Electrical demand fOr COOINE .........cocuiiiiiiiiiiiie ettt 58
7.2, EleCtriCity CONSUMPLION. . cccuiiitieireeieereesieesteesresereareaseesseesseesseessseasseesseessaesssesssessseesseessesssns 61

8. Design Of the POWET CYCIE ......oiiuiiiiiieee ettt ettt st e es 62

9.  Electricity production and connection to the grid ...........ccecvievierieriieiiece e 70

10. L0031 1o] 11 3 03 4 OSSR R 74

| B 5 (3 (<7 <SPS 75

12, ACKNOWIEAGMENL........eiiiiiiiiiieiie ettt ettt st ettt e st eeaeesateeabeebeeseenes 78






Abstract

1. Abstract

The main objective of this works is the design of a renewable system which function is covering the
electrical and cooling annual demand of a shopping centre in Zaragoza, Spain.

The analysis of the system includes sizing of a parabolic trough collector solar field, integrated with a
biomass boiler. The assembly has to provide the thermal energy needed in a power Organic Rankine
Cycle which produces electricity for chillers and for other uses of the shopping centre, besides a
possible connection to the city’s power grid is considered.

The aim of the analysis is basically to employ a parabolic trough collector solar field designed using
the software System Advisor Model [NREL. System Advisor Model 2017.9.5] and which parameters
have been varied to analyse the system response and to provide different possible solutions. In order to
present the technologies, a case study has been presented.

The solar field has been placed within a location where the annual global horizontal radiation is
significant: 1651 kWh/m? [Meteonorm, www.meteonorm.com, 2018]. The site is Zaragoza where the
study of the thesis has taken place. Two tanks, a hot and a cold tank, are employed to store the
exceeding quantity produced during the hours of peak production. The system is also composed by a
biomass boiler that complements the energy produced by the solar field to supply an organic Rankine
cycle with almost a pre-set thermal input. The working fluid that flows through the power cycle is the
refrigerant R245fa, chosen after comparing alternatives commercial fluids. Different possible
operating results of the ORC, due to climatic conditions, are discussed.

Afterwards, an application of the whole system is presented. As it has been mentioned earlier, cooling
and electrical demands of a shopping centre in Zaragoza are analysed and thought to be covered by the
electricity produced by the ORC. An integration with the power grid allows the whole system not to be
oversized whilst, in condition of surplus of electrical energy produced, the grid connection
additionally enables to sell the exceeding electricity.

In order to better combine all the components, the ORC cycle and the solar field are designed,
adjusting the plant following the demand. The total nominal power of the chillers, needed for cooling
the shopping centre is the value that imposes the size of the ORC plant. The results of the case study
analysed are presented as mean hourly values of a typical day for each month of the year.
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2. Introduction

2.1. Energy related environmental problems
One of the most widely accepted definitions of sustainable development is: development that meets the

needs of the present without compromising the ability of future generations to meet their own needs
[Gro Harlem Bruntland, 1987].

It is generally considered true that a fully sustainable supply of energy is a target to aim at in the next
years. Moreover, secure and constant supply of energy is necessary, and it has to be available for
everyone and at reasonable cost without causing emission of toxic substances or any dangerous
elements.

Until the 1970s the energy demand was concerned with researching the cheaper and more convenient
source. Although in the early 1970s, after the oil crisis, the concern was on the cost of energy, during
the past two decades, the risk and reality of environmental degradation have become more apparent.
The interest in the maintenance of the energy sources has increased and the development of renewable
energies and energy saving has been stimulated [Soteris A. Kalogirou, 2004].

The increasing of environmental problems strongly depends on energy consumption, and this is only
expected to increase in the coming years. The growing of the population is a factor that will affect the
energy production for private uses as well as for industrial activities. Besides, the life quality of
underdeveloped regions increases and the developed regions of the world are not permitting any
decrease in economic growth. Therefore, the future of the world situation is more industrialization and
higher consumption of energy resources.

The impact of these activities will lead to a continuous degradation of the environment due to the
emissions in the environment of pollutants and hazardous substances worsening already existing
environmental impacts such as global warming, eutrophication, stratospheric ozone depletion and acid
precipitation.

As an attempt to reduce the negative results of increasing in the energy production, alternatives to
fossil fuel technologies have to assume the main role in energy production. Economic, safety and
environmental aspects will be important characteristics that will be taken into account when vetting
their applications in energy production.

2.2.Renewable energy

Renewable energies are energy sources whose use does not compromise natural resources available
and the environment. Moreover, the great advantage of these sources is their inexhaustibility, which
aim is to fully replace the traditional sources.

The renewable energy technologies use the Sun’s energy and its direct and indirect effects on Earth,
gravitational forces and the heat of Earth’s core as the resources from which energy is produced
[Soteris A. Kalogirou, 2004].
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The main renewable energy sources are:

e Solar energy, employed as solar thermal or photovoltaic; respectively, to produce thermal
energy in the form of hot fluid or to directly produce electricity.

e Wind energy that exploits the power of the air flowing through wind turbines, they transform
the kinetic energy in the wind into mechanical power and then converted into electricity.

e Hydraulic energy, that is based on the transformation in electricity of the gravitational
potential energy of water reservoirs at higher elevation than the area where the transformation
takes place.

The gravitational potential energy is exploitable via a water flow that, reducing its elevation,
rises its kinetic energy. At the bottom of the hydraulic system, the water flows through a
hydraulic turbine and rotates its shaft. This process converts the kinetic energy in mechanical
energy that is consequentially transformed in electricity by an alternator.

e Biomasses are organic materials that can be used as fuels. They can be of different kinds,
considering their origins:

=  Wood from forests and plant material from agriculture
= Animal and human sewage
= Solid waste

e Geothermal energy, that allows to use the heat from within Earth and beneath the soil. The
temperature generally increases going deeper in the interior of the Earth. In certain areas,
where the geothermal gradient reaches high values, high temperature can be found at
reachable depths. Thus, the corresponding technology is feasible.

2.3. Document’s objective
This work agrees with the idea of an energetic sustainable development, based on the exploitation of
renewable sources and maximizing the efficiency of the system developed.

This document focuses on the technology of concentrating solar thermal collectors, complemented by
a biomass boiler in substitution of a traditional boiler fed by fossil fuel, integrated with an organic
Rankine cycle. Physical models have been studied to describe the behaviour of the devices and
equipment employed.

The purpose of the thesis is to design and to analyse, throughout the year, a solar thermal parabolic
trough field equipped with two tanks, a hot and a cold tank that extend the production time and reduce
the variability in the production. The system is hybridized with a biomass boiler that guarantees a
constant production even in the absence of solar radiation. The sole exploitation of renewable sources
would be permitted through the integration of this technology. The assembly is connected to a heat
exchanger that feeds a power cycle, which is an organic Rankine cycle (ORC). An organic fluid flows
through the power cycle, its pressure is risen by a pump and it is warmed up throughout the heat
exchanger. When its temperature is at the maximum value of the cycle, it goes into a turbine to be
expanded. The work of the turbine is to produce mechanical energy exploiting the high enthalpy of the
fluid (high temperature and pressure) that enters in the turbine, thus the turbine is able to convert the
reduction of enthalpy into mechanical energy.

Then, an alternator directly connected to the turbine shaft, transforms the mechanical energy in
electricity.

The system studied has been thought to produce electricity to supply a shopping centre, which requires
a high amount of electricity throughout the year. Hence, the electrical demand of a shopping centre
sited in Zaragoza has been analysed and used as input to design the system. The needed electricity is
employed for three cooling machines, for lighting and for electrical demand of other devices. Monthly
and daily demand profiles are evaluated to obtain for the entire year, the hourly electrical demand of a
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typical day for each month, both for weekdays and for holidays. The cooling demand profiles are then
converted in electrical demand necessary to supply the mechanical chillers that are employed in the
shopping centre.

Covering the electrical nominal demand of the three chillers has been the criterion chosen to design
the ORC cycle. This choice is a compromise between trying to cover, at least, the cooling demand and
not oversizing the whole system. Nonetheless, the production of this system does not assure to cover
the whole electrical demand. In order to provide the necessary electricity to cover the entire electrical
demand of the shopping centre, a connection to the grid has proved to be necessary.

Thus, having the opportunity to buy electricity from the grid assures a constant supply, and selling to
the grid gives the chance to have an economic return of the investment, even when the production
exceeds the demand of the shopping centre.

2.4. State of the art
Projects that employ the technologies analysed in this document have already been built and are in

operation, as the cases shown in this paragraph. Herein are presented some parabolic trough solar field
coupled with ORC technology, different integration and variations are applied for each project.

In the coming section cases in which some plants where the integration between different renewable
technologies are considered. Biomass and solar trough field or solar thermal and photovoltaic and
geothermal energy, are duly described. Besides, it is considered the possibility to combine a renewable
source, such as the solar energy, with a fossil-based technology, i.e. a combined cycle composed by a
gas turbine, one heat recovery steam generator and one steam turbine.

The data shown as follows is taken from the National Renewable Energy Laboratory web site
[www.nrel.gov, 07/2018], where projects carried on by more developers and owners, are listed and
presented.

2.4.1.Bronderslev
Aalborg CSP A/S [www.aalborgcsp.com, 07/2018], in close cooperation with Brenderslev Forsyning
A/S [www.bronderslevforsyning.dk, 07/2018], established a 0.8 MWth test facility to investigate the
possibility of using concentrated solar energy to optimize a biomass-based Organic Rankine Cycle
(ORC) plant. Based on the positive results, Aalborg CSP awarded the order to develop and deliver a
16.6 MWt solar heating plant, which contributes to a greener production of both electricity and heat to
the citizens of Brenderslev.

Figure 1: Aalborg CSP-Broenderslev project [Aalborg CSP, www.aalborgcsp.com, video screenshot,07/2018]
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The solar thermal plant demonstrates how CSP technology can be combined with other green
solutions, in this case a biomass-based ORC system, even under Danish weather conditions, that are
not favourable for solar collector technologies.

The plant contains a total of 5 km receiver pipes. The receiver tube is encircled by a vacuum glass
tube, and inside the tube runs a thermal oil that is heated only by the sun. This high temperature can
have an electric turbine to produce electricity, and the flexibility of CSP technology also allows to
produce lower temperatures for district heating. The solar heating system can thus switch between
supplying combined electricity and district heating through the ORC plant or supplying district heating
exclusively. To have a more feasible system, electricity is produced depending on the market
development and the waste heat is utilised for district heating [ Aalborg CSP, www.aalborgcsp.com,
07/2018].

Project Name: Aalborg CSP-Brenderslev CSP with ORC project
Country: Denmark

Location: Brenderslev (North Jutland)
Owner(s): Brenderslev Forsyning
Lat/Long Location: 57°15' 16.0" North, 9°59" 19.0" East
Technology: Parabolic trough

Status: Operational

Start Year: 2016

Contact(s): Webmaster Solar

Key References: Web site

Break Ground: apr-16

Start Production: December 30, 2016
Solar-Field Aperture Area: 26929 m?

# of Solar Collector Assemblies (SCAs): 40

# of SCAs per Loop: 4

SCA Aperture Area: 674 m?

SCA Length: 125 m

# of Modules per SCA: 10

SCA and HCE Manufacturer: Aalborg CSP

# of Heat Collector Elements (HCEs): 1.2

Solar-Field Inlet Temp: 252°C

Solar-Field Outlet Temp: 312°C

Turbine Capacity (Gross): 16.6 MW

Turbine Description:
Output Type:
Thermal Storage Type:

MW 1h for production of heat and electricity
Organic Rankine
None

Table 1: Project Overview [www.nrel.gov,Aalborg CSP, 05/2017]
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2.4.2.ISCC Kuraymat
The Kuraymat plant is located at about 87 km south of Cairo, Capital of Egypt, on the eastern side of
the River Nile. The Integrated Solar Combined-Cycle (ISCC) technology combines the benefits of
solar energy with the benefits of a combined cycle. The solar resource partially substitutes the fossil
fuel. The Kuraymat project has an overall capacity of 140 MW (120 MW combined cycle, 20 MW
solar input).

Figure 2: Solar parabolic trough collectors of the Kuraymat plant [www.protenders.com, 07/2018]

The solar irradiation, which is channelled to parabolic-shaped mirrors, is reflected onto an absorber
pipe, the receiver, in the focal line of the collector. The vacuum-isolated absorber pipes contain a
circulating heat transfer fluid [www.protenders.com, 07/2018].

The solar heat transfer from the solar field collectors (PTCs) to the steam cycle is done by the HTF
(heat transfer fluid) system. The HTF is Therminol VP-1 from Solutia. The Combined Cycle Island
consists of one gas turbine, one heat recovery steam generator (HRSG), one steam turbine, solar heat
exchangers plus all associated control and balance of plant equipment and installations [A. Temraz et
al., 2018].
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Project Name:
Country:

Location:

Lat/Long Location:
Owner(s):
Technology:

Status:

Solar Resource:
Electricity Generation:
Contact(s):

Company:

Start Production:
Project Type:
Solar-Field Aperture Area:

# of Solar Collector Assemblies (SCAs):

# of Loops:

# of SCAs per Loop:

# of Modules per SCA:
SCA Manufacturer (Model):
Mirror Manufacturer (Model):
Heat-Transfer Fluid Type:
Solar-Field Inlet Temp:
Solar-Field Outlet Temp:
Turbine Capacity:

Turbine Manufacturer:
Output Type:

Cooling Method
Description:

Thermal Storage Type:

ISCC Kuraymat (ISCC Kuraymat)
Egypt

Kuraymat (100 km south of Cairo)
29°16' 43.0" North, 31°14' 56.0" East
NREA (100%)

Parabolic trough

Operational

2431 kWh/m2/yr

34000 MWh/yr (Expected)
Bothayna Rashed

NREA

June 2011

Commercial

130800 m?

160

40

4

12

Flagsol (SKAL-ET)

Flabeg (RP3)

Therminol VP-1

293°C

393°C

Net: 20.0 MW, Gross: 20.0 MW
Siemens

Steam Rankine

Wet cooling

Cooling towers

None

Table 2: Project Overview [www.nrel.gov, ISCC Kuraymat, 02/2013]

The scheme configuration of the integrated solar combined plant is presented in the Figure 3.
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Figure 3: Flow Diagram of ISCC in Kuraymat, Egypt with state points illustration [A. Temraz et al., 2018]

2.4.3.Saguaro Power Plant
The power plant of Saguaro, a concentrating solar power (CSP) project, is located in Red Rock,
Arizona (USA).
The APS Saguaro solar facility features more than 100000 square feet of parabolic trough-shaped
mirrors aligned in six rows, providing enough electricity to meet the demand of 200 homes.
The Saguaro solar power project is the first to combine solar trough technology with an organic
Rankine cycle power block, typically used in geothermal and biomass applications. The block allows
the plant to produce more power at lower temperatures. [www.protenders.com, 07/2018]
The Saguaro Station power plant was built by Solargenix [www.nrel.gov, 07/2018], a solar energy
development company based /in Raleigh, N.C. and a subsidiary of ACCIONA Energy of Spain
[www.acciona-energia.com, 07/2018], a world leading company devoted to renewables
[www.greenprogress.com, 07/2018].

Figure 4: Solar collectors site [www.protenders.com, 07/2018]
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Project Name:
Country:

Location:

Owner(s):

Lat/Long Location:
Technology:

Status:

Start Year:

Solar Resource:
Electricity Generation:
Cost (approx):

Project Type:
Solar-Field Aperture Area:

# of Solar Collector Assemblies (SCAs):

# of Loops:

# of SCAs per Loop:

SCA Length:

# of Modules per SCA:

SCA Manufacturer (Model):

# of Heat Collector Elements (HCEs):
HCE Manufacturer (Model):
Heat-Transfer Fluid Type:

HTF Company:
Solar-Field Inlet Temp:
Solar-Field Outlet Temp:
Turbine Capacity:
Turbine Manufacturer:
Output Type:

Cooling Method:
Thermal Storage Type:

Saguaro Power Plant

United States

Red Rock, Arizona (Southwest USA)
Arizona Public Service (100%)
32°32"52. 0" North, 111°17' 34.0” West
Parabolic trough

Currently Non-Operational
2006

2636 kWh/m2/yr

2000 MWh/yr (Expected/Planned)
6000000 USD

Production

10340 m?

24

3

8

97 m

12 and 8

Starnet (LS-2)

528

Schott Glass (Schott PTR70)
Xceltherm 600 (solar field);
n-pentane (ORC working fluid)
Radco Industries

248°F

572°F

Net: 1.0 MW, Gross: 1.16 MW
Ormat (Israel)

Organic Rankine

Wet cooling

None

Table 3: Project Overview [www.nrel.gov, Saguaro Power Plant, 04/2017]

2.4.4.Stillwater GeoSolar Hybrid Plant
Stillwater Solar Geothermal Hybrid Project in Fallon, Nevada is a first of its kind renewable energy
power plant. Stillwater integrates 33 MW of geothermal power with 26.4 MW of solar photovoltaic
and 2 MW of solar thermal capacity. The Stillwater geothermal project is located in Nevada, USA,
and is owned and operated by Enel Green Power North America, Inc. (EGP-NA). The first phase of
the project began with a geothermal plant, a 33 MW gross binary plant which was commissioned in
2009.
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Figure 5: Stillwater hybrid geothermal-solar plant, Nevada [Enel, video screenshot,07/2018]

A desire to increase output led EGP to add 26 MW of solar photovoltaic (PV) power to the project in
2012. The solar PV project size was tailored to complement the geothermal plant output degradation
during hot summer temperatures. In 2013, design began on an additional solar project using
Concentrated Solar Power (CSP) thermal technology [Giuseppe DiMarzio et al., 2015].

Project Name: Stillwater GeoSolar Hybrid Plant
Country: United States

Location: Fallon, Nevada

Owner(s): Enel Green Power

Lat/Long Location: 39°32" 53.0" North, 118°33'20.0"” West
Technology: Parabolic trough

Status: Operational

Start Year: 2015

Land Area: 21 acres

Electricity Generation: 3000 MWh/yr (Estimated)
Contact(s): Craig Turchi

Company: NREL

Start Production: March 2015

PPA/Tariff Period: 20 years

SCA Aperture Area: 656 m?

SCA Length: 115m

# of Modules per SCA: 8

SCA Manufacturer (Model): SkyFuel (SkyTrough®)

Mirror Manufacturer (Model): SkyFuel (ReflecTech®)

HTF Company: Demineralised water
Turbine Capacity: Net: 2.0 MW Gross: 2.0 MW
Turbine Description: Thermal

Output Type: Organic Rankine

Thermal Storage Type:

None

Table 4: Project Overview [www.nrel.gov, Stillwater GeoSolar Hybrid Plant, 10/2016]
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3. The solar field

This paragraph focuses on the solar thermal technology and how the software SAM [NREL. System
Advisor Model 2017.9.5] develops models to calculate and study solar thermal plants.

Moreover, a parametrical analysis of the solar field is presented and the equations that describe the
thermodynamic processes that take place in the elements of the system are introduced.

The analysis is conducted through the design of a parabolic trough solar field using the software SAM.

3.1. Solar thermal technology
Solar thermal collectors are used to convert the incident solar radiation on their area, into thermal

energy. This process is conducted by a transport medium, going through the loop that absorbs the solar
radiation in order to rise its temperature [Pedro Horta, FhG ISE, 2012].

The solar energy thus collected is carried through from the circulating fluid either to a heat exchanger
to be directly employed as heat source for a secondary loop; or to a thermal storage from which can be
withdrawn when the instantaneous production is not sufficient.

The efficiency is related to the operating temperatures because both the fluid flowing through the
collectors and the structure is at a higher temperature than the air temperature. Therefore, higher
temperatures lead to higher thermal losses and to lower efficiencies.

To reduce thermal losses, occurring either by means of conduction, convection and radiation, solar
collectors might also dispose of thermal insulation and glazing materials [Pedro Horta, FhG ISE,
2012].

It is worth pointing out that, considering the factors that reduce the efficiency, a key element is the
optical efficiency. Optical losses play an essential role in reducing the incident radiation on the
collectors.

Different solar collector technologies have been developed, which can be mainly divided into two
categories:

e Stationary collectors: Non-concentrating collectors that have the same area for interception
and absorption or a very moderate ratio between aperture and absorber areas (ratio<2). They
are thus suitable for fixed positioning. They are flat-plate collectors, evacuated tube collectors
and compound parabolic concentrator collectors.

e Concentrating collectors: Solar energy is optically concentrated before being transferred into
heat. The reflected radiation is concentrated in a focal zone, where the receiver is positioned.
The typical ratio between aperture and absorber areas is more than ten, for this kind of
collectors. In order to be more efficient, these collectors require the use of tracking systems to
follow the Sun throughout the day and/or the year. They are parabolic trough collectors and
linear Fresnel reflector concentrator [Soteris A. Kalogirou, 2004], [Pedro Horta, FhG ISE,
2012].

Hereunder, the focus is given to the solar trough collectors, chosen in this document to be analysed as
the technology that exploits the solar source.

11
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3.2. Parabolic trough collectors
The main advantage of the parabolic trough and in general, of the concentrating collectors, is the

reduction of heat losses; in fact, this is possible thanks to the limited area at high temperature. The
high temperature surface, for these collectors, is the receivers’ surface and it has a significant smaller
area than the incident area, which is composed by a sheet of reflective material bent into a parabolic
shape and it is at relatively low temperature.

Technical improvements found in parabolic trough collectors lead to other advantages [Soteris A.
Kalogirou, 2004], listed as follows:

e The working fluid, flowing through the receiver, can achieve higher temperatures in
concentrator systems when compared to flat-plate systems of the same solar energy collecting
surface. Therefore, higher thermodynamic efficiency can be achieved.

e Reflecting surfaces of parabolic trough collectors require less material and are structurally
simpler than flat-plate collectors. Because they only serve as reflective surfaces and the fluid
does not flow through their structure as in flat-plate collectors. This simplicity turns out in
reduced cost per unit area of the solar collecting surface.

e The receiver area is considerably smaller than the receiving surface of the flat-plate collectors.
Hence, selective surface treatment and vacuum insulation, necessary to reduce heat losses and
improve the collector efficiency, are economically more viable than in flat-plate collectors,
due to reduced costs of materials.

Even though the efficiency of parabolic trough collectors is significantly higher than in flat-plate
collectors, some drawbacks arise [Soteris A. Kalogirou, 2004]:

e Diffuse radiation is not widely exploitable and, depending on the concentration ratio, this part
of the radiation can be differently employed.

e A form of tracking system is required to follow the sun and to reduce optical losses.

e Maintenance is necessary because, over time, reflecting surfaces may decrease their
reflectance characteristic and may require periodic cleaning and refurbishing.

3.3. SAM operating mode
The System Advisor Model (SAM) is a free software made available by the U.S. Department of

Energy’s National Renewable Energy Laboratory (NREL) and Sandia National Laboratory (USA)
[NREL. System Advisor Model 2017.9.5]. It is an open source model oriented to the feasibility
assessment of renewable energy projects, providing a detailed simulation of concentrating solar power
(CSP) systems, photovoltaic, solar hot-water, and generic fuel-use technologies [Michael J. Wagner et
al., 2010].

SAM is based on an hourly simulation engine, integrated with TRNSYS [Transient Simulation
Program, 1975], which in the case of CSP calculates the hourly performance of a system including the
energy output. The models require input data to describe the performance characteristics of physical
equipment in the system. To describe the renewable energy resource and weather conditions at a
project location, SAM model requires a weather data file, that can be chosen from a list, downloaded
from the Internet or from other software, or created using data.

In this Master Thesis, the Meteonorm software database [www.meteonorm.com, 2018] provides the
weather data necessary for the input of the calculation.
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3.4. The structure of the solar field
The solar field consists of solar collector assemblies (SCA) that are responsible for heat collecting of

the plant. They are combined in one or more parallel loops.

Within each loop, a number of SCA’s are used to incrementally heat the thermal fluid to the design
outlet temperature. Each SCA is composed of a number of parabolic collectors and their receivers in
series. In this model, the SCA serves as the lowest level of discretization, indeed they are considered
as a single unit when calculating the model. Each SCA is treated as an independent calculation node
within the loop, and the absorbed energy, losses, temperature, pressure drop, and other performance
values are calculated independently for each SCA [Michael J. Wagner and Paul Gilman,2011].

Solar Field
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Figure 6: System structure configuration [Michael J. Wagner and Paul Gilman, 2011

3.5. System design

In order to design the collector parabolic field, the model uses the design-point at direct normal
irradiance (DNI) value with the Sun position at noon on the summer solstice (June 21 north of the
equator, and December 21 south of the equator).

The value of the direct normal irradiance (DNI) available at the design point is chosen as 950 W/m?.
Increasing this value indicates that fewer collectors are needed to achieve the reference condition
power, while decreasing this value has the opposite effect. All of the system design inputs are nominal
values, or values at the system's design point. SAM calculates actual values during simulation,
recalculating the exact values considering the nearest real possible solutions.

The design conditions presented in Figure 7a and in Figure 7b (input data are those in the white boxes,
whereas the result data are those which appear in the blue boxes) are the base to calculate the power
per surface unit that can be obtained in the loops as heat sink power. In this simulation the power
demand that must be satisfied is set as SMW, which is defined in SAM as the heat sink.

The heat sink represents the thermal input demand that determines the field area that should attend it,
and the design of the system. Thus, the heat sink parameters describe the process heat application's
thermal load.

For oversizing the receiver design output, a target solar multiple has been defined. This parameter
represents the design ratio between the target receiver thermal power and heat sink power.

The heat sink power is the value that is demanded, and it is thought to be set at this time of the
calculation, whereas the receiver thermal power directly affects the design of the solar field. Thus,
setting a higher value of the target solar multiple leads to a higher oversizing of the solar field.

If the target solar multiple is set as 1, the target receiver thermal power is the same value of the design
heat sink power, and the solar field surface has been designed in order to cover the power demand
with design-point conditions, that are the most suitable conditions for the power production. The
nominal power demand would be, thus, hardly ever satisfied. On the other hand, imposing this

13



The solar field

parameter as a value higher than 1, it allows to maintain a reasonable thermal power production during
less favourable weather conditions and optical efficiency reduced due to not optimal incident angle.
Once set the desired heat sink power (Figure 7a) and set the target solar multiple, the target receiver
thermal power can be calculated as follows.

Target Receiver Thermal Power (MWt) = Solar Multiple x Heat Sink Power (MW?t)

During the design of the reflective area of the solar field, the model considers the target receiver
thermal power as the power which the solar field has to reach in design condition.

Other parameters needed to be set are the temperatures of the heat thermal fluid when it feeds the heat
exchanger connected with the secondary loop, and after going through the exchanger, when it returns
to the solar field. These can be decided by the user considering the source and the application of the
thermal fluid of the solar field.

The SAM model opens up the possibility of integrating thermal storage into the system. Its aim is to
increase the stability of the solar field production, i.e. the production time of heat sink power is
extended, and the variability in the production is reduced. Both a cold and a hot tank are designed,
respectively, to storage the supply and return fluid of the solar loop.

In order to design the thermal storage there is the possibility to define the capacity of the tank
expressed in hours at full load. That means the number of hours that the storage system can supply
energy at the design point.

Curtailment and availability losses are defined to represent reductions in the system's output or to
represent conditions that are not optimal to let the system operate as designed.

Hourly values resulting from the calculation are reduced by the percentage set at this time of the
simulation.

rDesign Point Parameters

~Solar Field -Heat Sink
Design point DMI 950 [ m? Heat sink powerMWt
Target solar multiple 2.5 Pumping power for HTF thraugh heatsinkkW,-‘kg,-‘s
Target receiver thermal pouer 12,50 [hit

Loop inlet HTF temperature "C Choose Humber of Loops

-Thermal Storage

Hours of starage at design point|:|hours

Loop outlet HTF temperature 200 |°C

-System Availability and Curtailment

Curtailment and availability losses reduce the Edit losses.. | Constant lossi4.0%
system output to represent systern outages or Hourly losses: Mone
other events, Custam periods: Mone

rSystem Summary

Actual number of loops Actual solar multiple
Tatal aperture reflective area 19,620.0 |m® Actual field thermal output 1379 [MWt

Figure 7a: Design input parameters for sizing the solar field
[SAM screenshot, NREL. System Advisor Model 2017.9.5]

!

The total required aperture and the required number of loops are calculated setting the solar multiple
as 1 (SM=1 in the Figure 7b), i.e. considering the receiver thermal power the same value of the heat
sink power.

The SAM program calculates the necessary loops, which are equal to the solar multiple times the
required number of loops at a solar multiple of 1 (design point conditions). The required number of
loops is rounded to the nearest integer to represent a realistic field layout.

The total aperture reflective area, i.e. the aperture of the collector mirrors, is calculated multiplying the
actual number of loops in the field for the aperture area corresponding to a single loop.
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The actual solar multiple (2.76 in the case of Figure 7b) is recalculated using the ratio between the

actual number of loops in the field (9 in the case of Figure 7b) and the required number of loops (3.26

in Figure 7b) with solar multiple equal to 1.
The actual field thermal output (13.79 MWt in Figure 7b) is the thermal power delivered by the solar
field under design conditions (5 MWt in Figure 7b) at the actual solar multiple (2.76 in Figure 7b).

rSystem Design Parameters

Design Point DM 950 [Wiim® Loop inlet HTF temperature’C
Target solar multiple 2,50 Loop outlet HTF ternperature 2000 |°C

Target receiver therrmal power 12.50 | Mt
rSolar Field Design Point
Single loop aperture 2,180.0 |m? Actual number of loops |:|
Loop aptical efficiency 0.7671 Total aperture reflective area 10,6200 |m?®
Total loop corversion efficiency 0.7400 Actual solar multiple
Total required apérture, Shi=1 ez jmt Actual field thermal output 13.79 | Mt
Required number of loops, Shd=1
rSolar Field Parameters rHeat Transfer Fluid
Rowspacing|  15]m Field HTF fluid | Therminal 66 v
Stow angle deg User-defined HTF fluid Edit...
Field HTF min operating temp |:|'C
Header pipe roughness 4.57e-05 (m
Field HTF max operating ternp "C
HTF purnp efficiency
Freeze protection ternp "C
Fiping therrmal loss coefficient mez-K
tdin single loop flow rate kgr’s
Wind stowe speed s
tax single loop flow rate kgr’s
Tracking power per SC&, 125,00 |Wsca
Min field flow velocity 0304323 |mfs
Total tracking power 450000 (W
Pz field flow wvelocity 397739 s
Murmber of field subsections 1 i
Header design min flow velocitymfs
Maodel piping through heat sink? ] ) )
Header design rnax flow veloc|tymfs
Length of piping through heat sink 0.0 m

rCollector Orientation

o

Collector tilt eq

eq

I

Caollector azimuth

Figure 7b: Solar field parameters and operating constraints
[SAM screenshot, NREL. System Advisor Model 2017.9.5]

The collector orientation is north-south direction, i.e. the axis of the collectors is along north-south
direction. SAM simulates the system assuming that the collectors are oriented 90 degrees east of the
azimuth angle in the morning and tracks the daily movement of the sun from east to west (Figure 8).
Throughout the year, a horizontal north-south solar trough field usually collects slightly more energy
than a horizontal east-west one. The north-south field collects a lot of energy in summer and much le
in winter, whereas the east-west field collects more energy in winter than a north-south field and less
in summer, providing a more constant annual output [Liang Hongbo, et al., 2017].

The application of this system aims to cover the cooling demand that is higher in summer and it is
useful all year. Therefore, considering that the choice of orientation usually depends on the
application, in this case it is right to install collectors in north-south direction.

SS
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i N . X

N W N W N W
Figure 8: Collector axis oriented north-south, tracking of the sun [AEE INTEC, www.aee-intec.at, 07/2018]

The fluid that flows through the receivers’ tube is Therminol 66. It is able to cover an extended
operating range, from -85°C to 400°C, and its common applications are heating and cooling processes,
exploiting the fluid as a thermal vector for transporting energy [www.therminol.com, 06/2018].

Information is gathered from the manufacturer Eastman [www.eastman.com, 06/2018] and from the
Therminol web site, heat transfer fluids from Eastman, [www.therminol.com, 06/2018].

The main properties of Therminol 66

Property Value

Composition Hydrogenated terphenyl

Molecular weight 252 kg/mol

Density 1011 kg/m?

Fire point 216 °C

Boiling point 359 °C

Table 5: www.therminol.com
TEMPERATURE DENSITY HEAT THERMAL VISCOSITY VAPOR
CAPACITY CONDUCTIVITY PRESSURE

°C kg/m? kJ/(kg:K) W/(m-K) Pa-s kPa
920 962 1.803 0.1141 0.00455 0.0299
100 955 1.837 0.1135 0.0036 0.0484
110 948 1.872 0.1128 0.00292 0.0767
120 941 1.908 0.1121 0.00242 0.119
130 934 1.943 0.1114 0.00205 0.181
140 928 1.978 0.1107 0.00175 0.271
150 921 2.014 0.1099 0.00152 0.4
160 914 2.05 0.1091 0.00134 0.579
170 907 2.086 0.1083 0.00118 0.827
180 899 2.122 0.1074 0.00106 1.17
190 892 2.158 0.1065 0.00095 1.62
200 885 2.195 0.1056 0.00086 2.23
210 878 2.231 0.1046 0.000784 3.02
220 870 2.268 0.1036 0.000718 4.06
230 863 2.305 0.1026 0.000661 5.39
240 856 2.342 0.1015 0.000611 7.1
250 848 2.379 0.1004 0.000567 9.25
260 840 2.417 0.0993 0.000529 12
270 832 2.454 0.0982 0.000495 15.3
280 825 2.492 0.097 0.000464 19.5
290 817 2.531 0.0958 0.000437 24.5
300 809 2.569 0.0946 0.000413 30.7

Table 6: Heat transfer fluid calculators [Therminol, https://calculators.therminol.com]
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The solar field

3.6. Collectors
Solar collectors are responsible for reflecting and concentrating the solar radiation to the receivers.
Their parabolic shape allows to increment the available incident surface and permits the solar rays to
be concentrated on the focus of the parabola. Thus, the receiver, following the geometric rules, is
positioned along the structure, where the collector’s shape defines the focus.

Figure 9: Siemens collector [www.siemens.com, 07/2018]

When determining the value of the incident radiation onto the receivers, both derate-type losses and
variable losses reduce the efficiency of the collector. The incidence angle affects the optical efficiency
of the collector, reducing the radiation reflected when not zero. The incidence angle of the incoming
solar radiation represents how it differs from the normal to the aperture plane of the collector.

6 =cos™ \/1 —[cos(8, —6.,,)—cos(8.,,)cos(8,)(1—cos(y, — y. NI

0,1s the solar elevation angle,

6., is the tilt angle of the collector,
7, 1s the solar azimuth,

7o) 18 the solar azimuth of the collector.

The optical losses due to the solar position are represented by the following equations.
For cosine losses:

N.os= €OS(0)

End losses at the end of each assembly:

N, 2-(L . tan(@) L
Nendioss = 1- Lf,ave tan(e) —( 5“’ _ 1) Lf

spacing )
N_L.

sca coi

[f’ 2e18 the average focal length,
N, ,is the number of solar collector assemblies per loop,

L

spacing the axis-to-axis distance between collector rows,

L., collector length.
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The solar field

3. Incidence angle modifier; is a derate factor that accounts for collector aperture foreshortening, glass
envelope transmittance, selective surface absorption, and any other losses that area function of solar
position.

92
Mam=% + &4 +a,
cosd cosd

a,, &, Q,are coefficients for the polynomial equation defining the incidence angle modifier (IAM).

4. Row-to-row shadowing
o o spacing
nshadow_|5|n(90 _a)col)|
@, is the tracking angle
w aperture width of the collector
Fixed losses are applied as constant multipliers. They are tracking error, geometry defects, mirror

reflectance, mirror soiling, and general error not captured by the other items.
Total efficiency of the collectors is calculated considering all the efficiency just mentioned.

Thot (9' W ) = NendLoss (e)nshadow (a)col )UIAM (Q)Utrackngeop mllsoi’l gen

Then, the total radiative energy incident on the solar field is calculated as:

qinc,s,f = IbnAap,totnopt (9' a)col)
Where, I, is the beam normal irradiation

Aap,tot is the total solar field aperture area

[Michael J. Wagner et al., 2010], [Michael J. Wagner and Paul Gilman,2011].

SAM is fitted with a library that includes collectors of well-known brands. The characteristics and
coefficients are then used for simulating the production.

The collector type is chosen from the nine technologies presented in the library of SAM. As the
images below show (Table 7 and Figure 10), it is chosen a Siemens SunField 6 with the characteristics
shown in Table 7.

Siemens SunField 6 characteristic

Reflective  Aperture Length of  Number of Average surface Piping distance
aperture  width total collector modules to focus path between
area structure assembly per length assemblies
assembly
545 m? 5.776 m 952 m 8 2.17 m? 0.8 m
IAM F0 IAM F1 IAM F2 IAM F3 Tracking error Geometry effects
1 -0.0753 -0.03698 0 0.99 0.968
Mirror Dirt on General optical
reflectance mirror error
0.925 0.97 1

Table 7: Characteristics of the collector [SAM, NREL. System Advisor Model 2017.9.5]
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rCollector Library

The solar field

Search for I:l Marne et

Marne Reflective ape...
SkyFuel SkyTrough (with 80-ram OD receiver) 606
Siemens SunField & 545

FLABEG Ultimate Trough RPE fwith 89-mm OD receiver for oil .. 1720

FLABEG Ultimate Trough RPE (with 70-mm OD receiver for mol.. 1720
£

Aperture width tot.. Length of c.. Mumb.. Awerac ™

6 115 8 215

5,776 95,2 8 217

7.53 247 10 238

7.53 247 10 238 v
>

Callector types in loop configuration | Cold - 1-1-1-1-Hat

Collector Geometry

Collector Type 1

Collectar name from library | Siermens SunField B

Bpaply Values frorm Library

Reflective aperture area 545 |m®

Sperture width, total structure 5776 [m

Length of collectaor assermbly 5.2 |m

Mumber of modules per assembly
Awerage sutface-to-focus path length 217 |m

Piping distance between assemblies

3

rOptical Parameters

Incidence angle madifier coefficients | Edit data..

Tracking errar

General optical error

Geormetry effects 0,963
Mirrar reflectance 0.925

Dirt an mirror 0.97

rOptical Calculations

Length of single rmodule 11.9 |m
l&kd 3t sumrmer solstice 0.973242

End loss at surmmer solstice 0090729

Optical efficiency at design 0.859853

Figure 10: Characteristics of the collector [SAM screenshot, NREL. System Advisor Model 2017.9.5]

The software allows to choose four type collectors, though in this simulation it is only chosen the one
whose characteristics are described in Table 7.
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The definition of the parameters is clarified in Table 8:

Reflective The total reflective area of a single collector, used to calculate the loop
aperture area aperture area of a loop, and number of loops required for a solar field with
(m?) the aperture area defined with the design process
Aperture width,  The structural width of the collector, including reflective and non-reflective

total structure (m)

area. SAM uses this value to calculate row-to-row shadowing and blocking
effects.

Length of
collector assembly

(m)

The length of a single collector assembly.

Number of
modules per
assembly

The number of individual collector-receiver sections in a single collector.

Average surface-
to-focus path

The average distance between the collector surface and the focus of the
parabola. This value is not equal to the focal length of the collector. To

length (m) calculate the value when you know the focal length (a) and aperture width
(W), use the following equation, where Fa,, is the average surface-to-focus
path length:
I' wy 2 |
. |(4-a2+(3} ) 12-a%+ (%)
avg = W : -
a? 12-w- (4-a2+(3)7)
Piping distance  Length of pipes and hoses connecting collectors in a single row, not
between including the length of crossover pipes.

assemblies (m)

Length of single  The length of a single collector-receiver module, equal to the collector
module (m) assembly length divided by the number of modules per assembly.
Incidence angle  Coefficients for a polynomial equation defining the incidence angle modifier
modifier equation.
coefficients

Tracking error

Accounts for reduction in absorbed radiation error in collectors tracking
caused by poor alignment of sun sensor, tracking algorithm error, errors
caused by the tracker drive update rate, and twisting of the collector end at
the sun sensor mounting location relative to the tracking unit end.

Geometry effects

Accounts for errors in structure geometry caused by misaligned mirrors,
mirror contour distortion caused by the support structure, mirror shape errors
compared to an ideal parabola, and misaligned or distorted receiver.

Mirror
reflectance

The mirror reflectance input is the solar weighted specular reflectance. The
solar-weighted specular reflectance is the fraction of incident solar radiation
reflected into a given solid angle about the specular reflection direction.

Dirt on mirror

Accounts for reduction in absorbed radiation caused by soiling of the mirror
surface.

General optical
error

Accounts for reduction in absorbed radiation caused by general optical errors
or other unaccounted error sources.

Table 8: Collector’s parameters, SAM help page [NREL. System Advisor Model 2017.9.5]
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3.7.Receivers
SAM is fitted with a library that includes, in addition to collectors, receivers of well-known brands. The

characteristics and coefficients are then used for simulating the production.
The receiver type is chosen from the eight technologies presented in the library of SAM.

Figure 11: Siemens UVAC 2010 receiver [www.siemens.com, 07/2018]

The structure of the receiver is composed basically by a metal pipe contained in a vacuum within glass
tube that runs through the focal line of the trough-shaped parabolic collector. Auxiliary structures
allow to keep vacuum in each tube. Systems that maximize the absorbing factor of the glass and
minimize thermal and optical losses are employed.

The temperature of the heat transfer fluid in each node (the red point in Figure 12) at time t is
calculated from the balance between the energy absorbed by the receiver and the mass flow rate of the
heat transfer fluid (HTF) through the receiver, and the specific heat of the HTF as follows. The steady
state does not represent well the situation due to the thermal mass of the heat transfer fluid that causes
transient effect.
Therefore, transient terms are included in the equation representing this situation.

: : et A ¢
T- = qabs.,| + (To - qabs.,| _ Ti_1 ) e m; + Ti_1

My~ Cheei Myes* Cheei

M, is the HTF mass flow rate,

qabs’i is the absorbed thermal energy for the node i,

éhtf,i is the HTF specific heat for the node i,

TO,i temperature at the end of the previous timestep for the node i,

T., is the outlet temperature of the previous node in the loop, equal to the temperature of the incoming

heat thermal fluid for the node I,

m; 1s the HTF mass in the node 1,

At is the timestep duration.

This equation is applied to each node i in the loop.

To calculate the boundary conditions of this equation, it is necessary to consider both the inlet
temperature of the previous node and the node temperature from the previous timestep.

The time boundary is easy to control: it is the temperature of the node at the previous timestep that is
tracked from timestep to timestep.

On the other hand, when considering the loop inlet temperature, it cannot be simply considered the
same temperature of the fluid that comes out of the solar field or of the storage loop.

The thermal inertia of the header has to be included, consequently, other equations for loop inlet
temperature are required, as follows.
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LTI
Tsys,c:(Tsys,c,O - Tln) € Yerhe + Tin
L S
Vh'Pan%
Ts}/s,h:(Tsys,h,O - Tout) € - + Tout

T, ., T..pare the cold and hot header temperature,

SysCo sys,
Tsys,c,O , Tsys,h,O are the cold and hot header temperature from the last timestep,

\_/c , \_/h are the volume in the cold and hot header and the runner pipe,
P , Py cold and hot fluid density,

mea| is a term that represents non-HTF thermal inertia, due to pipe walls, insulation, the expansion

vessel, heat exchanger mass, and other sources of thermal inertia,

T

in»

[Michael J. Wagner et al., 2010].

Tout are the incoming and outgoing heat thermal fluid temperature,

...Continued

q_inc2 ]
q_abs2 : | -

q_loss2 <

q_inct
q_abs1

q_loss1 <

Figure 12: Nodal structure of the loop [Michael J. Wagner et al., 2010]

In the SAM model the behaviour of the receiver is simplified with a 1-dimensional structure, where
the temperature changes in the radial direction only of the receiver.
The Figure 13 shows the structure underlying the model calculation.

Absorber

Envelope Collector

flux

Figure 13: Heat balance for the receiving model [Michael J. Wagner et al., 2010]
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Basically, zones of the receiver are separated by layers (the black curves of the Figure 13), in order to
calculate the temperature distribution in the receiver, applying the thermal resistance analogy, shown
in Figure 14.

qahs qahs
(eonv Qeonv

Figure 14: Thermal resistance network for the receiver model [Michael J. Wagner et al., 2010]

This analogy compares the energy balance problem to an electrical resistance network where thermal
energy represents current, thermal resistance represents electrical resistance, and temperature drop is
equivalent to voltage drop.

Thermal resistances are calculated considering the materials and the thermal and optical coefficients of
the structure of the receiver, together with the characteristics of the fluids that flow through the inner
zone and the gap between the envelope and the absorber tube of the receiver. From this simulation the
total heat loss () does result.

. (TS_ amb)|i57,rad+(T3 _Tsky)IQS
O = A A

R34,totR57,rad + R34,totR56,conv +Q

Q.

6,conv - qabs,env R

R
Each R jk value (in W/K unit) physically represents the thermal resistance of the material to let the heat

go through the zone between j and k that represent the points of the network.

Qf{ follows from combining resistance values:

A A

Qf{ =R R57,rad + R45,condR57,rad + R45,condR

56,conv 56,conv

[Michael J. Wagner et al., 2010].

The receiver type, in the same way as the collectors, is chosen from the SAM library.

The program allows the users to choose different types of receivers and, for each receiver type, up to
four variations can been also specified. The coefficients are presented in Figure 15, taken from the
SAM library.
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rReceiver Library
Search for: Mame v
Mame Absorbertube .. Absorbertube.. Glass envelope.. Glass envelope.,
Schott PTRT0 2008 0.066 0.07 0115 012
Solel UVAC 3 0.066 0.07 0115 01
Siemens UVAC 2010 0.066 0.07 0.109 0115
Schott PTRAN 0076 N.08 n.11s 01z
]

Receiver types in loop configuration Cold-1-1-1-1-Hot

Receiver Type 1

Receiver name from library  Siemens UVAC 2010 Apply Values from Library ]

rReceiver Geometry

Absorber tube inner diameter 70066 m Absorber flow plug diameter 70 m
Absorber tube cuter diameter 700? m Internal surface roughness m
Glass envelope inner diameter W m Absorber flow pattern
Glass envelope outer diameter W m Absorber material type

rParameters and Vari

Variation 1 Variation 2 Variation 3 Variation 4*

Variant weighting fraction™ 1 0 0 0

Absorber Parameters:

Absorber absorptance 0.96 0.96 08 0
Absorber emittance = 0.65 = 0.65 = 0

Envelope Parameters:

Envelope absorptance 0.02 0.02 0 0
Envelope emittance 089 0.86 1 0
Envelope transmittance 0.965 096 1 0
] Broken Glass [ Broken Glass Broken Glass [T Broken Glass
Gas Parameters:
Annulus gastypelHydmgen v] [Air v] [Ail v] ’Ail -
Annulus pressure (torr) 7.5e-05 750 750 0

Heat Loss at Design:
Estimated avg. heat loss (W/m) 192 1100 1500 0

Optical Effects:

Bellows shadowing 0.963 0871 0971 0.963

Dirt on receiver 1 088 1 098

* The variant weighting fractions and Varation 4 inputs are not part of the library,

r Total Weighted Losses
Heat loss at design 192 W/m

Optical derate 0892123
Figure 15: Characteristics of the receiver [SAM screenshot, NREL. System Advisor Model 2017.9.5]




The solar field

The receivers selected are Siemens UVAC 2010 and only this kind has been chosen for the solar field,

Table 9 and Table 10 show its characteristics.

Gl Gl
Absorber Absorber ass ass Absorber Inner Absorber Absorber
. envelope envelope .
tube inner tube outer inner outer flow plug surface flow material
diameter diameter diameter diameter diameter roughness pattern type
0.066 m 0.07 m 0.109 m 0.115m 0Om 0.000045 m tube 216L
Estimated
Annulus .
Absorber Envelope Envelope Envelope Annulus ressure avg heat Bellows Dirt on
absorptance absorptance emittance transmittance gas type P [torr] loss shadowing  receiver
[W/m]
0.96 0.02 0.89 0.965 hydrogen  0.000075 192 0.963 1
Table 9: Characteristics of the receiver [SAM, NREL. System Advisor Model 2017.9.5]
T [°C] 100 150 200 250 300 350 400 450
Absorber | 06 0.0778  0.0833 0.089 0.0951 0.1015  0.1082  0.1152
emittance

Table 10: Absorber emittance of the receiver [SAM, NREL. System Advisor Model 2017.9.5]

The definition of the less clear parameters is clarified in Table 11.

Absorber The ratio of radiation absorbed by the absorber to the radiation incident on

absorptance the absorber.

Absorber The energy radiated by the absorber surface as a function of the absorber's

emittance temperature. You can either specify a table of emittance and temperature
values or specify a single value that applies at all temperatures.

Envelope The ratio of radiation absorbed by the envelope to the radiation incident on

absorptance the envelope, or radiation that is neither transmitted through nor reflected
from the envelope. Used to calculate the glass temperature. (Does not affect
the amount of radiation that reaches the absorber tube.)

Envelope The energy radiated by the envelope surface.

emittance

Envelope The ratio of the radiation transmitted through the glass envelope to the

transmittance  radiation incident on the envelope, or radiation that is neither reflected nor

refracted away from the absorber tube.

Annulus gas

Gas type present in the annulus vacuum. Choose from Hydrogen, air, or

type Argon.

Annulus Absolute pressure of the gas in the annulus vacuum, in torr, where 1 torr =

pressure 133.32 Pa.

Estimated avg  An estimated value representing the total heat loss from the receiver under

heat loss design conditions. SAM uses the value to calculate the total loop conversion

(W/m) efficiency and required solar field aperture area for the design point values
on the Solar Field page. It does not use the value in simulation calculations.

Bellows An optical derate factor accounting for the fraction of radiation lost after

shadowing striking the mechanical bellows at the ends of the receiver tubes.

Dirt on An optical derate factor accounting for the fraction of radiation lost due to

receiver dirt and soiling on the receiver.

Table 11: Receiver’s parameters, SAM help page [NREL. System Advisor Model 2017.9.5]
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3.8. Tanks

The SAM model opens up the possibility of integrating thermal storage into the system. Its aim is to
increase the stability of the solar field production reducing the fluctuation of the thermal power
produced by the solar field. The production time of heat sink power is extended, and the variability in
the production is reduced. The power production during the hours of peak are maximized because the
exceeding quantity produced is stored and thus, it is not wasted. Both a cold and a hot tank are
designed, respectively, to store the supply and return fluid.

Thermal storage capacity is conventionally expressed in SAM in terms of equivalent full-load hours of
TES. The magnitude of this value indicates the number of hours that thermal storage can supply
energy to operate the power cycle at its full design point output. The realized number of storage hours
is usually less than the number specified, since thermal losses and unavailable storage volume are not
included in the sizing calculation. The total TES thermal capacity (Exs) is equal to the design-point
power cycle thermal requirement (W) times the total number of desired storage hours (At) divided
by the design-point cycle efficiency (Meycie,des), Which is constant and equal to the value specified when
setting the data.

W, - At

E — _ des tes
tes

cycle,des

System Advisor calculates the actual volume of heat thermal fluid (\_/tes) required to achieve this
energy content, using average material property values for the hot and cold tank design temperatures,

where P i o 1 the average density and C ., 1S the specific capacity of the material.

Etes

Vtes =
p tes,aveC tes,avef hx(T sf,out_T sf,in)

The design temperature difference is equal to the hot solar field outlet temperature (Ts;ou) minus the
cold inlet temperature (Tstin) times the heat exchanger derate factor (fix). This factor is equal to the
ratio of the realised temperature difference on the storage side of the heat exchanger to the solar field
temperature difference [Michael J. Wagner and Paul Gilman, 2011].

3.9. Simulation of a solar plant installed in Zaragoza
In this simulation, the number of hours that the storage system can supply energy at the design point is
set to 6 hours and the target solar multiple is set to 2.5. This combination allows a right compromise
between a feasible oversizing of the solar field (2.5 times larger than the required in design conditions)
and the possibility to exploit the energy surplus.
As a matter of fact, the tank stores the energy produced that is not immediately necessary and it allows
to expand the operating hours of the power cycle.
If the tank capacity rises, there is the drawback of increasing losses, when the solar multiple and thus
the solar field size do not increase, because the production never reaches the maximum capacity of the
tank.
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Figure 16: Monthly values of the highlighted values resulting from SAM
[SAM screenshot, NREL. System Advisor Model 2017.9.5]
The graphs in Figure 16 present monthly profiles that result from the SAM calculation [SAM
screenshot, NREL. System Advisor Model 2017.9.5] of the case analysed.
The representation of the values derives from the annual hourly simulation. The day taken as reference
for each month is the average daily profile (hourly values) for each month of the year.
The power values highlighted represent values which are of main concern. As it can be seen from the
graphs, the curve of field thermal power leaving in HTF, that is the power transported out from the
receiver to the tank or directly to the heat exchanger, is correlated to the profile of field thermal power
incident. The latter is obtained from the input weather data, whereas the other power values result
from the simulation.
The first difference between these two values is due to the decrease of the power incident on the solar
field by the cosine of the incidence angle. This angle defines the angular difference between the
normal to the aperture plan of the collector and the incoming solar radiation.
Obviously, the bigger the difference, the less are the cosine angle and the optical efficiency, and as a
result the less is the radiation exploitable.
This value is represented in the charts in Figure 16 as the field thermal power incident after cosine.
Analysing the other differences, it is worth to note the reduction of the receiver thermal power incident
(Figure 16). The difference between these curves and the field thermal power incident after cosine lies
in optical and thermal losses.
As shown in Figure 16, the receiver thermal power absorbed and the field thermal power leaving in
HTF diverge slightly from the receiver thermal power incident, the second one decreasing only during
the first operating hours and the last few hours before sunset. This effect could depend on the delay of
the receiver to rise its temperature when heated by the solar radiation. Indeed, it can be noticed that in
winter this difference between the curves is more significant than in summer. Moreover, the fact that
the difference occurs the last hours before sunset, is due to the decreasing ambient temperature and
consequentially due to increasing thermal losses.
In conclusion, the heat sink thermal power is limited by the set value of SMW and the availability of
the resource, which is influenced by the power leaving in HTF and the discharging of the tank.
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Figure 17: 6h tank capacity — 2.5 solar multiple [SAM screenshot, NREL. System Advisor Model 2017.9.5]

According to the graphs in Figure 17, the heat sink thermal power represented is different each month.
In summer, it can almost reach the maximum set (5 MW) for 12 hours, thanks to the high solar
radiation and intensive production; whereas in winter it can guarantee a lower value, approximately 2-
3 MW, only for 6 hours.

Therefore, these power values show the available hours of production that the solar field is able to
guarantee at nominal power (in summer) and at a maximum seasonal reduced value (in winter). It is
the aim of this project to exploit the solar field with the maximum efficiency and feasibility, thus it is
the solar field itself that imposes the operating hours of the system depending on the solar radiation
availability.

This choice results in a better exploitation of the solar field and it assures that the solar source has the
main role amongst the sources employed in the system for producing energy.
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3.10.Parameters influencing the production

The solar field

Hereafter, a parametric analysis is conduced to show how the solar field production responds to the
change of the tank size and to the oversizing of the reflective surface of the solar field.

3.10.1. Tank size
Several simulations were conducted varying the number of hours during which the storage system can

supply energy when fully charged.
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Figure 18: 2h tank capacity — 2.5 solar multiple [SAM screenshot, NREL
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Figure 19: 4h tank capacity — 2.5 solar multiple [SAM screenshot, NREL. System Advisor Model 2017.9.5]
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Figure 20: 8h tank capacity - 25 solar multiple [SAM screenshot, NREL. System Advisor Model 2017.9.5]

2h tank | 4h tank 6h tank 8 h tank
Tank diameter [m] 3.9 5.6 6.8 7.9
Storage tank volume [m?’] 184 367 551 734
TES thermal losses [MWh-t] | 110.083 | 162.331 203.917 | 239.770

Table 12: Tank characteristics with changing capacity [NREL. System Advisor Model 2017.9.5]

Table 12 compares the results of the simulations between models with different capacity tank values
and fixed solar multiple equal to 2.5. As it can be seen, increasing the capacity of the tank provokes
the increase of thermal losses.

Besides, comparing the charts in Figures 18, 19 and 20 there is a difference between the curves that
represent in each figure the field thermal power leaving in HTF, and there is a noticeable difference
between the curves of the TES charge thermal power as well. This effect is due to the different
exploitation of the energy produced by the solar field. The field thermal power incident after cosine
does not change with the tank capacity, because it does not lead to a direct change in the solar field.
On the other hand, when rising the tank capacity, more energy can be accumulated in the tank during
periods of power production exceeding the nominal value. Thus, when the instant energy produced is
not able anymore to cover the demand, the tank discharges the hot fluid stored to reach the design
value as long as the remaining charge in the tank is available. Obviously, the availability of the stored
hot fluid increases when the tank capacity increases.

The rise of the values in the system with 8 hours of “capacity” is due to the opportunity to use more
advantageously the solar irradiation during the time of power surplus.

Drawbacks that appear when rising this parameter are increasing thermal losses and greater
investment.

3.10.2. Target solar multiple
This parameter represents the design ratio of the target receiver thermal power and heat sink power.
As mentioned before, this value can be used to oversize the receiver surface.
Herein a comparison between solar fields designed using different values of this parameter are
presented.

Changing both the tank capacity and the target solar multiple affects the annual net energy. In order to
clearly understand how it works and the interaction between the two parameters, the graph in Figure
21 is presented and Table 13 shows the results from SAM using different values of the parameters.
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Figure 21 and Table 13 compare the system behaviour varying both the solar multiple and the capacity
of the tank.

Annual net energy
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Figure 21: Annual net energy when changing solar multiple and size of thermal storage

Solar multiple

1 1.5 2 25 3 35 45
Actual number of loops 4 5 7 9 10 12 15
Total apert
OLAPCIIC  — g750 10900 15260 19620 21800 26160 32700
reflective area [m?]
Annual net 8351.9 10344.6 128935 142858 148004 156389 16529.5
energy [MWh-t]
Annual gross 8410.8 10383.1 12917.6 14299.0 14810.8 15647.0 165364 2h tank
energy [MWh-t]
Annual electricity
. . 1 2.4 . 105. 113,
load [MWhee] 953  88.0 93 9 95.6 05.6 3.6
Annual net 83235 10399.7 127937 15634.6 163356 17428.7 18604.2
energy [MWh-t]
Annual gross 8408.0 104524 138254 15650.5 16347.6 17437.3 18610.9 4h tank
energy [MWh-t]
Annual electricity
1200 1024 1091 1075 1111 1221 1317
load [MWh-¢]
Annual net 8302.0 103765 142865 167625 175889 18962.4 204937
energy [MWh-t]
Annual gross 84073 10440.1 143237 167807 17602.3 189712 20500.4 6h tank
energy [MWh-t]
Annual electricity
139, 112. 1194 120. 123. 1362 147.
Joad [MWhee] 39.8 9 9 0.0 3.8 36 7.8
Annual net 8284.0 10353.9 14481.6 17599.9 18679.0 20275.0 22107.0
energy [MWh-t]
Annual gross 8407.5 104267 14524.1 176202 18693.7 20284.1 22113.5 8h tank
energy [MWh-t]
Annual electricity
1573 1217 1265 1296 1349 1482 1618

load [MWh-¢]

Table 13: Different solar field results when changing solar multiple and size of thermal storage

[NREL. System Advisor Model 2017.9.5]



The solar field

As Figure 21 and Table 13 show, the result of the analysis is that by setting a solar multiple of 1.5 or
1, the annual net energy is higher when using a smaller tank rather than an 8h one. This is due to the
fact that the benefit of a bigger tank is not exploitable without oversizing or with a slight oversizing of
the collector field. Indeed, a bigger tank leads to a bigger amount of energy losses and it is not fully
exploitable. The annual energy produced significantly changes increasing the value of the solar
multiple to 2.5. In fact, it grows almost proportionally with the increase of the solar multiple because
the aperture area of the collectors and thus the solar field dimension rise.

On the other hand, changing the dimension of the tank for fixed low value of the solar multiple, does
not significantly affect the outcome because the system is designed so as to never exceed the limit
(with the solar multiple equal to 1) or to rarely exceed the nominal value (with the solar multiple equal
to 1.5). This implies that the tank is seldom employed, because no exceeding energy must be stored,
causing no improvement in increasing its capacity. As can be seen from Table 13, when the value of
the solar multiple is 3.5, only in the case of installing a bigger tank the oversizing of the solar field
appears worthwhile. Simulating the system, increasing the solar multiple from 2.5 to 3 results that it
does not imply an equally proportional rise in the annual net energy. The ratio between the annual net
energy values resulting from the simulation with the parameter set as 3 and 2.5 is less than the ratio
between these parameters as well as between the total aperture reflective area. The same result occurs
between 3.5 and 3. For each variation of the tank capacity, the effect is the same varying the parameter
using these values. This suggests that it is not viable to rise the solar multiple over 2.5. A similar
analysis is conducted to determinate if it is more convenient to design the field setting the value as 2.5
or less. Using this analytical approach, it results that the best fit is 2.5. When analysing in the same
way the parameter of the tank capacity, it results that the best improvement in the annual energy
production of the system is obtainable rising the capacity up to 6h. Therefore, the analysis of the field
proceeds with the design parameters of 6 hours that the storage system can supply energy and with the
target solar multiple set as 2.5.

B AR AN AARA AR AR AR AN AN
MWt |am |am |am |am|am |am [am |am am pm pm |pm [pm |pm | pm |pm |pm |[pm |pm am
1.71 223 1.89 1.78 2.02 224 1.66 1.11 044 0.01

0o 0 o 0 O 0 0 047 216 241 246 252 29 311 343 263 171 08 0.18 007 0 0 0 0
0o 0 0o 0 O 0 054 338 398 3.8 3.75 356 393 3.8 3.72 3.69 3.06 2.66 2.08 1.76 145 135 052 0
0 0 0 O 0 0.1 333 39 398 391 394 399 4.1 4.03 385 3.79 34 3.09 2.79 2.61 244 233 1.72 0.02
0 0 0 0 0 241 406 4.15 434 433 442 444 433 42 438 429 412 407 3.83 349 3.08 258 242 13
0 0 0 0 0 315 429 454 459 455 456 452 446 444 445 433 424 4.09 397 371 35 35 34 222
0 0 0 O 0 286 483 487 487 487 487 488 486 487 487 487 482 475 471 4.62 436 436 444 296
0 0 0 O 0 016 407 458 461 469 477 475 472 484 479 476 472 4.6 442 3.77 338 3.18 294 0.76
0o 0 o 0 O 0 231 391 397 4.03 4.11 432 417 431 433 4.07 3.55 327 3.05 2.7 255 217 081 0
0o 0 o 0 O 0 0.03 238 3.11 3.13 321 334 341 339 324 242 166 081 027 016 0.13 O 0 0
0o 0 o 0 O 0 0 052 255 253 228 22 262 325 195 1.06 049 O 0 0 0 0 0 0

0o 0 o 0 O 0 0 0 137 176 144 137 189 234 12 083 04 O 0 0 0 0 0 0

Table 14: Mean hourly heat sink thermal power for each month (MWt) [NREL. System Advisor Model 2017.9.5]
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A minimum value of 0.5 MW of heat sink thermal power obtainable from the solar field is considered

as a limit to control the operating time of the system.
In order to illustrate clearly the operating model of the system, Figure 22 represents the mean hourly

value of heat sink thermal power in each month, the values below the limit are considered as a power
of zero. To obtain a better representation of the problem, the data of 12 am and 1 am are moved in the

graphs in Figure 22 and 23 at the end of the day.

Mean hourly heat sink thermal power
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Figure 22: Mean hourly heat sink thermal power for each month

The graphs in Figure 23 (from 23a to 231) represent the average daily profile of the power production
of the solar field for each month of the year. Table 15, as a resume of the graphs later presented, shows

the operating hours of the solar field.
Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct

Nov | Dec

Operating | o 0 | 5 | 17 1919190181711 ] 9 | 8
hours

Table 15: Daily operating hours of the plant for each month
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Figure 23a: Mean hourly heat sink thermal power, January
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Feb

Figure 23b: Mean hourly heat sink thermal power, February

3,5

we 00:T0
we 00:ZT
wd 00:TT
wd 00:0T
wd 00:60
wd 00:80
wd 00:£0
wd 00:90
wd 00:50
wd 00:%0
wd 00:€0
wd 00:20
wd 00:T0
wd 00:2T
we Q0:TT
we 00:0T
we 00:60
we 00:80
we 00:£0
we 00:90
we 00:50
we 00:+0
we 00:€0
we 00:20

4,5

3,5

= 2,5

15

0,5

we 00:T0
we 00:CT
wd Q0:TT
wd 00:0T
wd 00:60
wd 00:80
wd 00:20
wd 00:90
wd 00:50
wd 00:70
wd 00:€0
wd 00:20
wd 00:T0
wd 00:TT
we Q0:TT
we 00:0T
we 00:60
we 00:80
we 00:£0
we 00:90
we 00:50
we 00:%0
we 00:€0
we 00:20

Figure 23c: Mean hourly heat sink thermal power, March
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Figure 23d: Mean hourly heat sink thermal power, April

34



The solar field

May

I We00:T0
I e 00:CT
P Wd 00:TT
s Wd 00:0T
s Wd 00:60
s Wwd 00:80
P Wd 00:£0
wd 00:90
wd 00:50
wd 00:+0
wd 00:€0
wd 00:20
wd 00:TO
wd 00:¢T
we Q0:TT
we 00:0T
we 00:60
we 00:80
we 00:£0
we 00:90
we 00:S0
we 0070
we 00:€0
we 00:20

Figure 23e: Mean hourly heat sink thermal power, May
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Figure 23f: Mean hourly heat sink thermal power, June

Jul

Figure 23g: Mean hourly heat sink thermal power, July
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Figure 23h: Mean hourly heat sink thermal power, August
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Figure 23i: Mean hourly heat sink thermal power, September
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Figure 23j: Mean hourly heat sink thermal power, October
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Figure 23k: Mean hourly heat sink thermal power, November
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Figure 231: Mean hourly heat sink thermal power, December
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4. Biomass boiler

In order to increase the power from renewable energy of the system, as well as to allow a more stable
operation of the power ORC, a biomass boiler supports the solar field. During conditions of cloudiness
or in winter or whenever the solar radiation is not able to guarantee the required power of 5 MW, the
biomass boiler supplements the solar field production to reach that target.

SAM performs the simulation varying both the inlet temperature and the mass flow of the HTF, trying
to adjust the heat sink thermal power to an almost constant value.

When it results impossible, a biomass boiler provides the necessary power to reach the nominal value
of the ORC thermal input power. The boiler is installed in parallel with the solar system as shown in
Figure 6. The design power of the boiler is 5 MW so as to cover the demand of the ORC and its use is
only considered as support of the solar field during the operating hours of the collectors.

Therefore, the mean energy that the boiler should provide to the thermal fluid can be estimated, on
average, from the charts in Figure 22 that shows how the collectors exploit the solar source.

The graph in Figure 24 and Table 16 show the mean hourly values of power of the boiler in each
month during a year. To obtain a better representation of the problem the data of 12 am and 1 am are
moved in Figure 24 at the end of each day.

JAN FEB MAR APR MAY JUN JUL AUG SEP OCT NOV DEC

02:00 AM 0 0 0 0 0 0 0 0 0 0 0 0
03:00 AM 0 0 0 0 0 0 0 0 0 0 0 0
04:00 AM 0 0 0 0 0 0 0 0 0 0 0 0
05:00 AM 0 0 0 0 0 0 0 0 0 0 0 0
06:00 AM 0 0 0 0 0 0 0 0 0 0 0 0
07:00 AM 0 0 0 0 259 185 214 0 0 0 0 0
08:00 AM 0 0 446 167 094 071 0.17 093 2.69 0 0 0
09:00 AM 0 0 1.62 1.10 085 046 0.13 042 1.09 262 448 0
10:00 AM | 329 2.84 1.02 1.02 066 041 0.13 039 1.03 1.8 245 3.63

11:00 AM | 2,77 2.59 1.20 1.09 067 045 0.13 031 097 187 247 324
12:00 PM | 3.11 2.54 1.25 1.06 058 044 0.13 023 089 1.79 272 3.56
01:00 PM | 322 248 1.44 1.01 056 048 0.12 025 068 1.66 280 3.63
02:00 PM | 298 2.10 1.07 090 067 054 0.14 028 083 1.59 238 3.1
03:00PM | 2.76 1.89 1.20 097 080 056 0.13 016 069 161 175 2.66
04:00 PM | 334 1.57 128 1.15 062 055 013 021 067 1.76 3.05 3.80
05:00 PM | 3.89 237 1.31 1.21 0.71 0.67 0.13 024 093 2.58

w
Ne)
=
N
—
3

06:00 PM 0 3.29 194 160 088 0.76 0.18 028 145 3.34 0 0
07:00 PM 0 420 234 191 093 091 025 040 1.73 4.19 0 0
08:00 PM 0 0 292 221 1.17 1.03 029 058 1.95 0 0 0
09:00 PM 0 0 324 239 .51 129 038 1.23 230 0 0 0
10:00 PM 0 0 355 256 1.92 150 0.64 162 245 0 0 0
11:00 PM 0 0 3,65 267 242 150 0.64 182 283 0 0 0
12:00 AM 0 0 448 328 258 160 056 206 4.19 0 0 0
01:00 AM 0 0 0 0 370 278 204 424 0 0 0 0

Table 16: Mean hourly values of power of the boiler in each month during a year
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Mean Boiler operating mode
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Figure 24 Mean hourly biomass boiler thermal power for each month

The monthly and the total amount of energy provided by the solar field and the boiler along a year are
presented in Table 17.

Total
0;;[;1:15;@ Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec| tot
Solar field | 453 676 1458 1716 2178 2296 2683 2305 1729 933 569 378 | 17374
Es
Boil
°E‘ber 787 724 1177 834 767 554 262 485 821 772 781 862 | 8826
Fiol 37% 48% 55% 67% 74% 81% 91% 83% 68% 55% 42% 30% | 66%
Fint 63% 52% 45% 33% 26% 19% 9% 17% 32% 45% 58% 70% | 34%

Table 17: Thermal energy production and percentages of solar and biomass production

The solar factor and the integration factor with another source are calculated from the relations:

E

tot Eb + Esol

Fo = 100%

sol

tot
F :1_5% 100%
tot

Where E; is the net energy produced by the solar resource and E, is the total production of the plant.

FSO| is the solar factor,

Fint is the integration factor of the biomass boiler.

In each month, to calculate the factors it is considered the energy produced by the solar field and by
the boiler.
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4.1. Biomass technology
Biomass material is defined as carbon-based organic matter available on a renewable basis.
Considering the technology, the boiler is similar to the traditional one that uses fossil fuels as energy
source, whereas they differ in the fuel. A boiler simply burns the fuel in a chamber, where it has the
possibility to transmit the heat released by the combustion to a thermal fluid that rises its temperature,
exploiting the calorific value of the energy resource. Common forms of biomass include forest and
mill residue, agricultural crops and waste, wood and wood waste, fast-growing trees and plants.
Considering the source, the emission of CO; during the combustion, does not rise the overall content
of carbon dioxide in the atmosphere, because the amount released during the combustion of biomass
materials was previously absorbed by the trees or plant products. Thus, biomass fuels are considered
carbon free and renewable [www.thegreenage.co.uk, 08/2018].

The boiler considered is a moving grate furnace with a nominal power of 5.9 MWt fed with woodchips
(70%), and a small share of wood from sawmills (30%). The feedstock is pre-treated in the drying
section till the water content is in the range 15-25% on a wet basis. Woodchips are loaded into the
boiler by means of racks moved by hydraulic cylinders that operate at regular time intervals. The
output ash from the combustion is collected and properly disposed [Dario Prando et al., 2015]. The
characteristics are described in Table 18.

Power load (%)

79 94
Thermal power (kWt) 4160 4709
Input power (kWt) 6300 7143
Biomass consumption (kg/h) 1454 1703
Biomass water content on wet basis (%)  14.4 15.6
Biomass LHV (MJ/kg) 15.6 15.1
Ash production (on dry basis) (kg/h) 11.2 11.5
Thermal efficiency (-) 0.662  0.660

Table 18: Biomass boiler properties [Dario Prando et al., 2015]

The biomass price can vary between 10 and 25 €/ MWh [A. Guercio, R. Bini, 2017]. Therefore, based
on data shown in Table 18, LHV equal to 15.5 MJ/kg, efficiency equal to 0.66 and 15 €/ MWh have
been considered in order to continue the analysis [A. Guercio, R. Bini, 2017]. In Table 19 the values
of energy produced by the biomass boiler, the biomass consumed and the cost for the raw material are
shown.

T

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec of

annual

Boiler | 0 704 1177 834 767 554 262 485 821 772 781 862 | 8826
[MWh]

Biomass | 777 255 414 203 270 195 92 171 289 272 275 303 | 3106
[ton]

Price [€] | 11805 10860 17655 12510 11505 8310 3930 7275 12315 11580 11715 12930 132390

Table 19: Energy production of the biomass boiler and cost
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S.Organic Rankine Cycle

The ORC is a power cycle that employs an organic fluid as working fluid operating a Rankine cycle.
Its purpose is to obtain mechanical energy from a heat source.

When the enthalpy level of the heat source, as well as the temperature, is low the Organic Rankine
Cycle is very useful due to its potential industrial applications to medium temperature processes
[Monica Borunda et al., 2015].

Compared to steam at the same pressure levels, organic fluids are characterized by lower evaporation
and condensation temperatures. This difference has further substantial implications. The main
differences between the traditional steam technology and the ORC are [Sylvain Quoilin et al., 2013]:

O

The shape of the organic fluids saturation curve makes the expansion transformation occurs
only in the vapour phase. This avoids that liquid-drops fall on the turbine’s blades, therefore
reducing the risk of corrosion. It is not necessary in a ORC cycle to superheat the fluid after
the evaporation process.

The possibility to choose the most appropriate working fluid depending on the environment
and on the available conditions of the heat source.

The temperature of the source could be at much lower temperature thanks to the lower boiling
point of the organic fluid selected, thus the solar field provides energy at a right thermal level.
In an ORC the high-pressure level generally does not exceed 30 bar, whereas in a steam cycle
normally reaches pressures of about 60-70bar. The advantage in lowering the pressure is
reducing thermal stress and thus the complexity and the cost of the boiler or the heat
exchanger.

The efficiency of ORCs does not reach efficiency values of the steam Rankine cycles, but
complexity of the first ones is typically lower.

Higher operation flexibility and better performance in different conditions than the nominal
values allow electricity production at reduced inputs.

In steam cycles, turbine with a high number of stages are used, whereas in ORCs the reduced
enthalpy-drop and the lower pressure ratio over the turbine allow to employ single or two-
stage turbines or other expanders, such as scroll or screw [S. Quoilin et al., 2013]. Lower costs
mean a crucial advantage.
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Figure 25: Temperature and power range of application of ORC technologies [www.exergy-orc.com, 07/2018]
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5.1. Equipment
In this paragraph the information is gathered from the work of M. Astolfi [2016].

Any ORC cycle mainly consists of four classes of components: the heat exchangers (elements a., c., d.,
e. and f. in Figure 27), the expander (element g. in Figure 27), the pump (element b. in Figure 27), and
the generator unit (element i. in Figure 27). Besides them, some other components are usually required
for a safe and stable operation of the system and for its control.

5.1.1.Heat exchangers
These components are used in several points of the system: for connecting the solar field loop with the
power cycle and for the heat release to the environment in the condenser, moreover it is added a
preheater for recovering the thermal energy coming out of the expander.

5.1.2.The primary heat exchanger
Considering a subcritical cycle, the structure of the primary heat exchanger consists of a economizer,
an evaporator and a superheater.

5.1.3.Condensers
The condenser technology considered uses cold water that is previously cooled by ambient air. Vapor
that has been previously expanded through a expander, encounters the cold tubes, it condensates and it
is eventually subcooled.

5.1.4.The preheater
This piece of equipment increases the efficiency of the cycle and reduces the amount of energy
released to the environment. In the case analysed, the preheater handles the fluid outgoing from the
expander, which still has high temperature, to preheat the fluid before entering the heat exchanger.
This equipment has two positive effect. On one side lowering the enthalpy of the fluid outgoing from
the expander, the heat exchanged in the condenser diminishes because it receives a fluid at reduced
enthalpy. On the other side, the demand of the primary heat exchanger falls, almost in the same
amount of the energy that can be recuperated from the fluid outgoing from the expander. As a
disadvantage the work of the expander falls but the total efficiency of the cycle is increased.

5.1.5.The expander and generator
The expander is the key component of an ORC. It converts the energy contained in the fluid as
pressure and temperature (enthalpy) to mechanical energy that will be consequentially converted into
electricity in the generator.
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Figure 26: Optimum operating map for 3 expander technologies and 3 targets [S. Quoilin et al., 2013];

Considering the variety of turbomachines commercially available, the best fit for the system studied
for medium/large power plants, with typical power output between 500 kW and 15 MW and integrated
in an ORC application are axial turbines which are able to support applications with low grade heat
sources.
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Screw and scroll expanders are volumetric expanders, the work they produce depends on the pressure
variations due to the changing volume of the chamber where the fluid is contained. The velocity of the
fluid flowing through the expander is quite small whereas the pressures are extremely higher than in
turbines.

Turbines are dynamic expanders, that convert the high internal energy of the fluid in mechanical
energy, besides, the velocity of the fluid flowing through the turbine is significantly high [Andreas P.
WeiB, 2015].

Axial turbines are less affected than radial turbines by ambient temperature variations, allowing almost
constant efficiency when varying the operating conditions [www.turboden.eu]. In fact, in the ORC
Turboden technology [www.turboden.eu] the turbine is axial, which is the most in use turbine
configuration in the power industry, and it will be then considered as reference for the case studied.

In ORC cycles are usually employed single or two-stage turbines. Two stages-turbines can achieve a
higher efficiency exploiting the repartition of the whole volume flow variation on two or more stages
[E. Macchi, M. Astolfi, 2017].

5.1.6.Pumps
The technology usually employed in the ORC cycle is usually a centrifugal pump. It employs the
effect of centrifugal force of its impeller, which rotating converts the mechanical energy of its engine
into kinetical energy, then transfers its kinetical energy into to the fluid rising the fluid’s pressure.

5.1.7.The plant
In Figure 27, the plant layout of the ORC cycle considered is shown. The heat source, represented by
the assembly of the solar field and the biomass boiler, heats the thermal fluid. The temperature goes up
from c4 to c1 condition. The thermal fluid that comes out of the heat source flows throughout the
primary heat exchanger (PrHE) and warms the working fluid of the power cycle in three stages:
superheater (f), evaporator (e) and economizer (d). The outlet working fluid at maximum temperature
of the ORC (6) is then expanded in a turbine (g) until condition (7). Mechanical work is converted into
electricity by the generator (i). The temperature of the fluid in this condition is still high therefore it
can pass throughout a recuperator (c) to preheat the cold fluid entering the PrHE to (3) condition.

The cooled fluid (8) then flows through the condenser and then into a pump to rise its pressure to the
higher-pressure level of the cycle.

L Heat source J

c4 cl

Condenser
Pump
Recuperator
Economizer
Evaporator
Superheater
Turbine
Gear box
Generator

c3 2 ‘

TFamteoapo

f
o

Figure 27: Plant layout for a single pressure level cycle [M.Astolfi, 2016]
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_.
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Figure 28: Turboden [www.turboden.eu]

5.2. Model
The Organic Rankine Cycle is modelled within the EES environment [EES, S.A. Klein and G. Nellis,
2018].
The large data bank of thermodynamic and transport properties built into EES is helpful in solving
problems in thermodynamics, fluid mechanics, and heat transfer. EES can be used for many
engineering applications.
To solve the model presented as follows, the equations of state of the fluid analysed have been
employed, it has been possible to use data provided by the EES library.
EES calculates the thermodynamic properties of the fluid R245fa using the equation of state developed
by Eric W. Lemmon and Roland Span [2006].
It calculates the thermodynamic properties of the fluid R141b using the equation of state provided by
Martin-Hou [1995].
Whereas for the fluid R123, the equation of state developed by Reiner Tillner-Roth [1998] provides
the properties.
At first, the design condition of the solar field is being considered to estimate the power produced and
design equipment.
Moreover, the values set for the heat exchanger are:

Tcal = 130 °C, organic fluid temperature during the phase change in the evaporator;

iTrec = 50 K, superheating temperature difference;

dTecal = 20 K, temperature difference between the incoming thermal hot oil and the organic fluid;
dTpcal = 10 K, pinch point, minimum temperature difference between the thermal hot oil and the
organic fluid inside the heat exchanger.

In the same way, some values in the condenser are set as follows.

Tcon = 40 °C, organic fluid temperature during the phase change in the condenser;

dTecon = 10 K, temperature difference between the incoming cooling and the organic fluid,

dTpcon =5 K, pinch point, minimum temperature difference between the cooling fluid and the organic
fluid inside the condenser.
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Figure 29: Pinch point condition in the heat exchanger
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Figure 30: Pinch point condition in the condenser

5.3. Fluids
5.3.1.Criteria for selecting organic working fluids
The selection of working fluid for the ORC is critical, the fluid must have physical and

thermodynamic properties that match the conditions of the cycle. Moreover, it must meet safety
requirements and economic costs.

Thus, the main parameters to consider in the selection of working fluids are [Tchanche BF et
al.,2011]:

1. Environmental: low environmental impacts (low ODP, low GWP and low atmospheric

lifetime).
e The selected working fluids should be not phased out by relevant national
regulations

2. Safety: good safety characteristics (non-toxic and non-flammable). Non-flammable fluids
avoid explosions.

3. Chemical stability: good thermal and chemical stability (stable at high temperature), and good
compatibility with materials (non-corrosive).
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4. Physical properties:

Vapour saturation curve with zero or positive slope (ds/dT) (isentropic or dry
fluids);

High latent heat of vaporization;

High density (liquid/vapor phase);

High specific heat;

Moderate critical parameters (temperature, pressure);

Acceptable condensing and evaporating pressures (>1 bar and <25 bar resp.);
Good heat transfer properties (low viscosity, high thermal conductivity);
High thermodynamic performance (high energetic/exergetic efficiency);

5. Thermodynamic properties:

Positive slope of the vapour saturation curve on T-S diagram to assure that all
expansion states exist on the superheat region;

Critical temperature above the evaporation temperature of the cycle;

Low specific volume ratio over the turbine in order to reduce volumes;

Even though working fluid cost is a small part of the entire investment because the
fluid is enclosed in ORC without the leaking loss, low cost and good availability is
requested.

The working fluid should be known in state-of-the-art ORC applications or in the
scientific literature.

A determining factor in the choice of the fluid to adopt in a cycle, are the critical
temperature and pressure. Furthermore, in addition to the thermodynamic
properties, legislative requests are very important conditions to be observed. The
protection of the ozone layer and the reduction of emissions of greenhouse gases
are at the root of various regulations and understandings as the Montreal Protocol
which is the most important agreement on substances [Montreal Protocol, 2006].

5.3.2.Analysis
A comparison between three fluids flowing through the power cycle as possible different options is

presented in the analysis. The same input variables of temperature and pinch point values are used to
model the cycle analysing how three different fluids behave throughout the cycle. The efficiency of
the ORC and the electrical power that result from the cycle for each fluid, are indexes of the
thermodynamic behaviour of the fluids. As it can be seen from the Tables 20, 21 and 22, the
efficiencies do not considerably deviate from each other. Therefore the fluids behave almost in the
same way when working at these temperature levels. The latter are generally considered for ORC

application when the source is a solar source such as parabolic trough collector technology [Moénica
Borunda et al., 2015].

The input variables are the values set for the heat exchanger proposed above and the heat power,
SMW, provided by the solar field.
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2,25

Ti pi si xi hi
R123 .
[°Cl  [bar] [kM(kgK)] |1 [ki/kg]
1 40 1.55 241.89 1.1425 0
2 40.9 14.61 2432 1.1437 -100
3 923 14.61 299.64 1.3093 -100
4 130 14.61 345.37 1.4275 0
5 130 14.61 457.71 1.7062 1
6 180 14.61 508.26 1.8233 100
7 121 1.55 470.19 1.8476 100
8 48.9 1.55 413.75 1.6909 100
9 40 1.55 407.15 1.6702 1
10 40 1.55 241.89 1.1425 0
nglob 0.17 [-1
Whet 850 [kW]
Table 20: Results of the power cycle with R123, EES
R123
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Figure 31: Graph of the power cycle with R123, EES!

! The comma is the decimal separator in the figures that directly derive from EES data.
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Ti pi si xi hi
R141b |
[°C]  [bar] [kJ(kg'K)] []  [kJ/kg]
1 40 1.33 0.3114 0 85.06
2 41.4 12.51 0.3166 -100 86.7
3 85.1 12.51 0.4796 -100 141.78
4 130 12.51 0.6375 0 202.59
5 130 12.51 1.0328 1 361.98
6 180 12.51 1.1579 100 415.47
7 113.1 1.33 1.1901 100 366.61
8 48.5 1.33 1.0343 100 311.54
9 40 1.33 1.0127 1 304.66
10 40 1.33 03114 0 85.06
nglob  0.166 [-]
Wnet 8325  [kW]
Table 21: Results of the power cycle with R141b, EES
R141b
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Figure 32: Graph of the power cycle with R141b, EES!
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Ti pi si xi hi
R245fa

[°C] [bar]  [kJ/(kg K)] [-] [kJ/kg]
1 40 2.5 1.179 0 252.57
2 41.3 23.39 1.1812 -100 254.87
3 94.1 23.39 1.4022 -100 330.17
4 130 23.39 1.5584 0 390.4
5 130 23.39 1.8003 1 487.88
6 180 23.39 1.971 100 560.66
7 123.5 2.5 1.9978 100 518.64
8 49.5 2.5 1.7879 100 443.34
9 40 2.5 1.7577 1 433.74
10 40 2.5 1.179 0 252.57

nglob 0.166 [-]

Whet 828.8 [KW]
Table 22: Results of the power cycle with R245fa, EES
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Figure 33: Graph of the power cycle with R245fa, EES!
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Name

f hemical P

0 ) chemical | group ingredient name Tc [*C] ¢ ODP | GWP
working | formula | name [bar]

fluids

2,2-Dichloro-1,1,1-

R123 C,HF;CL, | HCFC 183.68 36.62 | 0.02 77

trifluoroethane

R141b | GHsFCL | Hepe | LI-Dichloro-1- 20420 | 4250 011 725
fluoroethane
11133

R245fa | C;H:Fs | HFC 154.05 |  36.40 ol 1030
Pentafluoropropane

Table 23: fluids specifics [ASHRAE, www.ashrae.org|

As HCFCs contribute both to ozone depletion and global warming, the use of HCFCs is being phased
out as part of global legislation [Montreal Protocol, 2006].

Even though some HCFCs can still be used, under the Montreal Protocol, it was agreed that ozone-
depleting substances, including CFCs and HCFCs, would be phased out globally.

Nowadays, when considering the most employed refrigerants in this kind of applications, CFCs are
viewed as the largest contributor refrigerants to ozone depletion. Nevertheless, HCFCs are
considerably less damaging to the ozone layer than the CFCs. The Montreal Protocol has imposed the
complete phase-out of HCFCs globally by 2040. On the other hand, HFCs are categorised as having
zero ODP (Ozone Depleting Potential) and medium to high GWP (Global Warming Potential). Thus,
they are considered more environmentally friendly alternative to CFCs and HCFCs [www.linde-
gas.com, 07/2018].

The Global Warming Potential is an index that compares the characteristic of capturing the solar
energy radiation of the substance considered to the CO2’s global warming ability as a reference index.
Moreover, the higher the index the more is the global warming potential and the more the considered
substance leads to an increasing global warming.

The Ozone Depleting Potential is a relative index that compares the depletion of the ozone caused by
the substance considered as a reference, which is the R11 (that is fixed as 1.0). The depletion of the
ozone layer is caused by substances (such as CFCs, halocarbons, methyl bromide, methyl chloroform)
that reach the stratosphere, thanks to their long atmospheric lifetime. There, ultraviolet light breaks
their chemical bonds, thus chlorine and bromine can be freed and react with the ozone layer, leading to
its degradation.

The effect of this degradation is the so-called ozone hole. This condition allows the most damaging
wavelengths of the ultraviolet light (UVB) to reach the Earth’s surface. UVB-wavelengths cause risk
of cancer, cataract and inhibition of the immune system.

R245fa has an ODP value of zero, it is non-toxic and non-flammable, moreover it has high heat
exchanger efficiency that leads to favourable heat transfer properties.

For this kind of technologies, such as stationary equipment, the Regulation No. 517/2014 [Official
Journal of the European Union,2014] claims that HFCs with GWP values higher than 2500 will be
banned from 1 January 2020. This is not the case of the R245fa that has a GWP of 1030 and therefore
it is below the limit.

This paper considers analysing the cycle proceeding with the R245fa refrigerant, that is one of the
main HFCs used in low-temperature solar ORC applications. R245fa has a lower pressure critical level
compared to other refrigerants, this leads to the use of cheaper equipment, such as heat exchanger and
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pump, in the power cycle [Bruno et al., 2008]. Besides, R245fa has a high molecular weight
(134.05g/mole), that is a great advantage considering the turbine technology. In fact, the rotational
speed or the number of turbine stages can be lowered, and it guarantees a not elevated mass flow rate
and a reasonable turbine nozzle area. [X.D. Wang et al., 2010].

5.4. Condenser
When the condenser of the power cycle is designed, two options can be considered.

5.4.1.Groundwater
In the first case, the organic fluid can be cooled by groundwater from the phreatic layer.
In the area of Zaragoza, the temperature of the groundwater is 10°C in winter and in summer it is
17°C. Therefore, the cycle with the condenser characterized by these temperature levels is analysed.
The available cold water Tf1 (see Figure 27), has been changed maintaining the temperature of the
evaporator (Table 24) and then, Tf1 has been fixed and the temperature of the evaporator has been
changed (Table 25).

Tev=130°C R245fa
tf1 [°C] nglob Wnet [kW] pcond [bar] Tcond[°C]

10 0.199 994.2 1.22 20

15 0.191 953.1 1.48 25

17 0.187 936.6 1.59 27

Table 24: Results of the power cycle changing the available cold temperature of the condenser
Tf1=15°C R245fa

Tev [°C] | nglob Wnet [KW] pev [bar] Tcl[°C]
150 0.209 1045 33.81 220
140 0.2 1001 28.15 210
130 0.191 953.1 23.39 200
120 0.18 899.9 19.29 190
110 0.168 841.1 15.74 180
100 0.155 776 12.69 170
90 0.141 704 10.09 160

Table 25: Results of the power cycle changing the temperature of the evaporator
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5.4.2. Ambient air
In the second case, water passes through the condenser and cools down the organic fluid. Then, it is
cooled by an air-cooled condenser.

Different ambient conditions lead to different available temperatures of the cooling fluid. Varying
condenser conditions allows giving an idea of how different external conditions or other temperature
values change the power output and the global efficiency; more possible options are considered.

By setting different values of the available temperature of the cooling fluid (Tf1) the results presented
in Tables 26 and 27 are obtained.

Tev=130°C R245fa
Tf1 [°C] | nglob Wnet [kKW] pcond [bar] Tcond[°C]
30 0.166 828.8 2.5 40
35 0.157 787 2.94 45
40 0.149 745.1 3.43 50
45 0.141 702.8 3.99 55
50 0.132 660.4 4.62 60
55 0.124 617.6 5.32 65
60 0.115 574.5 6.1 70
Table 26: Results of the power cycle changing the available cold temperature of the condenser
Tf1=30°C R245fa
Tev [°C] | nglob Wnet [KW] pev [bar] Tcl[°C]
150 0.186 928.1 33.81 220
140 0.176 880.9 28.15 210
130 0.166 828.8 23.39 200
120 0.154 771 19.29 190
110 0.141 706.8 15.74 180
100 0.127 635.3 12.69 170
90 0.111 555.8 10.09 160

Table 27: Results of the power cycle changing the temperature of the evaporator
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5.5. Operating conditions
To analyse the operating condition of the cycle during different situations, herein the characteristic of
ORC commercial equipment and data’s performance are presented (Figure 34).
The technology chosen to present the problem is a Turboden ORC [www.turboden.eu].

TURBODEN 6/7 HR 0g TURBODEN 10 to 14 HR o£ TURBODEN 18 to 24 HR og “TURBODEN 27 to 40 HR o0& TURBODEN 50 to 100 HR o0&
Range of  Reference Case  Rangeof  Reference Case  Rangeof  ReferenceCase  Rangeof  Reference Case Range of Reference Case
TD 6 HR TD 10 HR TD 22 HR SPLIT TD 40 HR SPLIT TD 70 HR

INPUT* - Thermal 0il

Temoiwemme €m0 W mw w6 mm w  ww  wm  wio

Thermal 0l inlet temperature °F 464-572 518 464-590 554 464-590 545 482-599 599 464-590 554
Thermal Oil outlet temperature F 338-248 284 338-248 283 338-248 248 338-248 266 302-230 239
Thermal power input MMBiu/hr  8.53-13.65 10.24 17.06-23.88 18.90 27.30-40.95 38.25 44.36-75.07 7302 81.89-170.61 109.00

OUTPUT** - Cooling Water

Thermal power to condenser MW 20-35 24 4.0-5.0 44 6.0-9.5 9.0 100-17.5 17.2 19.2-40.0 252
Typical cooling water temperature {in‘oul)  °F 7795 77185 77195 79100 T704 72104 68/113 721129 7104 68/81
Thermal power fo condenser MMBtuhr  6.82-11.94 8719 13.65-17.06 15.01 2047-32.42 30.71 34.12-59.71 58.69 65.51-136.49 86.00

mm  w  mom o woa w0 memw  wo  comw e

50Hz, 400V | 50Hz, 400V 50Hz, 400V 50Hz, 660V 50Hz, BEOV 50Hz, BV 50Hz, Bk 50Hz, BKY B0Hz, 4160V
GOHz, 480V GOHz 480V 60Hz, 480V 60Hz, 480V 60Hz, 4160V GOHz 4160V 60Hz. 4160V~ 60Hz 4160V 60Hz 4160V

Figure 34: Characteristic of the Turboden ORCs [www.turboden.eu]

According to the graph in Figure 35, it can provide part load operation down to 10% of nominal load
maintaining 90% of the cycle efficiency down to 50% load.

Figure 35: Efficiency reduction due to part load operations of the Turboden ORC [www.turboden.eu].

The power obtainable from the turbine is almost IMW for all the analysed options. In order to proceed
with this case study, the power produced is thought to be used in a mechanical chiller to meet the
cooling demand of a shopping centre in Zaragoza, Spain.
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6. Cooling technology — Chiller

6.1. Mechanical chiller

The mechanical chiller is a machine that has the aim to cover a cooling demand of a site, consuming
electricity. It is based on a reverse Rankine cycle that exploits the evaporation of the working fluid to
provide the cooling demand.
The basic elements of a mechanical chiller machine are:
1. A compressor, which elevates the pressure and the temperature of the refrigerant, through an
adiabatic process, consuming electricity.
2. A condenser, that extracts heat from the refrigerant fluid, which experiments a condensation
process, while releasing it to the environment (hot source).
3. A throttling valve, whose purpose is to reduce the temperature and the pressure of the working
fluid, thus, reaching the conditions needed in the evaporator.
4. An evaporator, which is the responsible of the cooling effect of the machine. The working
fluid absorbs the heat from an ambient to be cooled (cold source) while evaporating through
an almost isobaric process.

To obtain a more complete picture of the system, a commercial chiller has been selected. A Swegon
mechanical chiller is the one chosen for the analysis [www.swegon.com].

TECHNICAL DATA COBALT W

100.2 | 105.2 | 110.2 | 117.2 | 124.2 | 130.3 | 137.3 | 143.3 | 147.3 | 153.3

_.Cooling (Grossvalues) . . . . . .
. Nominal cooling capacity
.. Total power input for coaling...........

W TTeae 993 1049 081 1171 1225 1282 1369 1424 1464 | 1527
KW o199 L 218 221 239 | 254 [ 267 . 281 . 297 . 311 . 318 . 376

474 anss 474 a5e | 462 459 456 . 461 | 458 . A60 | 468

EER
CESEER 2561540 _ 241 L 552 546 | 549 547 | 549 | 560 |
Efficiency class B | C C | C C C C C B
. Cooling (EN 14511 values) . . . _ . _ . i
. Nominal cooling capacity L9942 L 989 1044 | 1087 | 1167 | 1221 0 1278 | 1364 | 1418 | 1457 | 1520
"EER D455 1435 1452 1440 [ 444 a4l 439 443 T 439 440 | 447 |
LESEER LA73.0.456 0 4710465 [ 462 | 468 | 467 . 468 [ 461 . 462 . 476 .
Efficiency class [ S S cC . C cC . C C C C C C
_ Compressors i i i i i i i
L = SR SO S - AU
.. Quantity/Cooling circuits ey o2 L2 L2 b2 L2 2 L3 .3 .3 .3 1.3
Capacity steps U e 111111
_Totaloilload <) o6 56 1 56 /4 79 84 84 | 84 |
Refrigerant total load 180 195 220 | 230 225 250 270 280 290
. Evaporator ! ! ! ! ! !
. Water flow 02.683.201.431:210.711.220.546 235409 244.911 251.752 262.622,
Pressure d 5 50 55 58 69 72 75
. Condenser ! | L ; L ; | ; | ; | ; |
* Water flow Vh 1162.081174.033.184.141:196.973 245059 256,502 263.904 286.450 298.350 306.438 318,684

Pressure drop
. Noise levels
. Noise power level
_Noise pressurelevel
. Noise power level (LN version)
. Noise pressure level (LN version )
. Noise power level (SLN version)
Noise pressure level (SLN version )
. Basic version dimensions and weights
. Length
CHEIGNT e
_ Operating weight

_kPa 32 | 3 51 | 54 54 | 57 50 50 54 54 54

dB®): 98 | 100 . 100 1 100 101 i 101 101 | 101 _ 101 . 101 101
BNy 79 081 .81 . 8 .. 8 .. 8 8 .8 .8 .8 .8 .
dB(A): 95 95 1 95 9% | 96 9% = 96 9% | 97 97
dB(A): 76 76 i 76 76 i 76 76 76 . 76 . 77 77
dB(y). 86 0 88 89 1. 89 .90 .91 .91 .9 . .9 ... .91 .. .91
dB). 67 | B9 0 70 0 N 71 71 71 71 71

4060 4770 | 4770 4770 4770 4450  4.450  4.450  4.450  4.450
1.280 1460 1460  1.420 ' 1420 2130 2130 2130 2130 2130
2150 1 2150 | 2.220

“mm | 4.060

0 12150 12150 2220 12.270 " 2.300 | 2.300 [ 2.300 [ 2.300 | 2300 |
3975 14.080  4.772 4810 6192 | 6.297  6.402  6.492  6.581

Figure 36: Technical data of the chiller, Swegon Group [www.swegon.com|]

(1) Water temperature at condenser inlet-outlet 30-35°C;

(2) Water temperature at evaporator inlet-outlet 12-7°C

(3) Calculated according to ISO 3744 under nominal operating conditions.

(4) Sound pressure levels measured at 1 metres from the unit in free field under nominal working
conditions, according to ISO 3744,

(5) Values in compliance with EN 14511-3:2011.
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The model chosen is COBALT W 153.3. In order to guarantee the demand three chillers have been
considered to be installed. Therefore, the nominal cooling capacity is 4581 kW. Sleeve tube bundle
type with dry expansion evaporator; optimized for operation with R134a, enhance the COP value of
the unit, reducing the refrigerant load and the overall dimensions.

Mechanical chillers belong to the category of stationary refrigeration equipment, considering the
Regulation No. 517/2014 [Official Journal of the European Union,2014]. As mentioned before, it
claims that HFCs with GWP values higher than 2500 will be banned from 1 January 2020. This
statement does not affect the refrigerant R134a, whose GWP index is 1430 [www.ashrae.org]. What
affects the use of these fluids, however, is the regular leak checking depending on the number of CO,
emitted that must be fulfilled. Thus, the use of fluid with high GWP value is discouraged. Moreover,
the cost of these refrigerants has risen. These conditions are encouraging the market to find other
refrigerants with a lower GWP.

These could be hydrocarbons, ammonia, R-1234yf, R-1234ze, R-32, R-452B, R-450A, R-513A and
others. On the other hand, they have worse characteristic when considering the flammability, toxicity
or thermodynamic characteristics [www.carel.com, 08/2018].

Therefore, the chiller applied for this simulation has been considered to operate with R134a fluid,
being a mature technology and with high performances, not excluding the possibility of working with
more environmental friendly fluids.

In Figure 37 are presented the performance changing both the outlet water temperature of the
condenser and evaporator. It takes into account, therefore, variations in ambient conditions and
different request of outlet temperature.

In Figure 38 are presented operating limits of the chiller with different temperature values both
considering the user and source variations.
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Figure 37: Power values with variations in the outlet water temperature of the chiller’s condenser [www.swegon.com|

Pf: cooling capacity [kW]

Pe: electrical power absorbed by the compressors [kW]

Pr: condenser heating capacity [kW]

TO0: evaporator outlet water temperature [°C] Evaporator thermal gap = 5°C
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Figure 38: Temperature range for user/source outlet water temperature of the chiller [www.swegon.com]

6.2. Absorber refrigerators
Another possible technology to be included in this system, as alternative to the mechanical chillers,

could be absorber refrigerators. They are driven by thermal energy instead of electrical energy, thus
they could exploit waste heat from other processes, solar thermal energy or other heat sources. In the
system studied, one option to integrate this technology could be to use the thermal energy of the
organic fluid that flows from the turbine, after the expansion, as heat source. It would be necessary to
install a heat exchanger connecting the organic fluid of the Rankine cycle with the fluid of the
absorber refrigerator. Therefore, the power cycle would be able to produce both electrical and thermal
energy. A problem to be analysed, would be how to divide the product of the turbine in electricity and
thermal energy, considering the electrical and thermal demand respectively.

In this thesis the focus is on the integration of solar parabolic trough with the ORC technology and this
option has not been investigated, thus, a mechanical chiller, in particular the model COBALT W 153.3
has been chosen.
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7. Demand of the shopping centre

Considering the demand profile of a shopping centre, as the one described below, allows the system to
have an application throughout the year.

7.1. Electrical demand for cooling
This demand has been estimated in a shopping centre of Madrid by Daikin [Daikin, www.daikin.eu,

07/2018]. The same percentage values presented in the diagrams (Figure 39 and Figure 40) can be
considered for Zaragoza, because the weather conditions are similar to Madrid. In fact, both cities
have a continental climate and they lie within the same climatic zone (D3) [Gobierno de Espaiia,
Ministerio de Fomento, 2017], characterized by scorching summers, bitter winters and moderate
temperatures in months in Spring and Fall seasons. Moreover, the data is highly dependent on the
occupation more than on the site location and therefore is not so relevant whether the location is
exactly Madrid or a city close to it.

The data is employed to develop the demand profile of cooling considering the occupational indexes
in weekdays (Figure 39) and in holidays (Figure 40), as well as in each month (Figure 41). Thus, for
the typical day of each month, a 24 hours profile of cooling demand is estimated. The percentage
values refer to the total nominal power of the three chillers in Figure 39 and in Figure 40.

65 % 65 % 65 %

65 %
6e% 55% 55 % 55%
50%
40 % 35%
25% 25 %
10%10%15% 15%
5% 5% 5%
0 0% 0% 0% 0% 0% 0%

01 12 23 34 45 56 67 78 910 10-11 1112 1213 13-14 1415 1516 1617 1718 18-19 1920 2021 21-22 2223 230

Figure 39: Occupatlonal index in weekdays, cooling demand (Daikin)

100 % 100 %100 %100 %
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90 % 90 %
85 % 85 %
75%
60 % 60 %
50%
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259 30%
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. 0% 0% 0% 0% 0% 0%

01 1-2 23 3-4 45 56 67 78 89 9-10 10-11 11-12 1213 1314 14156 1516 1617 17-18 1819 1820 20-21 24-22 2223 230

Figure 40: Occupational index in holidays, cooling demand (Daikin)
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Monthly cooling energy consumption
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Figure 41: Monthly cooling energy consumption in percentage
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Figure 42: Cooling demand during weekdays
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Cooling demand (holidays)
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Figure 43: Cooling demand during holidays

From the cooling demand (Figure 42 and Figure 43), the calculation is carried on finding the electrical
hourly demand, needed to the chiller (Figure 44 and Figure 45).

The COP considered for calculating these values varies with the external temperature, since

environmental conditions affect the condenser and consequentially the operating conditions of the
chillers. The results are presented in the graphs in Figure 44 and Figure 45.
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Figure 44: Electrical demand during weekdays
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Figure 45: Electrical demand during holidays

It results that during holidays the electrical demand is higher than in weekdays because of the
occupation that is strikingly greater in these days.

7.2. Electricity consumption
Moreover, to fully exploit the electrical production of the system, it is thought to cover also the

electrical demand due to the lighting and supply electrical devices.

Therefore, it is studied the electrical hourly demand profile throughout the year, considering that the
electrical total annual demand is almost the same value of the cooling demand. All days are considered
to consume the same value during each month, the demand only changes depending on if it is weekday
rather than holiday (Figure 46). In Figure 46 it is shown the daily electrical demand profile in
percentages referred to the maximum daily demand.
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Figure 46: Hourly profile of the electrical demand
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8. Design of the power cycle

Covering the cooling demand is the criterion chosen to design the ORC cycle. This choice is a
compromise between trying to cover, at least, the cooling demand and not oversizing the whole
system. In order to provide the necessary electricity to cover the entire electrical demand of the
shopping centre, a connection to the grid will be afterwards considered.

The model chosen to cover the demand is COBALT W 153.3. In order to guarantee the demand three
chillers have been considered to be installed with an overall nominal cooling capacity of 4581 kW.

The choice of installing more chillers allows to work with only one or two chillers when the demand is
lower than the nominal power. Thus, the chillers in operation can work almost at the same level of the
nominal power, maintaining a high level of efficiency.

The electrical nominal demand of the chiller is 326kW for each one of the three machines that are
used, therefore the electrical output that the power cycle has to provide is:

Wnt=978kW.

Another condition that has to be set is the temperature of the condenser inlet water (Tf1) to the same
value of the design condition of the refrigeration water of the chiller.

To analyse the possible design of the field, the model of the ORC cycle has been defined in EES [EES,
S.A. Klein and G. Nellis, 2018].

The solar field with the integration of the biomass boiler provides the thermal input power of the cycle
(Qct) with certain thermal conditions of the thermal oil (Tcl).

Therefore, setting Qct as the value to be minimized, and Tc1 as the independent variable, the software
EES calculates the best value as Table 28 shows.

Wnt

Tfi [° - k Tel [°
(kW] i[°C] ntoc [-] Qct [kW] Tel [°C]
978 30 0.189 5170 174.0

Table 28: Results of the Qct minimization problem, EES

When computing the problem in order to find the maximum efficiency, the same results of Table 28
are obtained.

The cycle results a critical cycle, the thermodynamic values are presented below, resulting from the
EES model.
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5 Pi S X; h;

C] bar]  [kJ/(kgK)] [kJ/kg]
1 40,0 2,50 1,1790 0 252,57
2 421 36,50 1,1825 -100 256,30
3 100,0 36,50 1,4227 -100 338,91
4 1540 36,50 1,7217 0 460,32
5 154.,0 36,50 1,7324 1 464,89
6 204.0 36,50 1,9880 100 578,52
7 131.8 2,50 2,0200 100 527,52
8 51,1 2,50 1,7928 100 444 91
9 40,0 2,50 1,7577 1 433,74
10 40,0 2,50 1,1790 0 252,57

Table 29: Thermodynamic properties of the working fluid in each point of the critical cycle, EES!
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Figure 47: Graph of the critical power cycle with R245fa, EES!

Reaching critical conditions leads to higher turbine inlet temperatures and therefore it results in
increasing the thermal efficiency.

As it can be seen in the Figure 48, the research conducted by S. Quoilin et al. [2011] led to a
comparison between more fluids setting different evaporation temperatures. According to this graph,
increasing the evaporation temperature of the fluid R245fa, always leads to a rising in overall
efficiency, until the critical value has been reached.
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Figure 48: Overall efficiency for different working fluids of a low-cost solar ORC [S. Quoilin et al., 2011]

Even though the critical cycle results as a better solution regarding efficiency and minimizing thermal

power demand, it leads to stability problems [Giorgio Bonvicini,2014].

In a subcritical cycle, the evaporation temperature of the ORC is limited by the critical temperature of
the fluid. The upper limit of the maximum process temperature is the fluid stability and material

compatibility.

Decreasing the evaporation temperature from the critical temperature by 10-15°C, seems reasonable to
guarantee the stability [Xiaojun Zhang et al., 2016], [Giorgio Bonvicini,2014].

It is a right compromise between reducing the temperature below the critical value and still getting
good efficiency value, compared to the cycle in critical conditions.
The thermodynamic values are presented below, resulting from the model setting the evaporation

temperature to 144°C.

ti Pi S5 X b,

[PC] [bar] [kJ/(kg-K)] [kJikg]
1 40,0 2.50 1,1790 0 252 57
2 41,8 30,28 1,1819 -100 25562
3 97,7 30,28 1,4152 -100 335,59
4 1440 30,28 1,6251 0 418,55
5 144.0 30,28 1,7933 1 488 66
6 1940 30,28 1,9820 100 571,51
7 128,7 2,50 2,0118 100 52422
8 50,5 2,50 1,7907 100 444 25
9 40,0 2,50 1,7577 1 433,74
10 40,0 2,50 1,1790 0 252,57

Table 30: Thermodynamic properties of the working fluid in each point of the design cycle, EES!

64



Design of the power cycle

2007 _R245fa . . .
150} —~/ S/
[ /’30,28 bar /
[ ‘ /
100} / // ]
/ /
— 50} ]
g I 2.5 bar
- 0; 1 bar 1
_505 ]
-100} ]
-150!

025 050 075 100 125 150 1,75 2,00

s [kJ/kg-K]
Figure 49: Graph of the design power cycle with R245fa, EES!

The significant characteristics of the cycle are presented in Table 31.

Wnt o o Tc4
(kW] Tfi [°C] ntoc [-] Qct [kKW] Tel [°C] °C]
978 30 0.180 5431 214.0 121.5

Table 31: Result of the design cycle, EES

2,25

As a consequence of the temperature needed in the cycle as thermal source, the solar field must be

designed according to the value of Qct, Tcl and Tc4 (Table 32).

Solar field
Hours of storage [h] 6
Actual number of loops 9
Total aperture reflective area [m2] 19620
Actual solar multiple 2.54
Actual field thermal output [MW-t] 13.79
Annual net energy [MWh-t] 17190.322
Annual gross energy [MWh-t] 17212.374
Annual electricity load [MWh-¢] 129.923

Table 32: Main characteristics of the solar field

65



lanuary

Design of the power cycle

February March April [ Field fraction of focused SCis

[ Field thermal power incident (Wit

EFIE|d thermal power incident after cosine (WY
[ Receiver thermal power incident (MY

[ Receiver thermal losses (W)

[ Receiver thermal power absorbed (W)

O Field piping thermal losses (hWt)

[ Field change in material/hif internal energy (Mt
W] Field thermal power leaving in HTF (ht)

I [ Field freeze protection required (i)

10 20
August

[ Receiver mass flow rate (kg/s)

June July [ Field tatal mass flow recirculated (ka/s)

Mt

E_ ——

[ Field total mass flow delivered (kg/s)

[ Field timestep-averaged inlet temperature (C)
[ Loop timestep-averaged inlet termperature (C)
[J Loap timestep-averaged outlet temperature {(C)
[ Field timestep-averaged outlet termperature {C}
[ Field pressure drop {bar}

[ Field collectar tracking power (Wie)
\ \ [ Field htf pumping powrer (Myle)
0 A 2 ) 0 - A} Bl Heat sink thermnal pawer (W)

10 20
September

0 10 0 0 10 20 0 10 20
October

[0 Heat sink pumping power (Me)

Novernber Decernber [ Heat sink HTF mass flow (kg/s)

\I

[ Heat sink HTF inlet termp ()

O Heat sink HTF outlet ternp (C)

[ TES thermal lasses (Mt

[ TES freeze protection power (hife)
[ TES hat temperature (C)

[ TES cold temperature ()

ETES discharge thermal power (k)
] TES charge thermal power (MY

5L
M\,,O

ok J ol

[ TES charge state (WWht)
0 10 20 Q 10 20 0 10 20 <

Figure 50: Monthly values of the highlighted values resulting from SAM
[SAM screenshot, NREL. System Advisor Model 2017.9.5]

Power values lower than 0.5MW are not included, considering the production not worth to let the solar
field and the power cycle work in these conditions. The daily operating hours of the system differ in each
month, depending on the solar field production, they are represented in Table 33. The mean hourly
thermal power per month provided by the solar field is shown in Table 34.
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Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec

Operating
hours

8 10 16 17 19 19 | 19 | 17 16 | 10 8 8

Table 33: Daily operating hours of the system for each month
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Solar field Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
02:00 am 0 0 0 0 0 0 0 0 0 0 0 0
03:00 am 0 0 0 0 0 0 0 0 0 0 0 0
04:00 am 0 0 0 0 0 0 0 0 0 0 0 0
05:00 am 0 0 0 0 0 0 0 0 0 0 0 0
06:00 am 0 0 0 0 0 0 0 0 0 0 0 0
07:00 am 0 0 0 0 2.54 331 3.04 0 0 0 0 0
08:00 am 0 0 0.52 355 435 464 524 439 243 0 0 0
09:00 am 0 0 358 4.17 448 49 528 494 416 241 0 0
10:00am | 1.67 228 422 425 47 495 527 495 423 326 26 133
11:00 am | 2.27 2.5 4 4.18 4.68 4.87 527 5.05 427 321 254 1.73
12:00pm | 1.87 2.58 392 421 47 485 527 511 434 324 225 141
01:00pm | 1.73 2.55 3.77 427 48 488 528 513 455 342 218 133
02:00 pm | 2.02 3 412 436 4.57 481 526 5.12 443 347 267 1.85
03:00pm | 2.3 3.18 4.04 42 454 479 527 51 457 351 339 241
04:00pm | 1.62 3.57 393 4.05 447 4.68 527 514 463 333 153 1.06
05:00pm | 0.82 2.33 3.83 3.78 449 455 527 516 424 219 0.89 0.73
06:00 pm 0 1.22 3 347 447 456 521 503 374 1.25 0 0
07:00 pm 0 0.54 247 324 436 437 5.14 495 343 0 0 0
08:00 pm 0 0 191 29 396 4.04 493 4.18 2.99 0 0 0
09:00 pm 0 0 1.58 2.6 3.11 386 4.75 3.63 2.7 0 0 0
10:00 pm 0 0 123 24 28 38 473 338 2.19 0 0 0
11:00 pm 0 0 073 19 28 345 472 321 1.86 0 0 0
12:00 am 0 0 0 1.17 2.06 3.5 452 236 0 0 0 0
01:00 am 0 0 0 0 0.74 176 2.21 0 0 0 0 0
Table 34: Mean hourly thermal power per month provided by the solar field
The Figure 51 represents more clearly the power profile of the values of Table 34.
Mean hourly heat sink thermal power
L L|m M‘M B
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

B 02:00am ® 03:00 am = 04:00 am ® 05:00 am ® 06:00 am ® 07:00 am W 08:00 am W 09:00 am
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B 06:00 pm & 07:00 pm H 08:00 pm B 09:00 pm ® 10:00 pm B 11:00 pm B 12:00 am ® 01:00 am

Figure 51: Mean hourly heat sink thermal power for each month
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In Table 35 are presented the hourly power values that the boiler must guarantee, in order to reach the
input nominal thermal power of the ORC cycle.

Boiler Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
02:00 am 0 0 0 0 0 0 0 0 0 0 0 0
03:00 am 0 0 0 0 0 0 0 0 0 0 0 0
04:00 am 0 0 0 0 0 0 0 0 0 0 0 0
05:00 am 0 0 0 0 0 0 0 0 0 0 0 0
06:00 am 0 0 0 0 0 0 0 0 0 0 0 0
07:00 am 0 0 0 0 2.89 2.12 2.39 0 0 0 0 0
08:00 am 0 0 491 1.88 1.08 0.79 0.19 1.04 3 0 0 0
09:00 am 0 0 1.85 126 0.95 0.53 0.15 049 127 3.02 0 0

10:00am | 3.77 3.15 122 119 073 048 0.16 048 12 217 283 4.1
11:00am | 3.16 293 143 125 075 056 0.16 038 1.16 222 289 3.7
12:00pm | 3.56 2.85 1.51 122 073 058 0.16 032 1.09 2.19 3.19 4.02
01:00pm | 3.71 288 1.66 1.17 0.63 055 0.16 03 0.88 202 325 4.1
02:00pm | 3.41 243 131 1.07 086 0.62 0.17 0.31 1 1.96 2.76 3.58
03:00pm | 3.13 225 139 123 089 064 0.16 033 086 192 2.04 3.02
04:00pm | 3.81 1.8 1.5 139 096 0.75 0.16 029 08 21 39 437

05:00pm | 461 3.1 1.61 1.65 094 088 0.16 027 1.19 324 454 4.7
06:00pm | 0 421 243 196 096 087 022 04 169 418 0 0
07:00pm | 0 489 297 219 1.07 106 029 048 2 0 0 0
08:00pm | O 0 352 253 147 139 05 125 244 0 0 0
09:00pm | O 0 385 283 232 157 068 18 273 0 0 0
10:00pm | O 0 42 303 263 163 07 205 324 0 0 0
11:00pm | O 0 47 353 263 198 071 222 357 0 0 0
12:00am | O 0 0 426 337 194 091 3.07 O 0 0 0
01:00am | O 0 0 0 469 367 322 O 0 0 0 0

Table 35: Mean hourly thermal power per month provided by the biomass boiler

In Figure 52 the annual power profile of the biomass boiler is presented. As it can be seen, in the
summer months the contribute of the boiler is greatly reduced compared to the winter ones, due to the
wider availability of the solar radiation in summer and thus, the higher productivity of the solar field.
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Mean Boiler operating mode
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Figure 52: Mean hourly biomass boiler thermal power for each month

The biomass price can vary between 10 and 25 €/ MWh. Therefore, LHV equal to 15.5 MJ/kg and 15
€/MWh have been considered in order to continue the analysis [A. Guercio, R. Bini, 2017].

Boiler

piwn | 904 856 1242 1009 947 678 343 450 s 775 762 979 | 9825
Bi[‘:::;ss 318 301 437 355 333 239 123 169 297 273 268 345 | 3457
Price [€] | 13554 12841 18627 15136 14206 10174 5225 7207 12654 11630 11427 14687 | 147368
S‘[’Il\zrwﬁ:]ld 443 665 1452 1761 2252 2417 2851 2382 1763 908 542 368 | 17803
S"'i[‘;f]"‘eld 329 437 539 636 704 781 891 832 676 539 416 273 | 64

B[‘;;l);’r 67.1 563 461 364 296 219 109 168 324 461 584 727 36

Table 36: Overview of the energy production throughout the year

Table 36 shows both the energy production of the biomass boiler, with the consume and the cost of its
fuel, and the energy production due to the solar field. Besides, the percentages of the total energy
produced respectively by the solar field and by the boiler are represented. The result shows that
throughout the year the percentages vary considerably: in spring and summer the solar field energy
production exceeds the 50% of the total production, reaching almost the 90% in July. On the other
hand, in autumn and winter the biomass boiler production is more than the energy produced by the
solar field. The annual value shows that the 64% of the energy is produced by the solar field.
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Electricity production and connection to the grid

9. Electricity production and connection to the grid

During the operating hours of the cycle it provides, neglecting variations for climatic conditions,
almost the same nominal power as output. The graph in Figure 53 represents the electrical energy
produced by the ORC in each hour of the typical day in each month. The profile shape is conditioned
by the solar field production that has set the operating hours of the system.
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Figure 53: Total electricity produced by the ORC in each month

To better exploit the ORC electrical production, it is thought to use the electricity produced by the
power cycle to cover this demand.

In order to provide the electricity that the whole system needs, it can be considered to buy the amount
that the ORC system is not able to produce whilst the demand is not fully covered.

Thus, buying electricity from the grid assures a constant supply.

The estimated values are presented in the Figure 54. Figure 55 shows the percentages in which the
electricity has been bought in each month.
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Figure 54: Total monthly electricity both from the grid highlighting the hour considered
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Electricity bought from the grid
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Figure 55: Percentage of the electricity bought from the grid in each month

Whereas there are hours when the electricity produced is not sufficient, there are as well hours when
the electricity exceeds. Then, it is possible to sell the exceeding electricity to the grid, the values are
estimated as shown in Figure 56. Figure 57 shows the percentages in which the electricity has been
sold in each month.Selling to the grid gives the chance to have an economic return of the investment,
even when the production exceeds the demand of the shopping centre.
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Figure 56: Total monthly electricity sold to the grid highlighting the hour considered
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Electricity sold to the grid
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Figure 57: Percentage of the electricity sold to the grid in each month

Table 37 represents in which percentages the different technologies affect the electricity production
and in which percentages the production is divided into the demand and the electricity sold to the grid.
The total of the solar field plus the biomass boiler productions, in percentage, is equal to the ORC

production in Table 37.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec | Annual
Solar field 235 348 515 614 678 650 73.7 709 644 413 29.0 194 | 549
Biomass boiler 478 448 441 352 285 182 9.0 143 308 352 408 518 30.3
ORC 713 795 956 96.6 963 832 827 852 952 765 699 712 85.1
Electricity bought 28.7 205 44 34 37 168 173 148 48 235 30.1 28.8 14.9
Electricity sold 439 451 599 541 366 264 266 239 350 377 398 437 38.0
Demand 56.1 549 401 459 634 736 734 76.1 650 623 602 563 62.0

Table 37: Overview of the energy production throughout the year, values in percentage
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Figure 58: Percentages of production of the total electricity (used and sold) from the various sources

72



Electricity production and connection to the grid

Solar field: 17 803 MWh

Environment: 22 652 MWh

ORC: 27 628 MWh

Electricity sold:

Biomass boiler: 9 825 MWh

Electricity produ Production: 5§ 844 MWh

Electricity bought: 869 MWh l

Figure 59: Annual energy (GWh) distribution of sources and outcome
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10. Conclusion

The aim of the analysis hereby conducted is to prove the technological feasibility of a solar
cogeneration plant of electricity and cooling based on solar parabolic trough combined with ORC and
biomass applied to a shopping centre.

Firstly, this paper has given some valuable insights into the use of the SAM software and some
suggestions about how varying the design parameters affects the production results of the solar field.
The study proceeds with the ORC examination of possible configurations and presenting a model
option.

Then, the chillers, whose data have been presented, are taken as starting point to design a case study
with a realistic application of the system. The demand, both cooling and electrical demand, of a
shopping centre is what the system aims to cover.

According to the analysis, the whole system is able to provide yearly 4975MWh of electrical energy,
of which almost 64% of the electrical production is carried out by the solar field and 36% by the
biomass boiler. Because the design of the system was based on covering the nominal power of the
chillers, with the purpose of not oversizing it, it was not considered the electrical demand of the site.
When the cooling demand is considerably lower than the nominal power of the chillers, it results that
the system is capable to partially or completely cover the electrical demand too, besides, a certain
amount could exceed.

However, when the cooling demand is equal or higher than the power production of the system, it is
necessary to integrate another option to cover the electrical demand. Therefore, the integration into the
electrical grid results indispensable to allow to buy the electricity when needed, and thus to supply the
whole demand of the shopping centre. The estimated yearly value of 869MWh of electricity bought is
reached. The total electrical production of the system plus the electricity proceeding from the grid
reach the yearly value of 5844MWh, of which the 62% (3625MWh) is used to cover the demand of
the shopping centre and the remaining 38% (2219MWh) is sold to the grid, following the request of
the profile of cooling and electrical demand. Figure 59 highlights how the source and the end-user are
linked through the electrical production and demand.

In drawing some conclusions, the results clearly show how it would be possible to cover a significant
percentage of the demand throughout the year, although with variations in each month, considering
exclusively the use of the solar source (Figure 58). The analysis includes another renewable
technology to cover an additional percentage of electrical demand, a biomass boiler. Thus, the
assembly, through the ORC power production, lets only a few percentage points uncovered with
different values each month (Figure 58), that the grid must supply.

It is of prime importance given the contemporary challenges facing our societies with regards to
climate change and energy consumption. New self-sustainable ideas such as the one presented in this
paper would certainly have a positive impact and prompt ground-breaking innovation in the sector.

A possible analysis that could be conducted following the data presented in this thesis could be an
economical study of the technologies employed and of the operating costs. Such recommendations
have the potential of complementing this research with a more comprehensive overview of these
technologies alongside concrete applicability.
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