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#### Abstract

The Atmospheric re-entry concerns the dynamic and the kinematic of a body coming from the space, descending from a planet orbit, as satellites and entry space vehicles, or from eccentric hyperbolic orbits, as meteoroids. The dynamic considered is a 3-Dof model represented with a Simulink algorithm. This model is valid up to a Mach number equal to the Triggered Mach.

The work in this thesis is integrating re-entry Guidance, Navigation and Control algorithms for re-entry in a single simulation tool, including also the vehicle dynamics, for the design and testing of entry guidance and control solutions and for the generation of the steep and shallow trajectory. For the work I used two tolls: Matlab and Simulink. The procedure is validated comparing the results with IXV data. The output of the model is a trajectory that satisfies the load, heat and range constrains .
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## 1. Introduction

### 1.1 The re-entry problem

The first goal of atmospheric re-entry is to land the vehicle on the ground safely, for this reason the vehicle must not burn, the trajectory must ensure descent, aerodynamic load limits must not be exceeded and the vehicle must have guidance capabilities to follow the reference trajectory. All these constraints are linked at the type of vehicle, initial conditions and if it is manned.

The re-entry starts when the vehicle reaches the EIP (Entry Interface Point) conditions and it gains sufficiently aerodynamic forces to control its trajectory. Usually the EIP Altitude is equal to 120 Km , where the atmosphere is sufficiently dense. Another parameter is the initial velocity: if it is low the lift isn't sufficiently to equilibrate the gravity force, so the vehicle accelerates, loses rapidly altitude until the aerodynamic forces become significant, in this case the vehicle overcomes the heat and load limits. For this reason the initial velocity must be controlled: in a lot of case is equal to $7500 \mathrm{~m} / \mathrm{s}$.

The second parameter is the initial flight path angle $\gamma$. If the angle in shallow, the generated drag is insufficient to slow the vehicle. In this case the vehicle isn't able to follow a path directing to the planet surface and rebounds out of the atmosphere, returning in the space. But if the angle is steep, the vehicle gains an excessive descent rate and drag force and the body is destroyed by the action of atmospheric reentry due to excessive heat flux (the vehicle burns) or external load (the vehicle is disintegrated).

So the vehicle can reach the planet surface only if the angle with witch impacts the atmosphere is within a tight range of value.

The vehicle can reach the Earth following three different scenarios: ballistic entry, lifting entry and skip entry.

The ballistic entry occurs when the lift-to-drag ratio $L / D$ is low, typically lower then 0,5 , this is the case of meteoroids, missiles or capsule, like vehicle as Apollo Command Module. The vehicle dynamic is function of the ballistic coefficient $B_{C}=\frac{m}{C_{D} S^{\prime}}$, the vehicle can't be controlled with lift and its re-entry trajectory is only function of the initial velocity and flight path angle, it's a straight path with significant heat flux and g-load.

In the case of lifting entry, where the $L / D \geq 0.5$, the vehicle generates lift to control the trajectory, to dissipate energy and to reach the landing site safety, for this reason the vehicle can be reused. The lift modulation happens with a bank angle control. This is the case of Space Shuttle.

The last re-entry configuration is the skip entry: it consists on impacting planet atmosphere at an angle such that the entry body rebounds out the atmosphere but it is kept in a trajectory that will enable it to enter atmosphere some time later, with reduced entry velocity. This is the case of Deltaglider.


Figure 1: Effects of lift: skip-entry for Deltaglider, Lifting entry for Space Shuttle and Ballistic entry for Apollo.

### 1.2 Re-entry corridor

Atmospheric re-entry is one of the most difficult problems in the Aerospace field: the vehicle re-enters the Earth atmosphere with a high speed, so a big amount of kinetic energy is transferred into heat energy. But this isn't the only one problem: to reach the Earth surface the vehicle is subjected to high accelerations, therefore the maximum structural load can be exceeded.

The vehicle structure is not damaged with low drag acceleration, but in this case the vehicle doesn't produce enough aerodynamic force, it skips out of the atmosphere and it returns to space.


Figure 2: Re-entry corridor.
All these limits are represented in a plot named re-entry corridor, here there are all the drag accelerationvelocity combinations to keep the vehicle safe. The re-entry corridor can be also represents with other two
variables: altitude-velocity. I chose the first representation because the input control for the vehicle is a drag acceleration profile.

If the vehicle must perform a controlled re-entry, during the trajectory he must be able to product the aerodynamic force necessary to reach the chosen landing point.

For this reason the reentry problem can be split in two different problems:

- Do not exceed the structural and thermal limits of the vehicle
- Range control to reach the landing point


Figure 3: Re-entry corridor in Altitude-Velocity domain.


Figure 4: Re-entry corridor in Drag acceleration-Velocity domain.

The angle of attack is chosen for the minimization of the heat rate: in the first part of re-entry with an high Alpha trim, for example $40^{\circ}$, the heat is dissipated from a large area, so entered heat flux is lower and the TPS can be thinner, reducing costs and weights. Reached low Mach number the Alpha trim follows a linear profile, reducing its value, so the vehicle can increase the lift-to-drag and cross-range capability, improving the control and the static and dynamic stability.


Figure 5: Angle of Attack and Mach number profile for the IXV vehicle.

### 1.2.1 Corridor constrains

The constrains can be divided in three different classes: path, stability and performance constrains. The stability constrain is linked with the dynamic equilibrium and it's repents by the Ceiling. The path constrains are linked with the vehicle safety: if they are overcame the vehicle suffers structural damage and the crew, where it is presented, risks irreversible damages. These constrains are the maximum heat flux, maximum aerodynamic acceleration and maximum dynamic pressure. The performance constrain is linked with the aerodynamic characteristics: in this case it's represented by the triggering Mach. Overcoming this Mach the aerodynamic changes because the vehicle opens the parachute and guidance and control low changes.

The ceiling constrain is linked with the vehicle capacity to generate a control action: when the vehicle is under the ceiling only a part of the lift balances the gravity and centrifugal force, so the remaining part of lift can be used for the bank angle control. If the vehicle overcomes the ceiling constrain there isn't available lift for the control, in this situation the vehicle can fly, but it's impossible control it. The ceiling equation is found setting the bank angle equal to zero and maintaining constant the flight path angle:

$$
\begin{equation*}
\left(\frac{1}{2} \rho V^{2} S C_{L}\right) p a r_{\text {ceiling }}=m\left(9,81-\frac{V^{2}}{r}\right) \tag{1}
\end{equation*}
$$

If the vehicle flies in ceiling $\operatorname{par}_{\text {ceiling }}$ is equal to 1 , if the vehicle can be controlled $p a r_{\text {ceiling }}$ is lower than 1.


Figure 6: Ceiling constrain.

The heat load constrain is based on the heat absorbed during the unit of time, the heat flux is written using the DKR formulation, that analyses the conductive flux, but for a velocity higher than $9 \mathrm{Km} / \mathrm{s}$, it's necessary
to introduce also the radiative heat, because this term is no longer negligible. The following formulation is for the conductive flux DKR:

$$
\begin{equation*}
\dot{q}_{\max }=K \operatorname{catal} \frac{1}{\sqrt{R_{N}}}\left(\frac{\rho}{\rho_{0}}\right)^{\frac{1}{2}}\left(\frac{V}{V_{0}}\right)^{3,15} \tag{2}
\end{equation*}
$$

In this equation $R_{N}$ is the nose radius of the vehicle and $V_{0}$ and $\rho_{0}$ are respectively the velocity and the density at the sea level. $K$ and catal are two coefficients. If the heat flux is bigger than $\dot{q}_{\max }$ the heat flux constrain is violated.


Figure 7: Heat flux peak constrain.
The dynamic pressure constrain is linked to the maximum load that the aerodynamic control surfaces can tolerate, so this is a structural constrain, written as function of velocity $V$ and density $\rho$ :

$$
\begin{equation*}
q_{\max }=\frac{1}{2} \rho V^{2} \tag{3}
\end{equation*}
$$

This constrain is also linked with the maximum pressure at the stagnation point: in fact this pressure is equal to $q_{s t a g}=1,85 q_{\max }$.


Figure 8 : Max Dynamics Pressure Contrains.
The maximum g-load constrain represents the maximum load constrain in the body normal direction, expressed like an acceleration. The load is given by the vector sum of lift force $L$ and drag force $D$ :

$$
\begin{equation*}
g_{\max }=\frac{\sqrt{L^{2}+D^{2}}}{m 9,81} \tag{4}
\end{equation*}
$$

This constrain is linked to the structural vehicle limits but also to the maximum force that the vertebral column of man can bear without suffering irreversible damage.


Figure 9: Maximum g-load constrain.

### 1.3 Vehicles Dynamics

The re-entry vehicle translation and rotational motion can be described with the Newtonian-Euler mechanics, using the dynamic and kinematic equation written in Earth Centered Earth Fixed (ECEF) reference frame, where the X -axis is aligned with Equatorial Plane, pointing to a Prime Meridian, the Z-axis is orthogonal to the X-axis, aligned with the Earth's rotation axis pointing towards north, the Y -axis completes the orthogonal right-handed reference frame:

$$
\begin{gather*}
\frac{d \vec{r}}{d t}=\vec{v} \\
\vec{F}=m \frac{d \vec{v}}{d t}+2 m \vec{\omega} \times \vec{v}+m \vec{\omega} \times(\vec{\omega} \times \vec{r}) \\
\vec{\omega}_{B}=I^{-1}\left(\vec{M}_{B}-\vec{\omega}_{B} \times \mathrm{I} \vec{\omega}_{B}\right)  \tag{5}\\
\vec{M}_{B}=\vec{M}_{A B}+\vec{M}_{F B}+\vec{M}_{T B}
\end{gather*}
$$

In these equations $t$ is the independent variable, $\vec{r}$ and $\vec{v}$ are the position and velocity vectors, $\vec{F}$ is the total force applied on the re-entry vehicle, $m$ is the vehicle mass, $\vec{\omega}$ is the Earth angular velocity, $\vec{\omega}_{B}$ is the angular velocity of the vehicle, $l$ is the inertial matrix, $\vec{M}_{B}$ is the total moment applied on the vehicle equal
to the sum of the moments of forces and torques from the actuating surfaces, aerodynamics forces and thrusting forces. These equations characterizes the point-mass vehicle motion and attitude, but the translational motion is associated to a long period trajectory dynamics and the rotational motion is associated to a short-period oscillations. For this reason it's possible decouple these two dynamics : the guidance approach considers only the translational motion and the attitude control algorithm considers the short-period oscillation. In this thesis, the first aim is studying a guidance algorithm and the control closed loop is used to follow the reference trajectory, for this reason it's possible using only a long-period dynamic and then decoupling the dynamic: a three-degree of freedom (3-Dof) longitudinal dynamics is thus considered.

$$
\begin{gathered}
\frac{d \vec{r}}{d t}=\vec{v} \\
\vec{F}=m \frac{d \vec{v}}{d t}+2 m \vec{\omega} \times \vec{v}+m \vec{\omega} \times(\vec{\omega} \times \vec{r})
\end{gathered}
$$

Now it's important understanding how this dynamic is implemented in the Simulink model: the equations are written in an Earth Centered Inertial (ECI) frame. This frame has its origin at the center of mass of the Earth, the X -axis is aligned with the spring equinox point, the Y -axis follows the right hand low and the Zaxis is the axis of Earth rotation. This frame is really convenient because it permits to write the dynamic equations in a Cartesian form. The forces change the total impulse $P=m v$ :

$$
\begin{gathered}
\frac{d P}{d t}=F \\
m \frac{d v}{d t}+\frac{d m}{d t} v=F
\end{gathered}
$$

The term $\frac{d m}{d t}$ is linked to the fuel consumption, staging, separation springs, but, in this case, these terms are neglected so $\frac{d m}{d t}=0$. The equation can be rewriting in the following matter:

$$
\begin{equation*}
\left.m \frac{d^{2} R}{d^{2} t}\right|_{I}=\left.m \frac{d v}{d t}\right|_{I}=m[a]_{I}=[F]_{I} \tag{6}
\end{equation*}
$$

$R$ is the vehicle position in the ECI reference frame, $v$ is the velocity written in the ECI reference frame and $a$ is its acceleration (in ECI). $[F]_{I}$ is the sum of the aerodynamic forces, gravitational force and propulsion forces (in this case they are equal to zero), all written in the ECI reference frame. So with the Simulink model it is necessary to transform the parameters (as for example velocity, position and acceleration) from their initial reference system to the ECI reference system. Then integrating the Eq. ( 6 it's possible to obtain the new position, velocity and acceleration of the vehicle in the ECI reference frame, these values are used to compute, with interpolation, equations and transformations from different reference systems. The new forces establish a new dynamic in the vehicle.

In the Figure 10 are represented the simplified links between different reference frames: with a rotation matrix is possible changing reference frame, this matrix is written as function of the variables indicated above the arrows. These variables are finding with passage from previous reference frames.


Figure 10: Summary of reference frame links (simplified).
In this flow chart are represented all the reference frames used in the Simulink model:

- ECI: inertial reference frame, used for writing the dynamic equations.
- ECEF: fixed reference frame respect to the Earth, with spherical coordinates.
- GEO: fixed system with Geographical coordinates (Latitude, Longitude, Altitude). The Altitude is used in the Atmosphere model US76 to evaluate, with interpolation from tables, the environmental variables as temperature, density, mole, sound velocity.
- NED: it's a body carried system, with the origin in the center of gravity CoG of the vehicle. The Xaxis is directed to the North Pole, the Y -axis is directed at east and the Z -axis is directed down, perpendicular to the surface. It uses to find the flight path angle.
- Velocity: it's a body carried system, with the origin in the CoG of the vehicle. The X-axis is directed along the relative velocity vector, the Y -axis follows the right hand low and the Z -axis is contained in the vertical plane. It uses to define the bank angle, this angle enters in the GNC block.
- Wind: it's a body carried system, with the origin in the CoG of the vehicle. The X-axis is directed along the velocity vector relative to air, the Y -axis follows the right hand low and the Z -axis is contained in a plane defined by the bank angle. This reference system it uses for write the aerodynamic forces.
- Body: it's a body carried system, with the origin in the CoG of the vehicle. The X-axis is directed toward the nose vehicle, the Y -axis follows the right hand low and the Z - axis is directed toward the lower surface of the vehicle. This reference system it uses to express the propulsive force but also the aerodynamic forces. In fact many aerodynamic forces are written in wind axis, then they pass in Body axis and, at the end, they are written in the ECl reference frame, using the rotational matrix.

The gravity model is the J 2 (WGS84), where the Earth is assimilated to a spheroid. The gravity force is written in the ECI reference frame.

The environmental mode follows the standard US76 where the atmosphere is tabulated: each altitude is associated at a density, pressure, speed of sound and temperature. For this reason knowing the altitude it's possible to use a simple interpolation, finding the desired values.


Figure 11: Environmental model US76.
Now, knowing all the used models, it's possible to define a conceptual flow chart to better understand the Simulink model.


Figure 12: Conceptual flow chart for the Simulink Model
The Simulink model must integrate the equations of motion so it's necessary to choose the method: the method is a $4^{\text {th }}$-order Runga Kutta with a fixed step of 1 . This step is the typical value for the 3-DOF system, based on experience.

### 1.4 GNC in re-entry

During the re-entry the vehicle must follow a certain trajectory and it must maintain a commanded attitude. This aim is reached thanks to the bank angle. The bank angle is the angle between the plane that contains the local vertical (defined as the direction of the gravity force) and velocity and the lift force: when the vehicle laterally rotates the lift vector is re-directed, reducing its vertical component and increasing its lateral component. Whit this procedure the vehicle can modify the rate of altitude change, the acceleration profile and the down range. In this matter the vehicle is guided from an initial point to a final point. The banking maneuver dissipates energy in a controlled matter but a lift lateral component is born, introducing a cross range deviation, this problem is solved with a bank angle reversals.


Figure 13: Behind view of the vehicle: on the left, the case of zero bank angle; on the right the case of non-zero bank angle.

In the case of re-entry vehicle, the banking maneuvers are selected by a GNC system, this system guides and controls the vehicle through its entry trajectory, from the EIP conditions to the TEAM conditions. Generally a GNC system is composed of three main functions: navigation, guidance and control.

The navigation system process the vehicles sensor output and estimates the vehicle state as altitude, velocity, angles. The guidance uses the state provided by navigation to produce reference commands and the control tracks this reference.

The vehicle rotation and the bank angle change are possible thanks to aerodynamic surfaces and small thrusters of the Reaction Control System (RCS): the maximum and minimum bank angle rates and the accelerations are limited by the RCS capabilities (thrust and specific impulse).

The behavior of a GNC system can be simulated with mathematical models:

- Navigation: the 3-Dof re-entry dynamics is described by equations of motion, a numerical propagation of the initial conditions can approximately provide the profile flown by the vehicle. In the model the sensor dynamic, like delays and uncertainties, aren't implemented.
- Guidance: drag acceleration and velocity are the two coordinates chosen to generate the reference profile. This profile must minimize the down range error, conduct the vehicle to TAEM condition and respect the re-entry corridor constrains.
- Control: the desired drag acceleration is compared with the vehicle drag acceleration, this error enters in a PID controller, and the output is the ratio between the vertical component of the lift and the lift module. This ratio is equal to the bank angle cosine. In the model the actuators dynamic, like delays and uncertainties, aren't implemented, only a rate limiter is inserted to create a realistic bank angle profile.


Figure 14: Navigation, Guidance and Control flow chart

## 2. Control Algorithm: PID model

In this chapter will be explained a typical control technique, the PID controller, and two different ways to find the optimal gains that allow to minimize the error between the reference Drag Acceleration signal and the vehicle Drag Acceleration.

PID is a type of controller used to follow a reference signal. It is composed by three different contributes: proportional, integrative and derivative.

The following expression shows the PID compensator formula with an high frequency filter in the derivative term:

$$
\begin{equation*}
H(s)=K_{P}+K_{I} \frac{1}{s}+D \frac{s}{\frac{s}{N}+1} \tag{7}
\end{equation*}
$$

The proportional term creates a correction proportional to the error between the actual and the desired value of the controlled variable; in this case the controlled variable is the drag acceleration in g-s. Whit this term the drag acceleration increases when it is too low and decreases when it is too high.

The integrative term creates a signal proportional to the integral of the error. With this term the error converge to zero, for this reason it is helpful during the stationary. This term creates a problem: if the error remains high, for example during command saturation, the integrative term keeps increasing. This fact creates an overcorrection when the saturation ends and the system diverges. This phenomenon is named wind-up. During the years a lot of different techniques are born as anti-wind up methods: one of this is the clamping. With clamping, when the output saturates and the output and input (in this case the input is the drag error) have the same sign, the integrative term remains constants.

The derivative term creates a signal proportional to derivate of the error; its action is linked to the speed of error increase or decrease. This term is effective during the transitory; it speeds up the response and decreases the oscillations. But this term is sensitive to noise: the noise creates an input signal with high frequency oscillations, the derivative term captures these oscillations and creates an overcorrection, proportional to the oscillation speed. To avoid this phenomenon a low pass filter is introduced in the PID, its aim is removing higher-frequency noise components.

The low pass filter has the following state-space formulation:

$$
\begin{equation*}
G(s)=\frac{N}{s+N} \tag{8}
\end{equation*}
$$

$N$ is the cutoff frequency, when this frequency is exceeded the output is damped. Using the PID, an approximate value can be found with an easy expression:

$$
\begin{equation*}
N=20 \frac{K_{P}}{K_{D}} \tag{9}
\end{equation*}
$$

A real value can be determined only knowing the real system, with its sensors and actuators, and the operative scenario with external disturbances.


Figure 15: PID model
The output value represents the ratio between the lift vertical component and the lift module, for this reason it's necessary to insert a saturator because this value can only assume a value between 1 and -1. With a value of 1 the lift is directed along the vertical, the vehicle can reach the maximum down range and it's subjected to a low accelerations. With a value of -1 the lift vector is directed towards the Earth center, this means high accelerations and low down range

The link between PID output and bank angle is represented by the following expression:

$$
\begin{equation*}
\frac{L_{V}}{L}=\operatorname{acos}(\sigma) \tag{10}
\end{equation*}
$$

To avoid the acrobatic flight the bank angle can only assume in module a value between $0^{\circ}$ and $90^{\circ}$, this operation is implemented in the model thanks to a saturator.

### 2.1 PID gains: first study

The first idea to test the system behavior with different gains is insert a reference trajectory and study how the vehicle follows it. The reference trajectory is based on IXV re-entry trajectory and it was approximated by straight lines going through seven points until a velocity of $3600 \mathrm{~m} / \mathrm{s}$ where the reference drag acceleration reaches a constant value.


Figure 16: IXV re-entry trajectory [RD].
The vehicle used in the simulations has the same features of IXV: mass equal to 1840 Kg , wing surface of 7.25 m , scheduled Alpha, variable aerodynamic function of Mach and Alpha and initial conditions written in the Table 1.

| Conditions | Value |
| :---: | :---: |
| Altitude | 120000 m |
| Latitude | $-4.48^{\circ}$ |
| Longitude | $173.48^{\circ}$ |
| Velocity | $7434,85 \mathrm{~m} / \mathrm{s}$ |
| Heading | $86.69^{\circ}$ |
| Gamma | $-1.2^{\circ}$ |

Table 1: Initial conditions for re-entry guidance.
For studying the gains three simulations have been made, in each simulation the analysed variable is the difference between the vehicle drag, obtained thanks to the control, and the reference drag. The reference profile has been split in two parts: the first part includes the velocities between $1000 \mathrm{~m} / \mathrm{s}$ and $3500 \mathrm{~m} / \mathrm{s}$, the seconds part starts with a velocity equal to $3500 \mathrm{~m} / \mathrm{s}$ and ends when the simulated acceleration drag intersects for the first time the reference drag profile.

In the first simulation the analysed variable is $K_{\mathrm{P}}, K_{D}$ and $K_{I}$ are constant, the derivative gain is equal to 550 and the integrative gain is equal to 0.6 . This values are chosen with a small sensitivity analysis to understand the effect of the PID gains on the trajectory.


Figure 17: Re-entry trajectory for different $K_{P}, K_{I}=\mathbf{0 . 6}, K_{D}=550$

| $\boldsymbol{K}_{\boldsymbol{P}}$ | 10 | 30 | 40 | 50 |
| :---: | :---: | :---: | :---: | :---: |
| Integrated error | 113 | 101,8208 | 101,8612 | 103,2672 |


| Part 1 | Max error | 0,1178 | 0,0653 | 0,0486 | 0,0517 |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Velocity | $7072 \mathrm{~m} / \mathrm{s}$ | $4583 \mathrm{~m} / \mathrm{s}$ | $7137 \mathrm{~m} / \mathrm{s}$ | $7132,8 \mathrm{~m} / \mathrm{s}$ |


| Part 2 | Max error | 0,037 | 0,0079 | 0,0161 | 0,0169 |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Velocity | $1125 \mathrm{~m} / \mathrm{s}$ | $3524 \mathrm{~m} / \mathrm{s}$ | $1173 \mathrm{~m} / \mathrm{s}$ | $1181 \mathrm{~m} / \mathrm{s}$ |

Table 2: Integrated error, maximum difference between vehicle acceleration drag and reference drag in the part 1 and in the part 2 of the reference profile and velocity at which the maximum difference occurs for different proportional gains.

The proportional term, if it is chosen too high ( $\mathrm{Kp}=50$ ), degrades the system stability because it can create an overcorrection, the drag acceleration exceeds the commanded value and oscillates around the commanded position, but with appropriate values the error decreases and the system is more reactive ( $\mathrm{Kp}=30$ ). At the same time a low proportional term does not allow to reach the reference signal, this is the case of purple curve ( $\mathrm{Kp}=10$ ), where the PID output and the bank angle maintain limited value and the vehicle cannot being accurately controlled.

In the second simulation the analysed variable is $K_{D}, K_{P}$ and $K_{I}$ are constant, the proportional gain is equal to 40 and the integrative gain is equal to 0.6.


Figure 18: Re-entry trajectory for different $K_{D}, K_{P}=40, K_{I}=\mathbf{0 . 6}$

| $\boldsymbol{K}_{\boldsymbol{D}}$ | 40 | 50 | 55 | 60 | 70 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Integrated error | 104,5001 | 102,718 | 101,8612 | 103,1984 | 101,6566 |


| Part 1 | Max error | 0,0599 | 0,0522 | 0,0486 | 0,0614 | 0,0156 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Velocity | $7127,3 \mathrm{~m} / \mathrm{s}$ | $7132 \mathrm{~m} / \mathrm{s}$ | $7137,5 \mathrm{~m} / \mathrm{s}$ | $4269,4 \mathrm{~m} / \mathrm{s}$ | $4545 \mathrm{~m} / \mathrm{s}$ |


| Part 2 | Max error | 0,0123 | 0,0177 | 0,0161 | 0,0494 | 0,0156 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Velocity | $1250,4 \mathrm{~m} / \mathrm{s}$ | $2857,6 \mathrm{~m} / \mathrm{s}$ | $1173,1 \mathrm{~m} / \mathrm{s}$ | $1000 \mathrm{~m} / \mathrm{s}$ | $1177,3 \mathrm{~m} / \mathrm{s}$ |

Table 3: Integrated error, maximum difference between vehicle acceleration drag and reference drag in the part 1 and in the part 2 of the reference profile and velocity at which the maximum difference occurs for different derivative gains.

The derivative term must reconcile two different aspects: reducing the oscillations and following the reference profile. If the reference profile presents sudden curvature changes, an high derivative term doesn't allow following them ( $K_{D}=600$ ). If the derivative term is too low the control action doesn't influence enough the system and the drag acceleration is characterized by oscillations and the dynamic isn't damped ( $K_{D}=400$ ).

In the last simulation the analysed variable is $K_{I}, K_{D}$ and $K_{P}$ are constant, the derivative gain is equal to 550 and the proportional gain is equal to 40.


Figure 19: Re-entry trajectory for different $K_{I}, K_{P}=40, K_{D}=550$

| $\boldsymbol{K}_{\boldsymbol{I}}$ | 0,5 | 0,6 | 0,7 | 10 |
| :---: | :---: | :---: | :---: | :---: |
| Integrated error | 102,3704 | 101,8612 | $1^{\prime} 1,6021$ | 102,0465 |


| Part 1 | Max error | 0,0391 | 0,0161 | 0,0151 | 0,0198 |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Velocity | $1000 \mathrm{~m} / \mathrm{s}$ | $1173 \mathrm{~m} / \mathrm{s}$ | $1184,9 \mathrm{~m} / \mathrm{s}$ | $1016 \mathrm{~m} / \mathrm{s}$ |


| Part 2 | Max error | 0,0468 | 0,0468 | 0,0504 | 0,0577 |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Velocity | $7137,8 \mathrm{~m} / \mathrm{s}$ | $7137,8 \mathrm{~m} / \mathrm{s}$ | $7137 \mathrm{~m} / \mathrm{s}$ | $4270 \mathrm{~m} / \mathrm{s}$ |

Table 4: Integrated error, maximum difference between vehicle acceleration drag and reference drag in the part 1 and in the part 2 of the reference profile and velocity at which the maximum difference occurs for different integrative gains.

The integrative term is linked to the steady-state error, with appropriated values this error decreases and the system acquires a better behaviour in the stationary range, in particular the error is reduced following a constant reference acceleration drag ( $K_{I}=0,7$ ). But this value must remain limited because the integrative gain is linked to the time, the control system takes time to decrease the integrative value when the error becomes small, for this reason the system overcorrects the acceleration drag and the system is characterized by peaks ( $K_{I}=10$ ).

### 2.2 Vertical dynamic and PID gains

The PID gains choosing can be faced using a simplified model, this model studies the vertical dynamic: the aim is finding the optimal gains to reach and maintain a chosen altitude. This gains must minimize the oscillations and stationary error. This approach gives an idea about the order of magnitude of PID gains using in the 3-Dof dynamic model.

The vertical dynamic is represented by three forces:

- The lift force $L$ it's an aerodynamic force perpendicular to the velocity vector, it's linked to the vehicle sustenance.
- The weight force $m g$ : it's caused by the planet gravitational attraction, the force is directs towards the Earth center.
- The centrifugal force $F_{C}$ : it's caused by the Earth sphericity, the force is directs towards the Earth radius in the opposite direction of the weight force.


Figure 20: Vertical dynamics and forces.

If all the forces aren't in equilibrium, on the vehicle it's born an acceleration, this acceleration it's only a vertical acceleration and for this reason the vehicle changes altitude. The vertical dynamics is represented by the following equation:

$$
\begin{equation*}
m \ddot{h}=F_{C}-m g+L \tag{11}
\end{equation*}
$$

Where:

$$
\begin{equation*}
F_{C}=m \frac{V^{2}}{R} \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
L=\frac{1}{2} \rho V^{2} S_{\text {ref }} C_{L} \tag{13}
\end{equation*}
$$

The longitudinal dynamic is characterized by a constant velocity. The atmospheric model is US76 and the gravity model is a spherical gravity model where the term $g$ is maintained constant and equal to $9.81 \mathrm{~m} / \mathrm{s}^{2}$. The lift coefficient is function of Mach and Alpha, the Mach number changes during the simulation because the altitude changes and the angle Alpha is constant and equal to $45^{\circ}$. Also the density changes because it's function of the altitude. In the centrifugal force $F_{C}$ the term $R$ represents the distance from the Earth center: for this reason if the altitudes changes, the centrifugal force change.

| Input Parameters | Value |
| :---: | :---: |
| Wing surface | $7,26 \mathrm{~m}$ |
| Alpha | $45^{\circ}$ |
| Mass | 1840 Kg |
| Velocity | $6500 \mathrm{~m} / \mathrm{s}$ |
| Gamma | $0^{\circ}$ |
| Altitude | 50000 m |

Input Parameters for PID optimization .
When the vehicle is subjected to a vertical acceleration, a vertical velocity $\dot{h}$ is born, this vertical velocity is made up with the longitudinal velocity, the flight path angle $\gamma$ changes and the lift force changes directions. As first approximation the velocity module can be considered constant and equal to $V$, because $\dot{h}$ is really small compared with the longitudinal velocity $V$. The changes in the flight path angle are inserted in the simulations because even just a small $\gamma$ influences the dynamic. If the flight path angle is different from zero the lift is spitted in two components and only the vertical component $L \cos (\gamma)$ enters in the vertical dynamic.

So a new equation can be written:

$$
\begin{equation*}
m \ddot{h}=F_{C}-m g+L \cos (\gamma) \cos (\sigma) \tag{14}
\end{equation*}
$$



Figure 21: Vertical dynamics and velocity composition.
The last concept to explain is how the controller work. If the vehicle wants maintain an altitude it's necessary having the equilibrium between the forces. This equilibrium can be reached variating the bank angle. In this matter the vertical lift component changes, with the right bank angle the sum between vertical lift force, centrifugal force and weight force is equal to zero.

If the vehicle starts from an altitude and it wants to change altitude, the PID controller defines a law for the bank angle variation to arrive at the desired altitude, with a damped dynamics, and, reached the desired altitude, the PID controller imposes constant bank angle, this bank angle is the angle necessary to have the equilibrium. The PID input is the altitude error and the output is the ratio between vertical lift component and lift module. The bank angle is calculated from this ratio. It's important to insert a rate limiter so that the dynamics has a real behaviour. The rate limiter is set to $12^{\circ} / \mathrm{s}$.


Figure 22: Altitude control flow chart.
If the vehicle must go down the error is negative, the output PID is negative and the cosine of the bank angle is negative: in this matter the lift is facing downwards. When the error decreases the bank angle increases and the lift vertical component decreases so that the dynamic becomes damped.

Vehicle Dynamic Block


Figure 23: Vehicle dynamics flow chart.
To test the dynamic model, the vehicle is positioned at the ceiling: the ceiling is the maximum altitude at which the vehicle can fly because the developed lift equals the other forces. Going up in altitude the density is too low and the sum between lift and centrifugal force is less than the weight force. The ceiling is calculated for a bank angle and a flight patch angle null.

If the dynamic model is correct, the vehicle, in ceiling, must stay motionless, without altitude changing. In ceiling the dynamic equation becomes the following:

$$
\begin{equation*}
F_{c}+L-m g=0 \tag{15}
\end{equation*}
$$

From this equation it's possible calculating the ceiling air density and, subsequently, finding the corresponding altitude with a linear interpolation because, in the Matlab model ,the atmosphere is tabulated.

In the first simulation the vehicle is placed 180 meters under the ceiling, in this case the ceiling is 71150 meters. The results are showed in the Figure 24.


Figure 24: Vertical dynamics for a re-entry vehicle.
The results identifies a problem: the vehicle oscillates around the ceiling. This is due to an error in the dynamic: if the flight path angle changes, a small components of drag is directed along the vertical. This vertical component has a damping effect and the vehicle stabilizes at the ceiling. For this reason a new term is introduced in the equation:

$$
\begin{equation*}
F_{C}-m g+L \cos (\sigma) \cos (\gamma)-D \operatorname{sen}(\gamma)=m \ddot{h} \tag{16}
\end{equation*}
$$

The Drag has the following expression, where the coefficient $C_{D}$ is function of Mach and Alpha:

$$
\begin{equation*}
D=\frac{1}{2} \rho V^{2} S_{r e f} C_{D} \tag{17}
\end{equation*}
$$

With this correction the vehicle reaches the ceiling and stabilizes themselves, as the Figure 25 shows.


Figure 25: Vertical dynamic to reach the ceiling.
The next step is finding the optimal PID gains: the vehicle is positioned at an altitude of 50 Km and forced to reach the altitude of 60 Km . The climb maneuver develops greater oscillations because the aerodynamic forces are higher. For this reason the PID gains are optimized for this maneuver that has major loads.

As first attempt the PID gains are all chosen equal to 1 , with $N$ equal to 20 . The result is an amplified dynamic, the vehicle diverges from the equilibrium condition going out the atmosphere.


Figure 26: Vertical dynamics with PID controller with all gains set to 1.
To optimize the gains it's necessary used a Simulink tool :"Check Custom Bounds". This tool checks that a signal satisfies upper and lower bounds during simulation. In this case the tested signal is the altitude. If the altitude doesn't respect the bounds the Simulink block changes parameters to optimize the model: the parameters are the PID gains. Each iteration the Simulink block testes the model and changes the parameters following an algorithm of minimization: the aim is that the response enters into the limits. The Matlab block uses the function fmincon, and the sequential quadratic programming algorithm (SQP) for fmincon. SQP is an iterative method for constrained nonlinear optimization: each iteration the algorithm solves an optimization sub problem, using a quadratic model of the objective subject to a linearization of the constraints. In this case the limits are given as combination of altitude-time, $h_{\text {rif }}$ is the final altitude ( 60 Km ) and $h_{i}$ is the initial altitude ( 50 Km ).

| Time | 0 s | 100 s | 300 s | 600 s |
| :---: | :---: | :---: | :---: | :---: |
| Upper limit-Altitude | $h_{\text {rif }}+5000$ | $h_{\text {rif }}+5000$ | $h_{\text {rif }}+500$ | $h_{\text {rif }}+50$ |
| Lover limit-Altitude | $h_{i}$ | $h_{i}+7500$ | $h_{\text {rif }}-500$ | $h_{\text {rif }}-50$ |

Table 5: Upper and lower limits using in the "Check Custom Bounds" optimization.
After 11 iterations the optimization finishes and the results are showed in Figure 16: the curve represents the time response for each iterations, the final curve is the blue curve.


Figure 27: Vertical dynamic with optimized PID gains for each iterations.
The time response is characterized by three parameters:

- Peak value: it is the maximum percentage of deviation from the desired value.
- Settling time: it is time necessary to confine the answer in a band of amplitude $\pm 5 \%$ respect to the final value.
- Steady state error: it's the difference between the desired value and the obtained value when the transitory it's ended.

| Peack value | $7 \%$ |
| :---: | :---: |
| Settling time | $149,7 \mathrm{~s}$ |
| Steady state error | $0,0035 \mathrm{~m}$ |

Table 6: Response time for the vertical dynamics with an altitude control.

| $\boldsymbol{K}_{\boldsymbol{P}}$ | $4,1410^{8}$ |
| :---: | :---: |
| $\boldsymbol{K}_{\boldsymbol{I}}$ | $4,7510^{7}$ |
| $\boldsymbol{K}_{\boldsymbol{D}}$ | $1,03610^{10}$ |

Table 7: PID gains finding with first optimizations.
As the Table 8 shows the PID gain are really high, but the order of magnitude is different between the three gains. So the next step can be reducing the order of magnitude: the selected gains are written in Table 9.

| $\boldsymbol{K}_{\boldsymbol{P}}$ | 0,4139 |
| :---: | :---: |
| $\boldsymbol{K}_{\boldsymbol{I}}$ | 0,047 |
| $\boldsymbol{K}_{\boldsymbol{D}}$ | 10,3638 |
| $\boldsymbol{N}$ | 0,7988 |

Table 8: New PID gains using for the second optimization.


Figure 28: Time response for the vertical dynamic with the reduced PID gains:

$$
K_{P}=0.4139, K_{D}=10.3638, K_{I}=0,7988
$$

With new gains the response presents high oscillations, for this reason a second optimisation is necessary. In this optimization the PID gains values are limited and each value has a different scale variation:

|  | Initial value | Max value | Min value | Scale |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{K}_{\boldsymbol{P}}$ | 0,4139 | 1 | $-i n f$ | 0,1 |
| $\boldsymbol{K}_{\boldsymbol{I}}$ | 0,047 | 0,1 | $-i n f$ | 0,005 |
| $\boldsymbol{K}_{\boldsymbol{D}}$ | 10,3638 | 100 | $-i n f$ | 1 |

Table 9: PID gains bounds for the second optimization.

After three iterations the optimization finishes and the PID gains values are changed:

| $\boldsymbol{K}_{\boldsymbol{P}}$ | 0,44 |
| :---: | :---: |
| $\boldsymbol{K}_{\boldsymbol{I}}$ | 0,0405 |
| $\boldsymbol{K}_{\boldsymbol{D}}$ | 11,84 |
| $\boldsymbol{N}$ | $20 \frac{K_{P}}{K_{D}}$ |

Table 10: New PID gains finding with the second optimization.


Figure 29: Time response with the PID gains obtained during the second optimization.
The better time response was obtained with high gains, for this reason the bounds are settled tangent at the curve obtained with high gains. The upper bound is settled to 64190 m for adjusting the peak value and then it's reduced for the settling time. The minimum is adjusted thanks to the lower bound settled to 58740 m.

| Time | 0 | 58 s | 58 s | 119 s | 119 s | 190 s |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Upper limit: <br> Altitude | 64190 | 64190 | 60300 | 60300 | 60070 | 60070 |
| Lover limit: <br> Altitude | 0 | 58740 | 58740 | 58740 | 58740 | 59930 |

Table 11: Upper and lower limits using in the "Check Custom Bounds" optimization for the third optimization.
After 4 iterations the model converges to a solution varying the PID gains and improving the time response, with a reduction of the peak value and the steady state error.

| $\boldsymbol{K}_{\boldsymbol{P}}$ | 0,53 |
| :---: | :---: |
| $\boldsymbol{K}_{\boldsymbol{I}}$ | 0,024 |
| $\boldsymbol{K}_{\boldsymbol{D}}$ | 13,27 |
| $\boldsymbol{N}$ | 0,7692 |

Table 12: PID gains obtained with the third optimizations

| Peack value | $4,21 \%$ |
| :---: | :---: |
| Settling time | $150,8 \mathrm{~s}$ |
| Steady state error | $9,4610^{-11} \mathrm{~m}$ |

Table 13: Response time for the vertical dynamics with an altitude control.


Figure 30: Time response with the PID gains obtained during the third optimization.
This gains must be used in the model with a 3-Dof dynamic where the control variable is the drag acceleration in g -s. This variable is lower in value than the altitude, in particular the two variable have two different order of magnitude. For this reason the choose gains must be increased before using them in the completed model.

| $\boldsymbol{K}_{\boldsymbol{P}}$ | 50 |
| :---: | :---: |
| $\boldsymbol{K}_{\boldsymbol{I}}$ | 2,4 |
| $\boldsymbol{K}_{\boldsymbol{D}}$ | 1300 |
| $\boldsymbol{N}$ | 0,7692 |

Table 14: PID gains for the 3-Dof dynamic control.

### 2.3 Scheduled PID gains: linear system and LQT technique

The PID output is linked to the bank angle, the bank angle changes the vertical lift component. If the vehicle flies at low altitude, the lift force is greater, for this reason a smaller bank angle variation is necessary to reach the desired drag acceleration. So the PID gains decrease with altitude, keeping them constant would mean overcorrecting the error at low altitude and the vehicle drag acceleration would oscillate around the reference profile.

To study the PID gains variation it's possible to write the system as a liner system and then to study the behaviour at different dynamic pressures finding the optimal gains with an LQT technique.

Some simplifications in the 3-Dof dynamic are necessary for the system linearization:

- Earth is represented as a sphere
- Earth is non-rotating, which is allowed because the vehicle dynamic has a much higher frequency than the rotation of Earth. For this reason the frame can be assumed to be inertial
- The gravity field of the Earth is assumed to be spherical
- The vehicle trajectory is parallel to the equator

With these simplifications it's possible writing the dynamic in the ECI reference system:

$$
\begin{gather*}
\dot{V}=-\frac{D}{m}-g \sin \gamma  \tag{18}\\
\dot{\gamma}=\left(\frac{V}{R_{T}}-\frac{g}{V}\right) \cos \gamma+\frac{L \cos \sigma}{m V} \tag{19}
\end{gather*}
$$

$$
\begin{equation*}
\dot{R_{T}}=V \sin \gamma \tag{20}
\end{equation*}
$$

A linearized system can be seen as an equilibrium trajectory. In this system is possible to identify state variables: these variables describe the system behaviour during the time when the system is perturbed by an external disturbance or by the pilot command. In this case the state variables are Velocity $V$, Flight path angle $\gamma$ and distance from the Earth center $R$. Then we assume to create a small deviations from this equilibrium path: for this reason the state variables can be written as a sum of an equilibrium condition and a deviation. In this treatment the vehicle is not powered for this reason there isn't fuel consumption and the mass is constant.

$$
\begin{gather*}
V=V_{0}+\Delta V  \tag{21}\\
\gamma=\gamma_{0}+\Delta \gamma \\
R_{T}=R_{T_{0}}+\Delta R_{T}
\end{gather*}
$$

The bank angle is a variable using for the control (control variable), it's also written as a sum of a nominal state and a deviation:

$$
\begin{equation*}
\sigma=\sigma_{0}+\Delta \sigma \tag{22}
\end{equation*}
$$

The gravitational acceleration changes its value with the altitude, the used model is a spherical gravity model where the state variable is the distance from the Earth center. For this reason also the gravity acceleration can be written with a deviation:

$$
\begin{gather*}
g_{0}+\Delta g=\frac{\mu}{\left(R_{T_{0}}+\Delta R_{T}\right)^{2}}=\frac{\mu}{R_{T_{0}}^{2}\left(1+\frac{2 \Delta R_{T}}{R_{T_{0}}}\right)}=\frac{\mu\left(1-\frac{2 \Delta R_{T}}{R_{T_{0}}}\right)}{R_{T_{0}}^{2}\left(1+\frac{2 \Delta R_{T}}{R_{T_{0}}}\right)\left(1-\frac{2 \Delta R_{T}}{R_{T_{0}}}\right)}  \tag{23}\\
=\frac{\mu\left(1-\frac{2 \Delta R_{T}}{R_{T_{0}}}\right)}{R_{T_{0}}^{2}}
\end{gather*}
$$

Where the deviation is equal to $\Delta g=-2 g_{0} \frac{\Delta R_{T}}{R_{T_{0}}}$.

Substituting expression Eqs. (21)-(16) in Eqs. (18)-(19)-(20), neglecting higher-order terms as the product between deviations and the deviations pow, approximating the cosine of a deviation with 1 and the sine of a deviation with the deviation and subtracting the nominal states $\left(\dot{V}_{0}=-\frac{D_{0}}{m}-g_{0} \sin \gamma_{0}, \dot{\gamma_{0}}=\right.$ $\left.\left(\frac{V_{0}}{R_{T_{0}}}-\frac{g_{0}}{V_{0}}\right) \cos \gamma_{0}+\frac{L_{0} \cos \sigma_{0}}{m V_{0}}, \dot{R_{T_{0}}}=V_{0} \sin \gamma_{0}\right)$, the system becomes the following:

$$
\begin{equation*}
\Delta \dot{V}=-\frac{\Delta D}{m}+2 \frac{g_{0}}{R_{T_{0}}} \sin \gamma_{0} \Delta R_{T}-g_{0} \cos \gamma_{0} \Delta \gamma \tag{24}
\end{equation*}
$$

$$
\begin{gather*}
\Delta \dot{\gamma}=\left(-\frac{\dot{\gamma}_{0}}{V_{0}}+\frac{2 \cos \gamma_{0}}{R_{T_{0}}}\right) \Delta V+\left(\frac{2 g_{0}}{R_{T_{0}}}-\frac{V_{0}^{2}}{R_{T_{0}}^{2}}\right) \frac{\cos \gamma_{0}}{V_{0}} \Delta R_{T}-\left(\frac{V_{0}^{2}}{R_{T_{0}}}-g_{0}\right) \frac{\sin \gamma_{0}}{\mathrm{~V}_{0}} \Delta \gamma  \tag{25}\\
-\frac{\mathrm{L}_{0}}{\mathrm{mV} V_{0}} \sin \sigma_{0} \Delta \sigma+\frac{\cos \sigma_{0}}{m V_{0}} \Delta L
\end{gather*}
$$

$$
\Delta \dot{R_{T}}=\sin \gamma_{0} \Delta V+V_{0} \cos \gamma_{0} \Delta \gamma
$$

Also the forces must be written as a function of state and control variables. Lift and drag are function of flight parameters as Mach number $M$, angle of attack $\alpha$ and altitude $h$ :

$$
\begin{align*}
& \Delta D=\frac{\delta D}{\delta M} \Delta M+\frac{\delta D}{\delta \alpha} \Delta \alpha+\frac{\delta D}{\delta h} \Delta h  \tag{27}\\
& \Delta L=\frac{\delta L}{\delta M} \Delta M+\frac{\delta L}{\delta \alpha} \Delta \alpha+\frac{\delta L}{\delta h} \Delta h \tag{28}
\end{align*}
$$

To evaluate the partial derivatives, the aerodynamic forces are written as:

$$
\begin{gather*}
D=C_{D} q S_{r e f}  \tag{29}\\
L=C_{L} q S_{r e f}
\end{gather*}
$$

Where $C_{L}$ and $C_{D}$ are the aerodynamic coefficients function of Mach, Alpha and altitude, q is the dynamic pressure written as $q=\frac{1}{2} \rho V^{2}$ and function of velocity and altitude, $S_{r e f}$ is the reference area. In this case the aerodynamic coefficients aren't function of the altitude, this means that $\frac{\delta C_{L}}{\delta h}=0$ and $\frac{\delta C_{D}}{\delta h}=0$. The angle of attack $\alpha$ is constant until a Mach of 2.4 , then for lower Mach the angle of attack varies. The linearized model, in particular, is used until a Mach equal to 3, so the Angle of Attack is constant, this means that $\frac{\delta C_{L}}{\delta \alpha}=0$ and $\frac{\delta C_{D}}{\delta \alpha}=0$. For all these reasons the aerodynamic forces are only functions of Mach:

$$
\begin{gather*}
\frac{\delta D}{\delta M}=\frac{\delta C_{D}}{\delta M} \mathrm{q} \mathrm{~S}_{\mathrm{ref}}+\frac{\delta q}{\delta M} \mathrm{C}_{\mathrm{D}} \mathrm{~S}_{\mathrm{ref}}  \tag{30}\\
\frac{\delta L}{\delta M}=\frac{\delta C_{L}}{\delta M} \mathrm{q}_{\mathrm{ref}}+\frac{\delta q}{\delta M} \mathrm{C}_{\mathrm{L}} \mathrm{~S}_{\mathrm{ref}} \tag{31}
\end{gather*}
$$

The Mach number is equal to the ratio between the velocity $V$ and the speed of sound $a$ :

$$
\begin{equation*}
M=\frac{V}{a} \tag{32}
\end{equation*}
$$

Substituting the Eq. (32) in the partial derivative $\frac{\delta q}{\delta M}$ and in the deviation $\Delta M$ :

$$
\begin{gather*}
\frac{\delta q}{\delta M}=\frac{1}{2} \frac{\delta\left(\rho M^{2} a^{2}\right)}{\delta M}=\rho_{0} a_{0}^{2} M_{0}=\frac{\rho_{0} V_{0}^{2}}{M_{0}}=\frac{2 q_{0}}{M_{0}}  \tag{33}\\
\Delta M=\Delta\left(\frac{V}{a}\right)=\frac{1}{a_{0}} \Delta V=\frac{M_{0}}{V_{0}} \Delta V \tag{34}
\end{gather*}
$$

Summarising, the aerodynamic forces can written as follow:

$$
\begin{align*}
\Delta D & =\left(\frac{M_{0}}{V_{0}} \frac{\delta C_{D}}{\delta M}+\frac{2 C_{D}}{V_{0}}\right) q_{0} S_{r e f} \Delta V  \tag{35}\\
\Delta L & =\left(\frac{M_{0}}{V_{0}} \frac{\delta C_{L}}{\delta M}+\frac{2 C_{L}}{V_{0}}\right) q_{0} S_{r e f} \Delta V \tag{36}
\end{align*}
$$

Now the equations of motion are linearized and so they can be written in a matrix form, this form is called state-space form:

$$
\begin{equation*}
\dot{x}=A x+B u \tag{37}
\end{equation*}
$$

$$
\begin{equation*}
y=C x \tag{38}
\end{equation*}
$$

The states $x$ are variables that describe the system during the time: they are indices of the energy stored in the system and its distribution. In this case the vehicle states are velocity, altitude and flight path angle. The input vector $u$ contains the variables that destabilize the system. The output vector $y$ contains the variables measured by the sensors. The matrix $A$ describes the link between the states and the matrix $B$ describes how the input influences the system. The input vector contains only a variable: the bank angle. In fact to change the drag acceleration following a reference signal the system uses the bank angle, for this reason this variable is a control variable.

To study the closed loop we need to linearize also the PID controller, but the choice is excluding the integrative term because this term is affected by the saturation, a non-linear phenomenon that occurs a lot of time during the simulations.

The input of the proportional term it the error $e$, the output of the proportional term is equal to the input. The error $e$ is the difference between the reference drag acceleration and the vehicle drag acceleration.

To write the derivative term and the low pass filter is necessary introducing a new variable $\eta$ : this variable is the output of the derivative term with low pass filter. The output is function of the error:

$$
\begin{equation*}
\frac{\eta}{e}=\frac{s}{\frac{s}{N}+1} \tag{39}
\end{equation*}
$$

The ratio $\frac{\eta}{s}$ is another new variable called $\eta_{N}$, remembering that a variable multiplied by the imaginary variable $s$ is equal to the derivate of the variable the system becomes:

$$
\begin{equation*}
\dot{\eta_{N}}=-N \eta_{N}+N e \tag{40}
\end{equation*}
$$

In this case the state variable of the derivative term is $\eta_{N}$. But $\dot{\eta_{N}}=\eta_{N} s=\eta$ so we can write an second equation, where $\eta$ is the output of the derivative term-low pass filter state space system:

$$
\begin{equation*}
\eta=-N \eta_{N}+N e \tag{41}
\end{equation*}
$$

The error is also function state variables: it's written as the difference between the reference signal $r$ and the performance output $z$. The performance output is the tracked signal that the control system want to check following the reference signal $r$ : in this case the performance output is equal to the drag acceleration in $g$-s and it's written as function of state variable $\Delta V$.

$$
\begin{gather*}
e=r-z  \tag{42}\\
z=H x=\frac{\Delta D}{m g_{0}} \tag{43}
\end{gather*}
$$

But we remember that in the system the real input isn't the bank angle but the $\cos \sigma$, so linearizing the bank angle the control input becomes:

$$
\begin{equation*}
u=\cos \left(\sigma_{0}+\Delta \sigma\right)=\cos \sigma_{0}-\sin \sigma_{0} \Delta \sigma \tag{44}
\end{equation*}
$$

In the $\Delta \dot{\gamma}$ equation appears the term $\Delta \sigma$ that it's written as $\Delta \sigma=-\frac{u}{\sin \sigma_{0}}+\frac{\cos \sigma_{0}}{\sin \sigma_{0}}$, substituting it in the $\Delta \dot{\gamma}$ equation remains a constant term equal to $-\frac{L_{0}}{m V_{0}} \cos \sigma_{0}$ :

$$
\begin{align*}
\Delta \dot{\gamma}=(- & \left.\frac{\dot{\gamma}_{0}}{V_{0}}+\frac{2 \cos \gamma_{0}}{R_{T_{0}}}\right) \Delta V+\left(\frac{2 g_{0}}{R_{T_{0}}}-\frac{V_{0}^{2}}{R_{T_{0}}^{2}}\right) \frac{\cos \gamma_{0}}{V_{0}} \Delta R_{T}-\left(\frac{V_{0}^{2}}{R_{T_{0}}}-g_{0}\right) \frac{\sin \gamma_{0}}{V_{0}} \Delta \gamma  \tag{45}\\
& +\frac{\cos \sigma_{0}}{m V_{0}} \Delta L+\frac{L_{0}}{m V_{0}} u-\frac{L_{0}}{m V_{0}} \cos \sigma_{0}
\end{align*}
$$

The effect of this constant term $-\frac{L_{0}}{m V_{0}} \cos \sigma_{0}$ in the dynamic can be studied introducing a new state variable $f$ : this variable must stay constant and equal to 1 , in this matter each step of integration a constant term is added to the $\Delta \dot{\gamma}$ equation.

But this approach is only theatrical, because if $\dot{f}$ is equal to zero, the matrix A will have a null row and it will become not invertible. The matrix A must be invertible to apply the LQR technique used in the PID gain optimization: for this reason $\dot{f}$ will be written as function of $f$ :

$$
f_{0}=1 \text { Initial value for the state variable } f
$$

$$
\begin{equation*}
\dot{f}=a_{66} f \rightarrow \Delta f \text { Added equation that explains the variation law of } f \tag{46}
\end{equation*}
$$

$$
f_{\text {new }}=f_{0}+\Delta f \cong f_{0} \cong 1 \text { New value for the state variable } f
$$

The coefficient $a_{66}$ is a small coefficient, equal to $10^{-15}$, the matrix A becomes invertible and variation of $f$ is neglected and doesn't influence the dynamic.

So the Eq. 45 becomes the following and in the last term appears $f$ :

$$
\begin{aligned}
& \Delta \dot{\gamma}=\left(-\frac{\dot{\gamma}_{0}}{V_{0}}+\frac{2 \cos \gamma_{0}}{R_{T_{0}}}\right) \Delta V+\left(\frac{2 g_{0}}{R_{T_{0}}}-\frac{V_{0}^{2}}{R_{T_{0}}^{2}}\right) \frac{\cos \gamma_{0}}{V_{0}} \Delta R_{T}-\left(\frac{V_{0}^{2}}{R_{T_{0}}}-g_{0}\right) \frac{\sin \gamma_{0}}{V_{0}} \Delta \gamma+\frac{\cos \sigma_{0}}{m V_{0}} \Delta L+\frac{L_{0}}{m V_{0}} u \\
&-\frac{L_{0}}{m V_{0}} \cos \sigma_{0} f
\end{aligned}
$$

The augmented system is written joining all these elements:

$$
\begin{gather*}
\left\{\begin{array}{c}
\Delta \dot{V} \\
\Delta \dot{\gamma} \\
\Delta \dot{R}_{T} \\
\dot{\eta}_{N} \\
\dot{f}
\end{array}\right\}=\left[\begin{array}{ccccc}
a_{11} & a_{12} & a_{13} & 0 & 0 \\
a_{21} & a_{22} & a_{23} & 0 & a_{26} \\
a_{31} & a_{32} & 0 & 0 & 0 \\
a_{51} & 0 & 0 & a_{55} & 0 \\
0 & 0 & 0 & 0 & a_{66}
\end{array}\right]\left\{\begin{array}{c}
\Delta V \\
\Delta \gamma \\
\Delta R_{T} \\
\eta_{N} \\
f
\end{array}\right\}+\left[\begin{array}{c}
0 \\
b_{21} \\
0 \\
0 \\
0
\end{array}\right] u+\left[\begin{array}{c}
0 \\
0 \\
0 \\
g_{51} \\
0
\end{array}\right] r  \tag{47}\\
\left\{\begin{array}{c}
y_{P} \\
\eta
\end{array}\right\}=\left[\begin{array}{lllll}
c_{11} & 0 & 0 & 0 & 0 \\
c_{31} & 0 & 0 & c_{35} & 0
\end{array}\right]\left\{\begin{array}{c}
\Delta V \\
\Delta \gamma \\
\Delta R_{T} \\
\eta_{N} \\
f
\end{array}\right\}+\left[\begin{array}{l}
0 \\
0
\end{array}\right] u+\left[\begin{array}{l}
f_{11} \\
f_{31}
\end{array}\right] r \tag{48}
\end{gather*}
$$

The individual terms are the following:

$$
\begin{gathered}
a_{11}=-\frac{1}{m}\left(\frac{M_{0}}{V_{0}} \frac{\delta C_{D}}{\delta M}+\frac{2 C_{D}}{V_{0}}\right) q_{0} S_{r e f} \\
a_{12}=-g_{0} \cos \gamma_{0} \\
a_{13}=2 \frac{g_{0}}{R_{T_{0}}} \sin \gamma_{0} \\
a_{21}=-\frac{\dot{\gamma}_{0}}{V_{0}}+\frac{2 \cos \gamma_{0}}{R_{T_{0}}}+\frac{\cos \sigma_{0}}{m V_{0}}\left(\frac{M_{0}}{V_{0}} \frac{\delta C_{L}}{\delta M}+\frac{2 C_{L}}{V_{0}}\right) q_{0} S_{r e f} \\
a_{22}=-\left(\frac{V_{0}^{2}}{R_{T_{0}}}-g_{0}\right) \frac{\sin \gamma_{0}}{V_{0}} \\
a_{23}=\left(\frac{2 g_{0}}{R_{T_{0}}}-\frac{V_{0}^{2}}{R_{T_{0}}^{2}}\right) \frac{\cos \gamma_{0}}{V_{0}}
\end{gathered}
$$

$$
\begin{gather*}
a_{26}=-\frac{L_{0}}{m V_{0}} \cos \sigma_{0} \\
a_{31}=\sin \gamma_{0} \\
a_{32}=V_{0} \cos \gamma_{0} \\
a_{51}=-\frac{N}{m g_{0}}\left(\frac{M_{0}}{V_{0}} \frac{\delta C_{D}}{\delta M}+\frac{2 C_{D}}{V_{0}}\right) q_{0} S_{r e f} \\
a_{55}=-N  \tag{4}\\
a_{66}=10^{-15} \\
b_{21}=\frac{L_{0}}{m V_{0}} \\
g_{51}=N \\
c_{11}=-\frac{1}{m g_{0}}\left(\frac{M_{0}}{V_{0}} \frac{\delta C_{D}}{\delta M}+\frac{2 C_{D}}{V_{0}}\right) q_{0} S_{r e f} \\
c_{31}=-\frac{N}{m g_{0}}\left(\frac{M_{0}}{V_{0}} \frac{\delta C_{D}}{\delta M}+\frac{2 C_{D}}{V_{0}}\right) q_{0} S_{r e f} \\
c_{35}=-N \\
f_{11}=1 \\
f_{31}=N
\end{gather*}
$$

In compact form the system can be written as follow:

$$
\begin{gather*}
\dot{x}=\left\{\begin{array}{c}
\Delta \dot{V} \\
\Delta \dot{\gamma} \\
\Delta \dot{R_{T}} \\
\dot{\eta_{N}} \\
\dot{f}
\end{array}\right\}=A x+B u+G r  \tag{50}\\
y=\left\{\begin{array}{c}
y_{P} \\
\eta
\end{array}\right\}=C x+D u+F r
\end{gather*}
$$

When the loop is closed the input is written as a function of the output $y=\left\{\begin{array}{c}y_{P} \\ \eta\end{array}\right\}$ using a matrix $K$, this matrix contains the PID gains: the closed loop is a controlled system, the gains are chosen to have a stable system with zero-based stationary error.

$$
u=-K y=\left[\begin{array}{ll}
-K_{P} & -K_{D}
\end{array}\right]\left\{\begin{array}{c}
y_{P}  \tag{51}\\
\eta
\end{array}\right\}
$$

Substituting Eq. (51) in Eq.
(50) the closed loop system acquires the following form:

$$
\begin{equation*}
\dot{x}=[A-B K C] x+[G-B K F] r=A_{C L} x+B_{C L} r \tag{52}
\end{equation*}
$$

$$
y=H x
$$



Figure 31: Vehicle closed loop structure.
It's really important to remember that the linear system works with infinitesimal order terms, for that reason the reference signal $r$ is the difference between the acceleration drag in equilibrium conditions (initial condition) and the final desired drag both expressed in g-s.

The next step is the selection of the optimal PID gains: the system must have robustness proprieties, working well if there are disturbances or uncertainties, respecting the desired specifications and following a reference signal. The performance specifications are often given in terms of time-domain criteria and this criteria are related to the step response, for this reason the input signal $r(t)$ will be a step command with magnitude $r$. If the system has a good response for a step signal, it will have a good behaviour for all the other signals, because the step is the signal that causes the greatest aerodynamic, structural and energetic stresses.

To define the PID gains can be used a technique named LQT: this technique works with a deviation system. Urging the system with a step input $r(t)$, the system answers with a dynamic and the states $x(t)$ can be seen as a sum between a steady-state value $x_{s s}$ and his deviation during the time from this value $\delta x(t)$.

$$
\left\{\begin{array}{c}
\delta x(t)=x(t)-x_{s s}  \tag{53}\\
\delta y(t)=y(t)-y_{s s}=C \delta x(t) \\
\delta z(t)=z(t)-z_{s s}=H \delta x(t) \\
\delta u(t)=u(t)-u_{s s}=-K C \delta x(t) \\
\delta e(t)=e(t)-e_{s s}=(r-H x(t))-\left(r-H x_{s s}\right)=-H \delta x(t)=-\delta z(t)
\end{array}\right.
$$

If the closed loop system is asymptotically stable, $A_{C L}$ is non-singular and, at steady conditions, the dynamic equation is the following:

$$
\begin{equation*}
\dot{x}_{s S}=0=A_{C L} x_{S S}+B_{C L} r \rightarrow x_{S S}=-A_{C L}^{-1} B_{C L} r \tag{54}
\end{equation*}
$$

The closed-loop dynamics of the state deviation are seen to be:

$$
\left\{\begin{array}{c}
\delta \dot{x}(t)=A_{C L} \delta x(t)  \tag{55}\\
\delta y(t)=C \delta x(t) \\
\delta z(t)=H \delta x(t)=-\delta e(t) \\
\delta u(t)=-K C \delta x(t)
\end{array}\right.
$$

In this matter the step-response problem has been converted to a regular problem for the deviation system:

$$
\begin{equation*}
\delta \dot{x}(t)=A \delta x(t)+B \delta u(t) \tag{56}
\end{equation*}
$$

The first objective of LQT technique is minimize the tracking error $e(t)$, this problem can be spilled in two different problems: regulating the error deviation $\delta e(t)$ to zero and making the steady-state error $e_{s s}$ small. These problems are solved choosing the PID gains in $K$ that minimize a performance index $J$ written in the following matter:

$$
\begin{equation*}
J=\frac{1}{2} \int_{0}^{\infty}\left(\delta e^{T} \delta e+\delta u^{T} R \delta u\right) d t+\frac{1}{2} e_{S S}^{T} \boldsymbol{V} e_{s s} \tag{57}
\end{equation*}
$$

$R$ and $V$ are two weight matrix, their values are chosen with trade-off analysis for the optimization of the dynamic system behaviour. If the system is of type 1 (this happens when there is an integrator in the system) the steady-state error is automatically zero, so $V$ is set equal to zero. In our case the linear system has only a PD controller, but the real dynamic system contains also the integrator term. For this reason the stationary behaviour is ignored setting $V$ equal to zero. The matrix $R$ is a square matrix with a dimension equal to the number of columns of $B$. This matrix can be selected equal to $R=r_{\text {cost }} I$, where $r_{\text {cost }}$ is a constant number, this matrix is linked to the command influence, so if $r_{\text {cost }}$ is big the system doesn't feel the influence of the command. To understand the order of magnitude of $r_{\text {cost }}$ the maximum permissible deviations can be used:

$$
\begin{equation*}
r_{c o s t}=\frac{1}{u_{m}^{2}} \tag{58}
\end{equation*}
$$

Where $u_{m}$ is the maximum variation that the command can have. In our case the command $u$ is linked to the bank angle, that can assume a value between 0 and $90^{\circ}$. For this reason $u_{m}$ is chosen equal to $\frac{\pi}{2}$.

Remembering that the error deviation is linked to the state vector, the performance index can assume a second form:

$$
\begin{equation*}
J=\frac{1}{2} \int_{0}^{\infty}\left(\delta x^{T} H^{T} H \delta x+\delta u^{T} R \delta u\right) d t+\frac{1}{2} e_{S S}^{T} \boldsymbol{V} e_{S S} \tag{59}
\end{equation*}
$$

The matrix $H^{T} H$ is another weight matrix, named $Q$.
To simplify the problem is possible introduced a new matrix $P \geq 0$, that satisfies the Lyapunov equation $g$ with a new performance index:

$$
\begin{gather*}
g \equiv A_{C L}^{T} P+P A_{C L}+C^{T} K^{T} R K C+Q  \tag{60}\\
J=\frac{1}{2} \operatorname{tr}(P X)+\frac{1}{2} e_{s S}^{T} V e_{s s} \tag{61}
\end{gather*}
$$

The matrix $X$ contains the initial deviations of the states:

$$
\begin{equation*}
X \equiv \delta x(0) \delta x^{T}(0) \tag{62}
\end{equation*}
$$

$$
\begin{equation*}
\delta x(0)=x(0)-x_{s s} \tag{63}
\end{equation*}
$$

At the initial time the vehicle is trimmed and all the states are equal to zero: the only exception is the added state $f$, it's initial value is 1 .

$$
x(0)=\left[\Delta V_{0} \Delta \gamma_{0} \Delta R_{0} \eta_{N_{0}} f_{0}\right]^{T}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \tag{64}
\end{array} 1\right]^{T}
$$

The LQT problem provides the determination of optimal gains in $K$, minimizing $J$ with the constraint on $P$ imposed by the Lyapunov equation.

The optimal solution can be determinated with numerical algorithms of minimization: it is necessary to determine the Hamiltonian function and place the partial derivatives respect to $S, P, K$ equal to zero:

$$
\begin{equation*}
\boldsymbol{H}=\operatorname{tr}(P X)+\operatorname{tr}(g S)+\frac{1}{2} e_{s s}^{T} \boldsymbol{V} e_{s s} \tag{65}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\delta \boldsymbol{H}}{\delta S}=g=A_{C L}^{T} P+P A_{C L}+C^{T} K^{T} R K C+Q=0  \tag{66}\\
\frac{\delta \boldsymbol{H}}{\delta P}=A_{C L} S+S A_{C L}^{T}+X=0 \tag{67}
\end{gather*}
$$

$$
\begin{equation*}
\frac{1}{2} \frac{\delta \boldsymbol{H}}{\delta K}=\operatorname{RKCSC}^{T}-B_{C L}^{T} P S C^{T}+B_{C L}\left(A_{C L}^{-1}\right)^{T}\left(P+H^{T} V H\right) x_{S S} y_{S S}^{T}-B_{C L}^{T}\left(A_{C L}^{-1}\right)^{T} H^{T} V r y_{S S}^{T}=0 \tag{68}
\end{equation*}
$$

Now to solve the problem can be used the Moerder-Calise (1985) iterative algorithm explained in Figure 32. It's important explained that $K^{\prime}$ is the matrix $K$ finding solving the Eq. (62). The algorithm converge to a minimum of $J$ and, when this happens, the difference between the performance index, calculated in two different iterations, is really small, tending to zero. So it's possible to set this difference with a chosen value, named toll, and stop the iterations when it's reached this value.


Figure 32: Flow chart for Moerder-Calise (1985) algorithm

The basic idea is that if $\alpha$ is sufficiently small the algorithm converge to a minimum: if the results give a performance index higher than the previous one, this means that $\alpha$ is too big and for this reason $\alpha$ is helved. Knowing $\alpha$ it's possible updating the value of $K$ and continuing the iteration. Now we have a reference drag acceleration profile, the PID controller, with the gains found in the chapter 2.2, follows this profile, but the error between reference profile and real drag acceleration is really big, because the optimal
gains change with the dynamic pressure, if the dynamic pressure rises, the PID gains must decrease. So it's possible use the LQT technique for the optimisations of the gains as function of dynamic pressure:

- Chose a point from the drag acceleration profile, this point is seen as an equilibrium condition. The chosen point corresponds to the point that has a determinate dynamic pressure. From this point extrapolate the value of the lift, velocity, flight path angle, gravity acceleration, mass, Mach, $C_{L}, C_{D}$, distance from the Earth center, bank angle, acceleration drag, slope in $C_{L}$ and $C_{D}$ curves. These points are chosen to have a variation of the dynamic pressure of about 500 Pa between two following points, starting form a dynamic pressure of 1500 , arriving at a dynamic pressure of 5000


Figure 33: Medium reference profile (curve red) and vehicle acceleration drag (curve blue) with PID gains of Table 14. The red points are the chosen points for the LQT technique.


Figure 34: Dynamic pressure for a vehicle that follow the medium profile with a PID controller (PID gain of Table 14). The blue points are the chosen points for the LQT technique.

- Chose a reference drag acceleration $r$ : this value is set equal to 0,1 for all the simulations.
- Chose the initial PID gains $K_{0}$ : these values are greater than the values found in the chapter 2.2 because, in the nonlinear dynamic is present the integrative term, but now, in the linear system this term is absent. Its function must be performed only by the other two terms, so they must give a stronger control action, making tend to zero the steady-state error. The initial values are chosen analysing the trajectory with the maximum range. This process will be explained in the next paragraph.
- Chose the initial value of $\alpha$ : in this case $\alpha$ is a vector. There is a value for the derivative term $\alpha_{D}$ and a value for the proportional term $\alpha_{P}$. The $\alpha_{P}$ is smaller than $\alpha_{D}$ because the proportional gain is one order of magnitude less than the derivative gain. The $\alpha$ values are chosen analysing the first value of $\Delta K=\left[\Delta K_{P}, \Delta K_{D}\right]$ : calculating $K^{\prime}$ using the initial conditions for a dynamic pressure of 1500 Pa and the PID gains $K_{0}$, placing $\alpha_{P}=\frac{1}{\Delta K_{P}}$ and $\alpha_{D}=\frac{100}{\Delta K_{D}}$. In this matter in the first iterations the value $K_{P}$ will change of 1 and the value $K_{D}$ will change of 100 . These value are used for a dynamic pressure of 1500 Pa , where, with the initial gains $K_{0}$, the time response presents a good behaviour, with only one peak and absence of oscillations. If the dynamic pressure increases the behaviour with the initial gains $K_{0}$ changes a lot: the time response presents high oscillations, with lower settling time and steady-state error. For this reason to reduce the oscillations is necessary to
change more the PID gains: the initial values for $\alpha$ increases and the algorithm converges to a lower PID gains, because with each iteration the PID gains have a greater variation.


Figure 35: Time response of a linearized system for two different initial conditions: the green curve has an initial dynamic pressure of 3513 Pa and the red curve has an initial dynamic pressure of 1505 Pa . The PID gains are equal to $K_{P}=120 * 100$ and $K_{D}=2400 * 1000$.

- Chose the toll value: it is set equal to $5 * 10^{-10}$

It's necessary to choose the PID initial values: we know that with a lower pressure the gains must be high. The dynamic pressure is function of altitude and velocity, so if the vehicle loses altitude quickly, the vehicle will be at low altitude, where the density is high, with high speed and this will lead to high dynamic pressure. But if the vehicle loses velocity at high altitude, during the trajectory, the reached dynamic pressure will be lower: this condition is verified if the vehicle trajectory is near the ceiling. So when the vehicle is near the ceiling the PID gains will have their maximum value because a low dynamic pressure means low aerodynamic forces. So it's possible perform a sensitivity analysis, to find the PID gains that minimize the integrated error following a trajectory near the ceiling condition. $K_{P}$ varies from 10 to 500 with a step of 10 and $K_{D}$ varies from 100 to 5000 with a step of 100 . The integrated error is calculated until reaching a dynamic pressure of 3700 Pa .


Figure 36: Lower reference profile (curve red) and vehicle acceleration drag (curve blue) with PID gains of Table 14.


Figure 37: Dynamic pressure for a vehicle that follow the lower profile with a PID controller (PID gain of Table 14).

After the analysis we find the following integrated error distribution for each PID gains combination: the optimal PID gains are the gains that give the minimum integrated error.


Figure 38: Sensitivity analysis for the lower trajectory.


Table 15: Optimal PID gains for the lower trajectory.
These PID gains are the initial PID gains: with the LQT optimization for each chosen dynamic pressure will be find lower PID gains, if the dynamic pressure decreases. Finding the optimal gains their values are reduced before using them in the 3-Dof dynamic, for the reasons explained previously.

| Dynamic Pressure [Pa] | $\mathbf{K}_{\mathbf{p}_{\mathbf{0}}}$ | $\mathbf{K}_{\mathbf{D}_{\mathbf{0}}}$ | $\boldsymbol{\alpha}_{\mathbf{p}}$ | $\boldsymbol{\alpha}_{\boldsymbol{D}}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1505,233 | $120^{*} 100$ | $2400^{* 1000}$ | $1 / 5 \mathrm{e}+10$ | $1 / 5 \mathrm{e}+9$ |
| 2008,078 | $120^{*} 100$ | $2400^{*} 1000$ | $1 / 1 \mathrm{e}+10$ | $1 / 1 \mathrm{e}+9$ |
| 2502,386 | $120^{*} 100$ | $2400^{* 1000}$ | $1 / 5 \mathrm{e}+9$ | $1 / 5 \mathrm{e}+8$ |
| 3013,382 | $120^{*} 100$ | $2400^{*} 1000$ | $1 / 1 \mathrm{e}+9$ | $1 / 1 \mathrm{e}+8$ |
| 3513,389 | $120^{*} 100$ | $2400^{* 1000}$ | $1 / 5 \mathrm{e}+8$ | $1 / 5 \mathrm{e}+7$ |
| 4011,477 | $120^{*} 10$ | $2400^{*} 10$ | $1 / 1 \mathrm{e}+8$ | $1 / 1 \mathrm{e}+7$ |
| 4503,342 | $120^{*} 10$ | $2400^{* 10}$ | $1 / 1 \mathrm{e}+5$ | $1 / 1 \mathrm{e}+4$ |
| 5012,983 | $120^{*} 10$ | $2400^{*} 10$ | $1 / 1 \mathrm{e}+5$ | $1 / 1 \mathrm{e}+4$ |

Table 16:Initial conditions for the LQT optimization.

As we can see in the Table 16, the initial PID gains, reached a dynamic pressure of 4000 Pa change their order of magnitude. This happens because with a $K_{P}=120 * 100$ and a $K_{D}=2400 * 1000$ the drag acceleration profile fluctuates excessively and the optimization brings to a PID gains too low unsuitable for the 3-Dof dynamic.

Time response


Figure 39: Time response with different PID gains and an initial dynamic pressure equal to 4000 Pa .
The idea of starting with a PID gains with a lower order of magnitude works good until a dynamic pressure of 5000. Over this value the linearized system doesn't represent correctly the real system, so the optimal PID gains are chosen using another sensitivity analysis: in this case the reference trajectory is the trajectory that follows the upper bounds, so the dynamic pressure acquires the maximum values. The sensitivity analysis is based on the integrated error between the reference profile and the simulated profile for velocities including between $5850 \mathrm{~m} / \mathrm{s}$ and $957 \mathrm{~m} / \mathrm{s}$ : in this region the dynamic pressure is higher than 5000 Pa.


Figure 40: Upper reference profile (curve red) and vehicle acceleration drag (curve blue) with PID gains of Table 14.


Figure 41: Dynamic pressure for a vehicle that follow the upper reference profile with a PID controller (PID gain of Table 14).

In the sensitivity analysis for the upper bound $K_{P}$ varies from 10 to 120 with a step of 10 and $K_{D}$ varies from 100 to 2400 with a step of 100 . The results are shown in the Figure 42: the optimal gains are the gains that give the minimum integrated error.


Figure 42: Sensitivity analysis for the upper trajectory.


Table 17: Optimal PID gains for the upper trajectory.
Now it's possible create a table where the PID gains are function of the dynamic pressure: for the 3-Dof simulations, with a linear interpolation where the input is the dynamic pressure, the optimal PID gains are extrapolated, in this matter the integrated error decreases and the vehicles is able to follow better the reference profile.

| Dynamic Pressure [Pa] | $\mathbf{K}_{\mathbf{P}}$ | $\mathbf{K}_{\mathbf{D}}$ |
| :---: | :---: | :---: |
| 0 | 120 | 2400 |
| 1505,233 | 119,9895 | 2399,114 |
| 2008,078 | 119,943 | 2395,575 |
| 2502,386 | 119,871 | 2391,16 |
| 3013,382 | 119,1325 | 2356,232 |
| 3513,389 | 117,1894 | 2313,516 |
| 4011,477 | 115,4586 | 2006,827 |
| 4503,342 | 114,7672 | 1691,535 |
| 5012,983 | 110 | 1100 |
| 5500 | 110 | 1100 |
| 5900 | 110 | 1100 |

Table 18: Optimal PID gains.


Figure 43: Optimal PID gains.

|  | Integrated Error <br> Initial gains | Integrated Error <br> Optimal gains |
| :---: | :---: | :---: |
| Lower profile | 328,2003 | 323,6122 |
| Upper profile | 343,3069 | 342,4845 |
| Medium profile | 262,2189 | 261,0466 |

Table 19: Integrated error for a vehicle that follow the medium reference profile with PID gains of Table 14 (column 1) and optimal PID gains (column 2).

## 3. Guidance Algorithm: Space Shuttle

The Space Shuttle was a partially reusable low Earth orbital spacecraft system, the presence of wing guarantees an high lift-to-drag ratio that allows many abort options and a grate cross-range capacity, affording more return-to-Earth opportunities. The shuttle vehicle re-enters the Earth atmosphere with a velocity of $28000 \mathrm{Km} / \mathrm{h}$ at an altitude of 122 Km and at a distance of 7600 Km from the runway, until arriving in the terminal area guidance ( a distance about 90 Km and 24 Km altitude from the runway). During this interval its important designing a control system that safely decelerates the Space Shuttle, respecting the crew and vehicle constrains. For this reason an optimal trajectory is chosen and each segment is designed to satisfy unique constraints during the flight. The surface temperature constrains resided at high velocity, in the case of space shuttle until a velocity of $5 \mathrm{Km} / \mathrm{s}$. As the vehicle penetrates deeper into the atmosphere the upper limit is redefined by the vehicle control system capacity creating drag acceleration and the maximum dynamic pressure allowed. If the vehicle flies to close to the overshoot boundary it will not have enough drag acceleration to reach the landing site and could possibly skip back into the orbit.
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Figure 44: Entry guidance Space Shuttle Drag-Velocity profile.
In the Figure 44 is qualitatively represented a reference profile with all the different phases: in the next paragraphs will be explained how to create the reference profile inspired to the Space Shuttle Phases.

### 3.1 Pre-entry phase

When the orbiter is in atmospheric flight, it is piloted by varying the forces it generates while moving through the atmosphere, the forces are determined primarily by the dynamic pressure. If the vehicle is at high altitude the dynamic pressure is insufficient, for this reason is useless driving it using the aerodynamic surfaces, when the vehicle reaches 478.8 Pa the first aerodynamic surface, the ailerons, becomes effective and the pre-entry phase ends. During this phase the vehicle flies with a constant bank angle and the RCS jets are used for doing small attitude corrections. The pre-entry bank angle is chosen with a simulation: knowing the initial reference profile, the vehicle is forced following this trajectory varying the pre-entry bank angle. The bank angle takes value from $10^{\circ}$ to $80^{\circ}$, with a step of $5^{\circ}$, knowing the desired range, the pre-entry bank angle which leads to the minor range error is chosen.

### 3.2 Constant Heat-rate Phase

The guidance phase is required to protect the structure and the interior from the blast furnace of plasma building up outside of the vehicle. The blast furnace is due to the high velocity impact of the vehicle with the air in the atmosphere. If the temperatures reach elevated value the vehicle can't be reusable because the structure suffers damage, but also the internal instrumentation is heat sensitive, for this reason it's essential equips the vehicle with a Thermal Protection System (TPS). But also this system has a maximum temperature, if this temperature is exceeded the TPS loses effective. So it's important maintaining the vehicle at a safe temperature, this heating limit is identified by the heat flux boundary in the re-entry corridor.

The TPS is designed to a radiate heat, if the heating environment is in equilibrium, the heat transferred into the Space shuttle $\dot{q}$ is equal to the expelled radiate heat and there isn't an heat flux into the vehicle.

$$
\begin{equation*}
\dot{q}=K \operatorname{catal} \frac{1}{\sqrt{R_{N}}}\left(\frac{\rho}{\rho_{0}}\right)^{n}\left(\frac{V}{V_{0}}\right)^{m} \tag{69}
\end{equation*}
$$

To define the re-entry trajectory a first strategy is identify a reference profile with constant heat-rate, this heat rate is equal to the medium flow that entered in the Space Shuttle in the time unit. In the first approximation the heat rate is posed equal to 500000 KWat. The drag profile with constant heat-rate is represent by a quadric drag-velocity segment:

$$
\begin{equation*}
D_{a}=c_{1}+c_{2} V+c_{3} V^{2} \tag{70}
\end{equation*}
$$

The reference drag acceleration is expressed in $m / s^{2}, c_{1}, c_{2}$ and $c_{3}$ are three constants and the Velocity $V$ is expressed in $\mathrm{Km} / \mathrm{s}$.

To define this profile the first step is identify three velocity: $V_{1}$ is equal to the velocity at the EIP conditions, $V_{3}$ is the final point of the constant Heat-rate phase, in this case is equal to $5000 \mathrm{~m} / \mathrm{s}$, this value is taken from IXV profile, $V_{2}$ is the average between $V_{1}$ and $V_{3}$. From the Eq. (69, knowing the velocity and the heat flux, it's possible to calculate the density and, with an interpolation, to obtain the altitude and the Mach value. The Mach number is used in the aerodynamic database to finding the aerodynamic coefficient $C_{D}$, with an interpolation. Now is possible calculating the drag acceleration for the three points using the following relation:

$$
\begin{equation*}
\frac{\rho}{\rho_{0}}=\frac{D_{a} m}{\frac{1}{2} V^{2} S C_{D} \rho_{0}} \tag{71}
\end{equation*}
$$

With these three pairs of points, we will obtain the coefficients values for a drag reference profile with constant heat-rate:

$$
\begin{gather*}
c_{1}=\frac{D_{a_{2}}-\frac{V_{2}}{V_{1}} D_{a 1}+\left(V_{2} V_{1}-V_{2}^{2}\right) c_{3}}{1-\frac{V_{2}}{V_{1}}} \\
c_{2}=\frac{D_{a 1}-c_{1}-c_{3} V_{1}^{2}}{V_{1}}  \tag{72}\\
c_{3}=\frac{D_{a 3}-\left(1-\frac{V_{3}}{V_{1}}\right) \frac{D_{a_{2}}-\frac{V_{2}}{V_{1}} D_{a 1}}{1-\frac{V_{2}}{V_{1}}}-\frac{V_{3}}{V_{1}} D_{a 1}}{\frac{\left(V_{2} V_{1}-V_{2}^{2}\right)}{1-\frac{V_{2}}{V_{1}}}\left(1-\frac{V_{3}}{V_{1}}\right)-V_{3} V_{1}+V_{3}^{2}}
\end{gather*}
$$

### 3.3 Constant Drag Phase

After the Constant Heat Rate phase, the Space Shuttle enters in the Equilibrium Glide Phase, this phase is necessary for connecting the Heat Rate Phase and the Constant Drag Phase, increasing the decelerations. But in this case, the decelerations are gained with the Constant Heat Rate Phase, so the Equilibrium Glide Phase isn't necessary.

During the Constant Drag Phase the drag-velocity reference profile is computed to maintain constant the drag acceleration, for this reason its form is really simple:

$$
\begin{equation*}
D_{a}=c_{4} \tag{73}
\end{equation*}
$$

This constrains the accelerations on the vehicle structure and the maximum load accelerations for crew members confined to a sit positions during re-entry with normal accelerations direct along their spine. This reference profile also constrains the maximum dynamic pressure exercised on the vehicle. During this phase the velocity is rapidly reduced and kinetic energy is removed from the vehicle.

In the algorithm the first step is identified the initial and final velocity for this phase, the final velocity $V_{4}$ is sets equal to $2000 \mathrm{~m} / \mathrm{s}$ and the initial velocity is equal to $V_{3}$. For each velocity included between $V_{3}$ and $V_{4}$ with a step of $100 \mathrm{~m} / \mathrm{s}$ is computed the difference between the drag acceleration for the upper boundary and the drag acceleration for the lower boundary of the re-entry corridor. The lower boundary is always the ceiling, the upper boundary is the minimum drag acceleration between the maximum dynamic pressure drag and the g-load limit drag. Then each velocity is associated to a difference between drag accelerations: to compute the reference profile it's taken the velocity at which the drag difference is minimum and, for this velocity, it's computed the average drag acceleration between the upper and lower limit.

Now it's necessary creating the union between the Constant Drag Phase and the Constant Heat Rate Phase: with an interpolation it's finding the velocity at which the drag acceleration for the constant Heat Rate profile is equal to the Constant drag $c_{4}$, this velocity will be the new $V_{3}$.


Figure 45: Constant Heat-rate phase and Constant Drag phase.

### 3.4 Transition Phase

The last phase is a linear drag-energy reference acceleration, with this phase the guidance system removes final trajectory-range errors and reduces the angle of attack, dissipating a great deal of energy.

The independent variable is now the energy because at low altitude and velocity the drag-velocity formulation becomes inaccurate for the range prediction.

The new formulation is the following:

$$
\begin{gather*}
D_{a}=D_{a_{F}}+c_{5}\left(E-E_{F}\right)  \tag{74}\\
E=g h+\frac{1}{2} V^{2}
\end{gather*}
$$

$D_{a F}$ and $E_{F}$ are respectively the drag acceleration and the energy for the TEAM conditions: in this case the TEAM altitude is equal to 26 Km . Reaching the final conditions the vehicle opens the parachute, and that
occurs when the Mach number reaches the value of 1.5 . So knowing the Mach number and the altitude is possible to calculate the TEAM velocity and subsequently the TEAM energy $E_{F}$. With a series of interpolations using the aerodynamic database and the atmospheric model, it's possible determinates the final drag acceleration $D_{a F}$ in $m / s^{2}$. Now it' $s$ important to verify that the final point respects some conditions:

- It must be within the limits of the re-entry corridor: the acceleration drag $D_{a F}$ must be greater than the acceleration drag in ceiling for the final velocity $V_{F}$
- It must be lower or equal to the constant acceleration drag $c_{4}$

If one of these conditions isn't respected, the final altitude is changed: in particular if the Mach number doesn't change (the final Mach number isn't an independent variable, it's imposed by the parachute's characteristics) and the final drag acceleration must increase, the altitude decreases. It's chosen the final altitude corresponding to the average acceleration drag between $c_{4}$ and the drag acceleration in ceiling.

Knowing the final conditions and the initial conditions for the Transition Phase (the initial drag acceleration is equal to $c_{4}$ and the initial velocity is equal to $V_{4}$ ) it's possible calculating the parameter $c_{5}$ :

$$
\begin{equation*}
c_{5}=\frac{c_{4}-D_{a F}}{E_{4}-E_{F}} \tag{75}
\end{equation*}
$$

$E_{4}$ is the energy of the final point in the Constant Drag Phase.

The next problem is calculating all the points of the Transition Phase: for doing this operation two different vectors are created, one for the velocity (from $V_{F}$ to $V_{4}$ with a step of $100 \mathrm{~m} / \mathrm{s}$ ) and one for drag acceleration (from $D_{a F}$ to $D_{a 4}$ with a step of $0.1 \mathrm{~g}-\mathrm{s}$ ). For all the velocity-drag acceleration combinations it's calculating the Energy and finally all this values enter in the Eq. (74, where $c_{5_{\text {Ref }} \text { Profile }}$ is the coefficient finding with Eq. (75. If the selected point belongs to the curve of the Transition Phase Reference Profile, the equation gives as results zero otherwise the result is different from zero. So the final result is a matrix, where the rows are linked to the velocity and the columns are linked to the drag acceleration, with an interpolation, entering in the matrix with the number zero, it's possible finding, for each velocity, the drag acceleration that solves the Eq. (74: this procedure gives the drag-velocity reference profile for the Transition Phase.


Figure 46: Reference profile and mathematical expressions for each phase.

### 3.5 Range prediction Algorithm for the Space Shuttle

The profile found in the chapter 3 is the initial reference profile that respects the boundaries, but if the vehicle follows this profile, using the PID controller, the range cannot be controlled. To obtain a determined range is necessary changing the reference profile, in this matter, following the new profile is possible, from an initial point, to arrive at a chosen final point.

The strategy for changing the profile is based on the range prediction: following the initial profile the vehicle will travel a certain nominal range, this range can be different from the desired range (the desired range is given by the distance between the vehicle position and the final desired position). The difference between the desired range and the nominal range gives a range error. Knowing this range error is possible shifting each part of the reference profile, obtained a new profile that respects the range constrain. This operation must be accomplished during the dynamic simulation because, knowing the position of the vehicle and its dynamic behavior in each time instant, it's possible obtaining the optimal reference profile to minimize the range error. So the reference profile is shifted at each simulation step.

In this chapter we explain how calculate the nominal range, knowing the phase mathematical expression and how translate the reference curve to minimize the range error at the end of the simulation.


Figure 47: Vehicle dynamics, PID controller and range prediction flow chart.
The first step is understanding how calculating the desired and nominal range:

- The desired range $R_{D}$ is the distance between two points expressed with a latitude and a longitude. Considering a spherical Earth, with radius equal to $R_{T}$, and approximating the distance with an arc of a circle, the range is calculating with the following formulation:

$$
\begin{equation*}
R_{D}=R_{T}\left[\cos ^{-1}\left[\sin (l a t) \sin \left(l a t_{F}\right)+\cos (l a t) \cos \left(l a t_{F}\right) \cos \left(l o n g-\text { long }_{F}\right)\right]\right] \tag{76}
\end{equation*}
$$

- The nominal range is the range obtained if the vehicle follows the reference profile. This range can be calculated using approximated formulations, as velocity integral:

$$
\begin{equation*}
s=\int \frac{V \cos \gamma}{-D-g \sin \gamma} d V \tag{77}
\end{equation*}
$$

If the angle $\gamma$ is small, the integral is simplified:

$$
\begin{equation*}
s=-\int \frac{V}{D} d V \tag{78}
\end{equation*}
$$

Substituting the drag expression $D(V)$ for each re-entry phase in the Eq. (78 it's possible finding the range prediction equation with a simple integration. For the last phase, when the angle $\gamma$ increases, using a drag
function of velocity brings to an inaccurate range prediction ,for this reason the drag is expressed as a function of the energy and the range equation becomes the following:

$$
\begin{equation*}
s=-\int \frac{\cos \gamma}{D} d E \cong-\int \frac{1}{D} d E \tag{79}
\end{equation*}
$$

The range prediction equations are summarised in Table 20:

| Phase | Drag segment form | Range prediction equation |
| :---: | :---: | :---: |
|  |  |  |

Table 20: Drag form and Range prediction for the three phases of Space Shuttle re-entry.
With these equations is possible translated the reference profile, but the profile must never overcome the re-entry corridor limits. So it's necessary identifying the limit curves.

For the Constant Heat Rate Phase a velocity vector must be created, with values ranging from $V_{1}$ to $V=5000 \mathrm{~m} / \mathrm{s}$ with a step of $1 \mathrm{Km} / \mathrm{s}$. A second vector is also required, this vector contains different $c_{1}$ values, from the initial $c_{1}$, taken from the initial reference profile, to $c_{1}+100$, in this vector there are 500 values. Now for each velocity, chosen a $c_{1}$ value, it's calculating the drag acceleration with the Constant Heat rate formulation and the drag acceleration for the Heat flux boundary. If the difference between the two values is equal or greater than zero, the chosen $c_{1}$ is the coefficient for the upper limit curve. For the lower limit the procedure is the same: the $c_{1}$ vector goes from the initial $c_{1}$ to $c_{1}-100$ and the iteration will stop when the difference between the drag acceleration with the Constant Heat rate formulation and the drag acceleration for the ceiling boundary is equal or lower than zero. With this method the curve only moves but doesn't change its form because the coefficients $c_{2}$ and $c_{3}$ doesn't change their values.


Figure 48: Constant Heat Rate phase with limit curves.
The three profiles in Figure 48 are found using a $c_{2}=-0,04$ and a $c_{3}=2,71 \mathrm{e}-6$, changing the $c_{1}$ value. The points highlighted with a dot are the points where the reference profile meets the limits. If the $c_{1}$ is lower than 159 the profile never intersects the upper Heat flux limit. At the same way if the $c_{1}$ is greater than 153 the reference profile never intersects the lower ceiling limit. The eligible value for $c_{1}$ are included between 159 ( $c_{1 \text { maximum }}$ ) and 153 ( $c_{1 \text { minimum }}$ ).

For the Constant Drag the situation is more simpler: for the velocities including between $V_{3}$ and $V_{4}$ is taken the maximum drag and the minimum drag. The maximum drag is the minimum value between all the drag of the g-load limit and dynamic pressure limit. The minimum drag is the maximum value between all the drag of the ceiling limit. Than the upper limit for $\mathrm{c}_{4}$ is posed equal to the maximum drag decreasing of 0,1 and the lower limit for $\mathrm{c}_{4}$ is posed equal to the minimum drag incremented of 0,1 . But for the lower limit is
necessary another control: the constant drag mustn't be lower than the drag of the final point: so if the lower drag overcomes the final point, the lower limit for $\mathrm{c}_{4}$ is changed and posed equal to $\mathrm{D}_{\mathrm{aF}}$.

Constant Drag Phase with limit curves


Figure 49 : Constant Drag phase with limit curves.

The upper profile ( $c_{4_{\text {maximum }}}$ ) in Figure 49 is finding decreasing the $D_{a_{\text {maximum }}}$ of 0,1 and the lower profile $\left(c_{4_{\text {minimum }}}\right)$ corresponds to a drag equal to $D_{a F}$ because the final drag $D_{a F}$ is greater than $D_{a_{\text {minimum }}}+0,1$. The $c_{4}$ value can't overcome the two limits.

The Transition phase is probably the most difficult phase to analyze: first three vectors must be created. The first vector contains different values of $c_{5}$, in this case the first value is $1 \mathrm{e}-9$ and the last value is $5 \mathrm{e}-6$. The second vector contains velocity, from $V_{F}$ to $V_{4}$. The third vector contains drag acceleration in $\mathrm{m} / \mathrm{s}^{2}$.

The procedure is the following: we take a $c_{5}$ and a velocity, from the two vectors, and, for each drag acceleration, it's obtained the altitude and then the energy $E$. All this value are used in the (74:

$$
D_{a_{F}}-D_{a_{\text {chosen }}}+c_{5_{\text {chosen }}}\left(E_{\text {chosen }}-E_{F}\right)=\text { par }
$$

If the drag-velocity combination belongs to the curve with $c_{5_{\text {chosen }}}$ as coefficient, par is equal to zero, in the other case par is different. Each $c_{5}$-Velocity combination is associated to a vector, in the vector there are the values of par, found with the previous equation. The par vector dimension is equal to the dimension of the Drag Acceleration vector. With an interpolation is possible found the zero of this vector and then finding the drag acceleration that completes the triad of values that gives as result par $=0$.

The final results are two vectors, one with $c_{5}$ and one with velocity, and a matrix of drag acceleration where the rows are associated with a velocity and the columns are associated with a $c_{5}$.

Selecting a row, it's possible to enter with the maximum drag equal to the $c_{4}$ upper limit and searching the last position that has an acceleration drag lower than $c_{4}$ upper limit: this position will correspond at the $c_{5}$ upper limit. With this procedure we obtain a vector where for each velocity the $c_{5 \text { maximum }}$ is identified. If all the drag accelerations in a row are lower than $c_{4}$ upper limit, the $c_{5 \text { maximum }}$ becomes the biggest value of the vector $c_{5}$.

For the lower limit the situation is a bit different: decreasing the $c_{5}$ we will obtain curves similar to horizontal lines passing for the final point $D_{a F}-V_{F}$. That means that the lower value for $c_{5}$ will be zero. But with this coefficient there would be numerical problems so the lower limit is a really small number near to zero: in this case the number is $c_{5}=1 e-9$.


Figure 50: : Transition phase with limit curves.

The Figure 50 represents a qualitative behaviour for choosing the $c_{5}$ coefficient. For each velocity the chosen coefficient is that associated at the curve that intersects the line with a drag equal to $c_{4_{\text {maximum }}}$ : the intersection is represented with a circle. For all the velocity that have a value lower than the velocity in the red point 1 the chosen $c_{5_{\text {maximum }}}$ is equal to $4 \mathrm{e}-6$ (this is the maximum coefficient in the $c_{5}$ vector). In this matter it's possible creating a vector where each velocity is associated to an $c_{5_{\text {maximum }}}$.

| Velocity | $\boldsymbol{C}_{\mathbf{5}_{\text {maximum }}}$ | $\boldsymbol{c}_{\mathbf{5}_{\text {minimum }}}$ |
| :---: | :---: | :---: |
| $\mathbf{1 9 3 0} \mathbf{~ m} / \mathbf{s}$ | $2 e^{-6}$ | $1 e^{-9}$ |
| $\mathbf{1 6 0 0} \mathbf{~ m} / \mathbf{s}$ | $3 e^{-6}$ | $1 e^{-9}$ |
| $\mathbf{1 4 0 0} \mathbf{~ m} / \mathbf{s}$ | $4 e^{-6}$ | $1 e^{-9}$ |
| $\mathbf{1 0 0 0} \mathbf{~ m} / \mathbf{s}$ | $4 e^{-6}$ | $1 e^{-9}$ |

Table 21: Chosen coefficient $\boldsymbol{c}_{5}$ maximum add minimum for different velocity.
The next step is the determination of a strategy for changing the reference profile for doing the range correction: if the errors are small, it is possible link the variation of the constant term with the range error, using the approximation for the derivative of range with respect to drag:

$$
\begin{equation*}
\frac{d s}{d D_{a}}=\frac{d s}{d c} \frac{d c}{d D_{a}}=\frac{d s}{d c} \tag{80}
\end{equation*}
$$

Explained the Eq. (80 is really easy: $c$ is the constant term in the Constant Drag phase and in the Constant Heat Rate phase, so deriving the acceleration drag respects to a constant term, the result is 1 . Now for small time intervals, if the range error is small, it's possible writing $d s$ as the difference between the nominal and the desired range $\Delta s$ :

$$
\begin{equation*}
\Delta c=\frac{d D_{a}}{d s} \Delta s \tag{81}
\end{equation*}
$$

For the transition phase the question is a bit different: in the range equation appears the term $c_{5}$, so it's possible to calculate mathematically the derivate $d s_{3} / d c_{5}$.

$$
\begin{equation*}
\Delta c_{5}=\frac{d c_{5}}{d s_{3}} \Delta s \tag{82}
\end{equation*}
$$

The derivative of range with respect to drag can be finding with a mathematical derivation:

| Phase | Drag segment form | Derivative of range |
| :---: | :---: | :---: |
| Constant Heat Rate | $D_{a}=c_{1}+c_{2} V+c_{3} V^{2}$ | $\frac{d s_{1}}{d D_{a}}=-\frac{s_{1}}{D_{a_{3}}}$ |
| Constant Drag | $D_{a}=c_{4}$ | $\frac{d s_{2}}{d D_{a}}=-\frac{\left(V_{3}^{2}-V_{4}^{2}\right)}{2 c_{4}^{2}}$ |



Table 22:Derivative of the range for the three re-entry phase.
In the Table 22 the value $s_{1}$ represents the current range of Constant Heat Rate Phase and $D_{a 3}$ is the acceleration drag of the Constant Heat Rate final point. The parameters $V_{3}$ and $V_{4}$ are respectively the initial and the final velocity of Constant Drag Phase that has a value equal to $c_{4}$. In the transition Phase $E$ and $D_{a}$ are the Energy and the acceleration Drag at the current Velocity $V, s_{3}$ is the current range in the Transition Phase, $c_{5}$ is the current constant parameter of the Transition Phase and $E_{F}$ is the Energy of the final point.

As we can see, with these form formulations, the derivative of range is always negative: this mean that if the error range is positive (with the reference profile we obtain a range too low), the reference profile steps down and the coefficient $c$ decreases. A reference profile that steps down is a profile with a lower drag acceleration, so the vehicle loses altitude more slowly and the range increases.

Now the next step is to explain the strategy for the range correction: this correction starts when the Preentry phase ends. During this phase the vehicle follows the initial reference profile. In the pre-entry phase is necessary choosing the initial Bank Angle, this angle is selected after a series of simulations. Each simulation uses a different Initial Bank Angle, taken from a vector that has 11 equidistant values, from the value $10^{\circ}$ to the value $70^{\circ}$. For each simulation is saved the range to go and the Bank Angle selected is the Bank Angle that guarantees the minimum difference between the desired range and the simulated range to go.

Ended the Pre Entry Phase, the range correction is divided in three parts: the Constant Heat Rate Range Correction, the Constant Drag Range Correction, the Transition Range Correction. Each Phase ends reached a determinate velocity: the Constant Heat Rate Range Correction ends $300 \mathrm{~m} / \mathrm{s}$ before having reached the intersection velocity between the Constant Heat Rate Phase and the Constant Drag Phase and the Constant Drag Range Correction ends reached the $V_{4}$. Now we can analyse each Range Correction Phase.

For the Transition Phase and the Constant Drag Phase the nominal Range is calculated. Then the nominal range for the Constant Heat Rate Phase is calculated, from the actual velocity to the final Velocity of this phase. Finally the total nominal range is subtracted to the desired range. The range is expressed in Km . This difference is used for the correction of the Constant Drag Phase, using the Eq.(81: the result is the variation of the coefficient $c_{4}$. This variation is summed to the old $c_{4}$ to obtained a new value: $c_{4_{\text {new }}}=\Delta c_{4}+c_{4_{\text {old }}}$. Then is necessary controlled if the $c_{4 n e w}$ respects the re-entry corridor boundary: this operation is doing with a saturator, where the upper and lower limits are the values found in the Figure 49. This new curve will give a new range, this range is summed with the Transition Phase Range and the Constant Heat Rate Phase Range and then subtracted to the desired range, the result is a range error, used for the Constant Heat Rate Range Correction passing through the Eq. (81. This $\Delta c_{1}$ value must be limited to avoid an excessive variation of the reference curve, that conduces to an oscillation of the reference profile: the limit is posed to 0,4 . Like for the Constant Drag Phase, we can calculate the new coefficient: $c_{1_{\text {new }}}=c_{1_{\text {old }}}+\Delta c_{1}$. This coefficient is limited with the value finding in Figure 48. Each iteration is necessary recalculating the intersection velocity $V_{3_{n e w}}$ between the new Constant Drag Phase and the new Constant Heat Rate phase, this intersection is finding with an interpolation: it's created a vector with 1000 elements from $V_{1}$ to $V=1000$, and for each velocity is calculated the drag acceleration using the Constant Heat Rate formulation, the interpolation occurs between the Constant Drag value and this new vector. The velocity $V_{3_{n e w}}$ will be used for the nominal range $s_{1}$ and for the $D_{a_{3}}$.


Figure 51: Constant Heat Rate Range Correction Flow Chart.
Reached the velocity $\mathrm{V}_{3_{\text {new }}}+300$ the Constant Drag Range Correction starts: the motivation because the velocity isn't set equal to $\mathrm{V}_{3_{\text {new }}}$ for the change is really simple. The reference profile for passing from the Constant Heat Rate Phase to the Constant Drag Phase performs an abrupt change of curvature, the vehicle isn't able so follow this change and deviates too much from the reference profile and this behaviour produces a pick and oscillation in the vehicle dynamic.


Figure 52: Vehicle dynamic with two different velocity for following the Constant drag: the red curve starts the constant Drag Phase at a velocity equal to $V_{3}$ and the yellow curve starts the constant Drag Phase at a velocity equal to $V_{3}+300$.

The initial value for the Constant Drag phase is equal to the $c_{4}$ finding in the previous range correction phase. During the Constant Drag Range Correction the first step is calculating the error range: also in this case the Transition Phase curve doesn't change. The error range enters in the Eq. (81 and the output is the $\Delta c_{4}$ that must be limited: is maximum value in module is equal to 0.0005 . This value is summed to the old value, $c_{4_{\text {new }}}=c_{4_{\text {old }}}+\Delta c_{4}$, and, then, it's saturated with the limits finding in Figure 49 . This phase finishes when the vehicle reaches the velocity $V_{4}$.


Figure 53: Constant Drag Range Correction Flow Chart.
The initial condition for $c_{5}$ is equal to the coefficient that allows linking the Constant Drag Phase final point and the Transition Phase final point. The last Phase provides only the correction of the Transition Phase curve: the error range is given by the difference between the nominal range, calculated from the vehicle actual point, and the desired range. This error, using the Eq. (82, permits the calculation of $\Delta c_{5}$, that must be limited (the maximum value in module is $2 \mathrm{e}-8$, this value is equal to the step in the $c_{5}$ vector) with a saturator. Using this value it's calculated the new parameter $c_{5_{n e w}}=c_{5_{\text {old }}}+\Delta c_{5}$ This parameter is saturated: the lower limiter is the same for all the velocities and equal to $c_{5_{\text {minimum }}}$, finding in the Figure 50, the upper limit is found with an interpolation, using the $c_{5_{\text {maximum }}}$ vector. Now, entering in the drag acceleration matrix (we talk about this matrix in page 60) with the $c_{5_{n e w}}$ and the actual velocity, is possible obtaining the drag acceleration and then, with a second interpolation, the Energy value for the actual point, these value will be used in the next iteration for calculating the nominal range and the range derivative.


Figure 54: Transition Range Correction Flow Chart.
From each iteration the output is the desired drag acceleration at the current velocity that allows the range correction. The vehicle has its drag acceleration, the difference between the two value (Vehicle Drag Acceleration and Desired Drag Acceleration) is associated with a bank angle, thanks to the PID controller. This bank angle gives the aerodynamic forces that permits to follow the desired drag profile, arriving in the selected final point.

To test the algorithm we use the IXV data, the initial conditions from the Table 1 and PID control gains function of Dynamic Pressure. The results are the following:

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $449.2017 \mathrm{~m} / \mathrm{s}$ | $0.1378 \%$ |
| Altitude | 26 Km | 26.6 Km | $2.3567 \%$ |
| Latitude | $3.2721^{\circ}$ | 3.2673 | $0.1480 \%$ |
| Longitude | $-123.1265^{\circ}$ | -123.1313 | $0.0039 \%$ |
| Range | 7103.1 Km | 7105.3 | 2.2387 Km |

Table 23: Terminal conditions for IXV 3-Dof dynamic simulation with range correction and PID controller.


Figure 55: Reference profile, profile after Range Correction and vehicle trajectory.
As we can see in the Figure 55 the reference profile obtained with the Range correction doesn't present discontinuity or oscillations and the final range requirement is respected. But there is a problem: the range chosen is the maximum range reached with this algorithm, the profile has a small freedom to change because of the rigid geometry of each phase. So, for example, we can't choose a trajectory near the ceiling. For this reason it's necessary implements a new strategy for the generation of the initial reference profile and for the range correction. This strategy will use Straight Lines and Splines.

## 4. New guidance algorithm: custom profile

In this chapter we explain the new strategy for determinate the initial reference profile and the strategy for doing the range correction.

The new reference profile can be created using Spline: a Spline is a function defined piecewise by polynomials. In mathematics, a piecewise function is a function defined by multiple sub-function each subfunction applying to a certain interval of the main function's domain. With the Spline interpolation, it's possible to guarantee the function continuity and the derivative continuity in each node of the chosen interval. In this case the chosen Spline type is a cubic Spline with a not-a-knot end condition, that means that the third derivate is continuous. So chosen a series of point, each interval is described with this function:

$$
\begin{equation*}
A\left(x-x_{0}\right)^{3}+B\left(x-x_{0}\right)^{2}+C\left(x-x_{0}\right)+D \tag{83}
\end{equation*}
$$

Where $A, B, C$ and $D$ are four coefficients and $x_{0}$ is the first value of the chosen interval. With this interpolation, a series of four points will be described with three different equations, each equation will have different coefficients where $D$ will be equal to the first value of a couple of points.

In the guidance algorithm the series of point includes 14 couples of points expressed as Drag AccelerationVelocity. These are the points where the initial reference profile must pass to respect the re-entry corridor limits. The variable $x$ is equal to the velocity and the spline equation gives as result the Drag acceleration in $\mathrm{m} / \mathrm{s}^{2}$ 。

### 4.1 Reference profile

To create an initial reference profile it's important define the re-entry corridor limit that must have the greater importance. Five different possibilities are identified:

- Reference profile equidistant from the limits
- Reference profile distant from the Ceiling
- Reference profile distant from the Constant Heat Flux limit
- Reference profile distant from the g-load limit
- Reference profile distant from the Dynamic Pressure limit

The two final options will be really similar. In all the cases the logic is the same to create the velocity vector:

- The velocity interval where the upper limit it the Heat Flux is described by four nodes: $v_{6}, v_{7}, v_{8}, v_{9}$. The node $v_{9}$ corresponds to the initial velocity at the EIP conditions and the node $v_{6}$ is the velocity where the upper limit is no longer the Heat Flux limit. The other nodes are chosen to have all the points equidistant. This Phase will be named Heat Flux Peak Phase.
- The transition phase is described with four node $v_{1}, v_{2}, v_{3}, v_{4}$ : the final node $v_{1}$ is the final point corresponding to the TEAM condition and the initial node velocity $v_{4}$ corresponds at the point where the aerodynamic flow passes from the hypersonic field to the transonic field. This phenomenon can be seen from the limit curves, because, increasing compression phenomena and
shock waves, the dynamic pressure limit curve changes its curvature and the limit values increase. But if the aerodynamic field is characterised by constant coefficients this phenomena doesn't occur so the initial point is chosen equal to the Velocity which corresponds to a Mach number equal to 3 . The other nodes are chosen to have all the points equidistant. This Phase will be named Transition Phase.
- Knowing the initial velocity of the Transition phase $v_{4}$ and the final velocity of the Heat flux limit Spline $v_{6}$, it's possible to find the average speed $v_{5}$ between these two velocities. Then the interval between $v_{4}$ and $v_{5}$ is divided in 6 parts of same length and other 5 velocities are chosen: $v_{r 1}, v_{r 2}, v_{r 3}, v_{r 4}, v_{r 5}$. In this phase a lot of points are chosen because with the Spline Interpolation, if the desired profile is similar to a straight curve, the interpolation gives as result a curve profile with oscillation between the node. So, augmenting the nodes, this phenomenon is attenuated. This Phase will be named Straight Line Drag Acceleration Phase.
- The Phase for the velocities including between $v_{5}$ and $v_{6}$ will be named Connecting Phase.

Now, knowing the velocity vector, it's necessary to create the Drag acceleration vector: the five cases will take separately in consideration.

Reference profile equidistant from the limits: for creating this profile it's necessary to chose a law for the Drag Acceleration generation; in this case, in each node, the Drag acceleration will be the mean value between the upper and lower limit Drag Acceleration, the lower limit is always the ceiling and the upper limit is the smaller value between the dynamic pressure limit and the g-load limit:

$$
\begin{equation*}
D_{a_{N o d e}}=\frac{D_{a_{\text {upper }}}+D_{a_{\text {lower }}}}{2} \tag{84}
\end{equation*}
$$

For doing this operation has been created a vector contained the Drag Acceleration mean value for each velocity and then, with an interpolation, entered with the nodal velocity, it's obtained the nodal Drag Acceleration. Arriving at the velocity $v_{4}$ the logic changes: the curve it's written as the Transition Phase for the Space shuttle, so it's necessary finding the coefficient $c_{5}$ that verifies the following equation, where $E_{1}$ and $D_{a 1}$ are the energy and the Drag Acceleration of the final point and $E_{4}$ and $D_{a 4}$ are the energy and the Drag Acceleration of the initial point of the Transition Phase:

$$
D_{a 4}=D_{a_{1}}+c_{5}\left(E_{4}-E_{1}\right)
$$

The other points $D_{a 2}$ and $D_{a 3}$ are calculated, in Matlab with two cycles for, finding the Nodal Velocity- Nodal Drag acceleration combination that satisfies the Transition Phase Equation, exactly how we did for the Space Shuttle.


Figure 56: Reference Profile equidistant from the limits (red curve).
$>$ Reference profile distant from the ceiling: the first step is redefine the Drag Acceleration $D_{a 4}$, this drag is positioned in the middle between the Upper limit Drag acceleration in $v_{4}$ and the node 4 belonged to the "Reference profile equidistant from the limits". Then the second step will be to create an horizontal line, for the Straight Line Drag Acceleration Phase, where all the nodes have the same value of Drag Acceleration. But with this operation the coefficient $D$ will be equal to zero, bringing to numerical problem during the range correction. For this reason the nodal Drag Acceleration will have a value lower than 0.001 with respect to the previous node, except for the node $r_{1}$, that has an Drag Acceleration lower than 0.005 respect to the Drag Acceleration of the node 4 . Knowing the new $D_{a 4}$ it's possible to find a new value for $c_{5}$ and then writing the law for the Transition Phase, where the final point is the same of the precedent case. The reference curve Heat Flux Peak Phase maintains the same form of the reference curve for the profile equidistant from the limits, but it gets up of a value equal to half of the difference between the Drag Acceleration of the Heat Flux limit at the velocity $v_{9}$ and the Drag Acceleration of the node 9 belonging to the reference profile equidistant from the limits. This difference is calculated in the node 9 because this is the point where the re-entry corridor is narrower. The last step is to create the Connection Phase with the Spline Equation. This trajectory is also known as steep trajectory.


Figure 57: Reference Profile equidistant from the limits (red curve) and Reference Profile distant from the ceiling (blue curve).
> Reference profile distant from the g-load limit or from the Dynamic Pressure limit: the reference profile is the same for the two cases. The first step is translating the node 4, which is placed at a Drag Acceleration greater than 0,001 with respect to the acceleration drag of the final point (node 1). Chosen the new node 4, it's possible determinate all the other nodes for the Straight Line Drag Acceleration Phase: the nodal Drag Acceleration will have a value lower than 0.01 with respect to the previous node. Finding all the nodes it's necessary to verify that they aren't lower than the ceiling value: if this happens the nodal Drag Acceleration is posed equal to the ceiling Drag Acceleration. The procedure to finding the Transition Phase is always the same: knowing the initial and the final point it's possible calculate the coefficient $c_{5}$ and then, with an Interpolation, finding the Drag Acceleration for the node 2 and 3. The Drag Acceleration for the node 6 it's finding doubling the distance between the Drag Acceleration for the node 5 and the Drag Acceleration for the node 6, both belonging to the reference profile equidistant from the limit. So if in the reference profile equidistant from the limit $D_{a 5}-D_{a 6}=d i f$, now in this new reference profile $D_{a 5}-D_{a 6}=d i f * 2$. The new node 6 has a limit value, in fact it mustn't be lower than the average value between the Drag Acceleration in ceiling and the Drag Acceleration of the reference profile equidistant from the limits, both calculated at the velocity $v_{6}$. The node 9 it 's posed halfway between the Drag Acceleration in ceiling calculated at the velocity $v_{9}$ and the node 9 from the reference profile equidistant from limits. Now, with a proportion, it's possible finding the distance of the others nodes from the previous node:

$$
\begin{aligned}
& \left(D_{a 6_{\text {old }}}-D_{a 9_{\text {old }}}\right) \div\left(D_{a 6_{\text {new }}}-D_{a 9_{\text {new }}}\right)=\left(D_{a 6_{\text {old }}}-D_{a 8_{\text {old }}}\right) \div\left(D_{a 6_{\text {new }}}-D_{a 8_{\text {new }}}\right) \\
& \left(D_{a 6_{\text {old }}}-D_{a 9_{\text {old }}}\right) \div\left(D_{a 6_{\text {new }}}-D_{a 9_{\text {new }}}\right)=\left(D_{a \sigma_{\text {old }}}-D_{a 7_{\text {old }}}\right) \div\left(D_{a 6_{\text {new }}}-D_{a 7_{\text {new }}}\right)
\end{aligned}
$$

In this problem the unknown value is the difference $\left(D_{a 6_{\text {new }}}-D_{a 8_{\text {new }}}\right)$ and $\left(D_{a 6_{\text {new }}}-D_{a 7_{\text {new }}}\right)$, with the subscript new are represented the values belonging to the Reference profile distant from the gload limit or from the Dynamic Pressure limit and with the subscript old are represented the values belonging to the Reference profile equidistant from the limits. Finding this difference and using the old nodal values it's possible calculating $D_{a 7}$ and $D_{a 8}$. This trajectory is also known as shallow trajectory.


Figure 58: Reference Profile equidistant from the limits (red curve) and Reference Profile distant from the g-load or the dynamic pressure limit (blue curve).
$>$ Reference profile distant from the heat flux peak limit: in this reference profile the Transition Phase and the Straight Line Drag Acceleration Phase have the same form of the Reference Profile distant from the Ceiling. The different phase is the Heat Flux Peak Phase, where all the nodes are equidistant from the ceiling: the distance is equal to the Drag Acceleration of the reference profile equidistant from limits at the velocity $v_{9}$.


Figure 59: Reference Profile equidistant from the limits (red curve) and Reference Profile distant from the Heat Flux Peak limit (blue curve).

The program user, setting a flag value, can chose the reference profile, according to the limits to which he wants to pay more attention.

Now, as for the Space Shuttle, the reference profile, during the range correction, must be translated, so it's important identifying limitation for the Drag acceleration. For the lower limit it's created a matrix containing the Drag acceleration ceiling value, the row number is is equal to the number of intervals in which it is divided the reference profile (in this case the row number is 13), the colon number is equal to 100, in this matrix for each row the first and the last boxes identify the ceiling Drag Acceleration for the first and last node of the selected interval, the other boxes contain the ceiling Drag Acceleration for the velocities including between the two nodal velocities. The same approach is chosen for building the matrix with the upper limit, where the Drag acceleration is equal to the drag which belongs to the lower upper limit: until a velocity equal to $v_{6}$ the upper limit is the Heat Flux Pack, then the upper limit becomes the dynamic pressure or the g-load max.

Now selected the maximum and minimum values it's possible chose the real limit: in fact the reference profile can't coincide with the real limit because the simulated Drag acceleration profile would certainly exceed these limits because of the control system isn't able to attenuate completely the oscillations

In base of the chosen mode the real limits change: the reference profile distant from the ceiling is the only case where the vehicle mustn't reach the ceiling, for this reason the limit is set $0,1 \mathrm{~g}-\mathrm{s}$ above the ceiling. In the other cases the limit is set $0,02 \mathrm{~g}$-s above the ceiling because even if the vehicle goes into the ceiling there are no structural damages or danger to the crew, it simply cannot effect the bank angle control, but the dynamic is stable and known.

Then it's necessary identify a limit distance: it's calculated a quarter of the difference between the Drag Acceleration for the upper limit and for the ceiling at the velocity $v_{4}$ and a quarter of the difference between the Drag Acceleration for the upper limit and for the ceiling at the velocity $v_{9}$, than it's taken the minimum between the two distance and if this value it's lower than 0.1 , the lower limit is raised by this distance and not by 0,1 . This operation is doing to avoid that with 0.1 the new lower limits overcomes the initial reference profile when the re-entry corridor is strict.

For the upper limitations the situation is different: if the limitation is not stringent the maximum value is set $0,1 \mathrm{~g}$-s below the upper limit and the limit distance is set equal to the half of the difference between the Drag Acceleration of the upper limit and the Drag acceleration of the reference profile equidistant from limits at the velocity $v_{4}$, for the velocities between $v_{6}$ and $v_{4}$, and equal to the quarter of the difference between the Drag Acceleration of the upper limit and the Drag acceleration of the ceiling at the velocity $v_{9}$, for the velocities between $v_{6}$ and $v_{9}$.

If the limitation is stringed each case must be analyzed individually:
$>$ For the reference profile distant from the Heat Flux, for the velocities between $v_{6}$ and $v_{9}$, the upper limit is set 0,2 g-s below the upper limit. In this case the limit distance is equal to the half of the difference between the Drag Acceleration of the upper limit and the Drag acceleration of the reference profile equidistant from limits at the velocity $v_{4}$.
$>$ For the reference profile distant from the g-load, if the minimum lower limit is the g-load in the reentry corridor, for the velocities between $v_{6}$ and $v_{4}$, the maximum upper limit is set $0,15 \mathrm{~g}$-s below the upper limit. In this case the limit distance is equal to the quarter of the difference between the Drag Acceleration of the upper limit and the Drag acceleration of the ceiling at the velocity $v_{9}$.
$>$ For the reference profile distant from the Dynamic Pressure, if the minimum lower limit is the Dynamic Pressure in the re-entry corridor, for the velocities between $v_{6}$ and $v_{4}$, the maximum upper limit is set $0,15 \mathrm{~g}$-s below the upper limit. In this case the limit distance is equal to the half of the difference between the Drag Acceleration of the upper limit and the Drag acceleration of the reference profile equidistant from limits at the velocity $v_{4}$.
$>$ For the reference profile equidistant from limits all the limitation are set $0,1 \mathrm{~g}$-s below the upper limit. In this case the limit distance, for the velocities between $v_{4}$ and $v_{6}$, is equal to the half of the difference between the Drag Acceleration of the upper limit and the Drag acceleration of the reference profile equidistant from limits at the velocity $v_{4}$. For the velocities between $v_{6}$ and $v_{9}$, the limit distance is equal to the quarter of the difference between the Drag Acceleration of the upper limit and the Drag acceleration of the ceiling at the velocity $v_{9}$.

Then it's necessary evaluate the limitation for the transition phase: the lower limit, as we had already seen with the algorithm based on the Space Shuttle model, is the curve with $c_{5}$ equal to zero, an horizontal line passed for the final Drag acceleration and parallel to the X -axis. The maximum $c_{5}$ value is the coefficient belonging at the curve that links the final Drag Acceleration and the couple of points with a velocity equal to the average velocity between $v_{1}$ and $v_{4}$ and the Drag Acceleration equal to the upper limitation for the point with the velocity equal to $v_{4}$. Knowing the maximum and the minimum $c_{5}$ it's possible finding a vector where there are 500 equidistant value of $c_{5}$.

Then it's created a velocity vector and, with two for cycles and interpolations, it's finding the combination of Drag Acceleration-Velocity- $c_{5}$ that solves the equation $D_{a_{F}}-D_{a_{\text {chosen }}}+c_{5_{\text {chosen }}}\left(E_{\text {chosen }}-E_{F}\right)=p a r$, with par equals to zero. The final result is a matrix of Drag Acceleration, a vector of velocity and a vector of $c_{5}$. Entered in the matrix with the maximum Drag Acceleration (this drag is equal to the Drag Acceleration for the limitation in the point 4), it's possible finding, with an interpolation, for each velocity between $v_{1}$ and $v_{4}$, the maximum allowed value for $c_{5}$. For the lower limit it's taken the second value of the vector, because a $c_{5}$ equal to zero will lead numerical problems in the range correction algorithm.


Figure 60: Example of lower and upper limitation for a reference profile.

### 4.2 Maximum and Minimum Range

The user selects the initial and final point expressed with latitude and longitude. For arriving at the final point the vehicle must run across a certain range. But because of the re-entry corridor limits a maximum and a minimum range exists. The desired range must be contained between these two range values.

The maximum range is travelled when the vehicle flies near the ceiling, but it's important that the vehicle never overcomes the ceiling curve because if that happens the vehicle becomes incontrollable. So it's necessary chose the limit curve: the first idea is choosing a Drag Acceleration reference profile equal to the lower limitation (blue curve in 61) until the vehicle reaches a velocity equal to $v_{r 3}$. Then for the velocities
between $v_{1}$ and $v_{4}$ the Drag acceleration reference profile is an horizontal line with a value equal to the final Drag Acceleration $D_{a_{1}}$. The section included between $v_{4}$ and $v_{r 3}$ has a reference profile represented by a straight line passing for two points: the first point has a velocity equal to $v_{4}$ and a Drag Acceleration equal to $D_{a_{1}}$, the second point has a velocity equal to $v_{r 3}$ and a Drag Acceleration equal to the Drag of the lower limitation at the velocity $v_{r 3}$. But using this reference profile, the vehicle, trying to following the reference with a PID controller, went to the ceiling, behaviour that we want to avoid.


Figure 61: Lower Reference profile and Drag Acceleration profile from the simulation with a PID controller and a pre-entry bank angle equal to $18^{\circ}$.

So it's necessary to impose a different reference profile for the first part of the flight: this new profile must maintains highest the Drag Acceleration so the vehicle gains the necessary dynamic pressure for not going in ceiling.

The procedure is the following:

- The vehicle, at the velocity $v_{9}$, can fly in ceiling but, when it goes out from this situation, the vehicle mustn't return in ceiling during the Pre-Entry Phase. So it's necessary to choose an appropriate initial Bank Angle: with a low angle the vehicle returns in ceiling in the Pre-Entry Phase.
- With a PID controller the vehicle follows the lower reference trajectory.
- It identifies the velocity $V_{1}$ : at this velocity finishes the Pre-Entry Phase. $D_{a_{V_{1}}}$ is the Drag Acceleration of the reference profile( in red in figure 61) at the velocity $V_{1}$.
- Following the reference profile the vehicle can return in ceiling, because its dynamic pressure is too low. When the vehicle comes out again from the ceiling it's identified the velocity $V_{2}$ : at this velocity the vehicle will have a Drag Acceleration equal to $D_{a_{V_{2}}}$.
- It's identify the new velocity $V_{1 / 10}$ equal to $V_{1}$ minus a tenth of the difference between $V_{1}$ and $V_{2}$.
- The new lower reference profile for the velocity between $V_{1}$ and $V_{1 / 10}$ will be equal to a straight line passed for $V_{1}-D_{a_{V 1}}$ and for a second couple of point $V_{1 / 10}-D_{a_{V 1 / 10}}$, where $D_{a_{V 1 / 10}}$ is the Drag Acceleration of the lower reference profile at the velocity $V_{1 / 10}$, finding with an interpolation.

Following this new profile the vehicle doesn't return in ceiling.

- This procedure it's done with different initial Bank Angle, from the first Bank Angle equal to $18^{\circ}$ to a last Bank Angle equal to $70^{\circ}$. The first Bank Angle that guarantees that the vehicle doesn't return in ceiling, during the Pre-Entry Phase, will be the chosen Bank Angle.
- In certain situations with all the Bank Angle the vehicle doesn't return in ceiling nor in the Pre-Entry Phase nor after. This means that it develops the necessary dynamic pressure right away and it's not necessary to create a new lower reference profile. The initial Bank Angle will be equal to $18^{\circ}$, intact with a low angle the maximum range will be bigger.
- In other situations with all the Initial Bank angle the vehicle re-enters in ceiling during the Preentry Phase. In this case the Initial Bank Angle is chosen equal to $18^{\circ}$ : but it must be clear that the aircraft will travel a very high range but at the expense of controllability.


Figure 62: Chosen of the Pre-entry Bank Angle and lower reference profile for the simulation with maximum range.

There are two cases where the initial bank angle is set equal to $18^{\circ}$ : the vehicle never returns in ceiling and the vehicle always returns in ceiling during the Pre-Entry Phase. The difference is that with the second case the range is really high: the vehicle can go even 9046 Km , but in the first part of the flight it's incontrollable. In the first case the maximum range remains content.


Figure 63: Identification of the Lower Reference Profile that gives the Maximum Range (blue curve) with an Initial Bank Angle of $18^{\circ}$.

Following the blue curve in Figure 63 the vehicle has a trajectory represented by the purple curve: this trajectory is obtained with an Initial Bank Angle equal to $18^{\circ}$. The range obtained following the lower reference Trajectory is the maximum range obtainable.

| Initial Bank Angle | Maximum Range |
| :---: | :---: |
| $18^{\circ}$ | 7634 Km |

Table 24: Maximum Range and Initial Bank Angle for the Lower Reference Trajectory.
The blue curve in Figure 63 will be also the new lower limitation in the Re-Entry corridor, during the range correction algorithm. After to reach the velocity $V_{1}$, the reference profile doesn't change form.

For finding the Minimum Range the vehicle must fly with the higher available Drag Acceleration: in the Heat Flux Peak Phase, in the Straight Line Drag Acceleration Phase and in the Connection Phase the profile is equal to the upper limitation finding in the Chapter 4.1, in the Transition Phase the reference profile is found using the maximum $c_{5}$ value .

The Pre-Entry Bank Angle is set equal to $70^{\circ}$ for all the cases except for the Reference Profile distant from the Heat Flux Peak limit where the Bank angle is set equal to $60^{\circ}$. This chose is done because with a lower Bank Angle the vehicle reaches the reference profile at lower speeds and therefore there are less chances of exceeding the limit.


Figure 64: Identification of the first Upper Reference Profile that gives the Minimum Range (purple curve) with an Initial Bank Angle of $70^{\circ}$ and the Profile obtained after the simulation (green curve).

Using this reference profile the vehicle overcomes the limits because the PID controller isn't able to follow the sudden change of curvature of the reference profile at the velocity $v_{6}$. To avoid this behaviour the upper reference profile is changed: there are identified two velocities. The first velocity $V_{T}$ is equal to the average velocity between $v_{6}$ and $v_{7}$ and the second velocity $V_{R}$ is equal to $v_{6}$ minus a third of the difference between $v_{6}$ and $v_{5}$. For the velocities between $V_{T}$ and $V_{R}$ the upper reference profile is represented by a constant Drag Acceleration equal to the Drag Acceleration of the upper limitation at the velocity $V_{R}$. Using this shrewdness the vehicle can follows the reference profile without exceed the limits of the Re-entry Corridor.


Figure 65: Identification of the final Upper Reference Profile that gives the Minimum Range (purple curve) with an Initial Bank Angle of $7 \mathbf{0}^{\circ}$ and the Profile obtained after the simulation (green curve).

Following the purple curve in Figure 65 the vehicle has a trajectory represented by the green curve: this trajectory is obtained with an Initial Bank Angle equal to $70^{\circ}$. The range obtained following the lower reference Trajectory is the minimum range obtainable.

| Initial Bank Angle | Maximum Range |
| :---: | :---: |
| $70^{\circ}$ | 4631 Km |

Table 25: Minimum Range and Initial Bank Angle for the Upper Reference Trajectory.
These two profiles allow to find the maximum and minimum range, overcoming these values the vehicle doesn't respect the re-entry corridor limits. So it's necessary verify that the initial and final points, chosen by the user, are linked by a range contained between the two minimum and maximum values.

Now with a Matlab script it's possible identify, chosen the final coordinates, all the initial point that respect the upper range limitation and the lower range limitation. The output are two curves: the couples of coordinates internal to the two curves represent the eligible initial points.


Figure 66: Eligible initial points (EIP location) to respect the Upper and Lower range limitations.

With this procedure it's then possible determinate the shallow trajectory (figure 63) and the steep trajectory (figure 65), these two trajectory are really important not only for determinate the maximum and minimum range but also for understand the maximum and minimum loads to sizing the vehicle systems.

### 4.3 EIP initial conditions

Knowing the initial and final point it's necessary sets up the initial Heading: the heading is the angle between the North and the Body X-axis.

With a formulation, using a four-quadrant inverse tangent, considering the Earth as a sphere, it's possible to find the Bearing, the angle between The North and the line passing from the Target and the centre of the vehicle:

$$
\begin{align*}
\text { Bearing }= & \operatorname{atan} 2\left(\sin \left(\text { long }_{f}-\text { long }_{i}\right) * \cos \left(\text { lat }_{f}\right), \cos \left(\text { lat }_{i}\right) * \sin \left(\text { lat }_{f}\right)-\sin \left(\text { lat }_{i}\right)\right.  \tag{85}\\
& \left.* \cos \left(\text { lat }_{f}\right) * \cos \left(\text { ong }_{f}-\text { long }_{i}\right)\right)
\end{align*}
$$

For having the vehicle aligned with the target it's necessary that the initial Heading will be equal to the Initial Bearing. So with the Eq. 85 it also finding the initial Heading.


Figure 67: Bearing and Heading for the vehicle: in this picture the two angles have a positive value.
During the simulation the lateral controller has the task to keeping aligned the X -axis and the axis passing through the target.

The initials conditions are chosen by the user that must be aware about the vehicle dynamic: in fact if the vehicle has to fly in a direction opposite to the Earth rotation it's necessary have a larger velocity.

The vehicle velocity in a rotating system (in this case the reference system is expressed in wind axis) is given by the sum of two contributes: the velocity respect to an inertial system and a second contribute gives from the product between the angular velocity of the rotating system and the distance from the inertial system. In this case the inertial system is the ECI reference system and the angular velocity is the Earth angular velocity, because the vehicle angular velocity is neglected.

$$
\begin{equation*}
V_{\text {Wind }}=V_{E C I}-\omega_{\text {Earth }} \mathrm{x} r_{E C I} \tag{86}
\end{equation*}
$$

We can take two different final points, positioned at the same latitude but at an opposite longitude respect to the initial point

|  | Latitude | Longitude |
| :---: | :---: | :---: |
| Initial point | $-4,48^{\circ}$ | $173^{\circ}$ |
| Final point $A$ | $3,27^{\circ}$ | $236,87^{\circ}$ |
| Final point $B$ | $3,27^{\circ}$ | $110^{\circ}$ |

Table 26: Initial and final geographical coordinates.
To reach the point $B$ the vehicle flies in the opposite direction to the Earth's rotation, while the point $A$ is situated in a direction in agreement with the Earth rotation.

We impose then the vehicle starts with an initial velocity in wind axis equal to $7434,85 \mathrm{~m} / \mathrm{s}$, in the two situations the term $\omega_{E a r t h} \times r_{E C I}$ in module is the same but changes the sign: for the situation A this term is positive, for the situation $B$ this term is negative. This means that, if in the two situations the initial velocity is the same but the term $\omega_{E a r t h} \mathrm{x} r_{E C I}$ has opposite sign, the $V_{E C I}$ in A is biggest then the $V_{E C I}$ in B.

|  | $V_{\text {Wind }}$ | $V_{E C I}$ | $\omega_{\text {Earth }} \times r_{E C I}$ |
| :---: | :---: | :---: | :---: |
| Final point A | $7434,851589 \mathrm{~m} / \mathrm{s}$ | $7906,423603 \mathrm{~m} / \mathrm{s}$ | $472,4138881 \mathrm{~m} / \mathrm{s}$ |
| Final point B | $7434,851589 \mathrm{~m} / \mathrm{s}$ | $6963,393705 \mathrm{~m} / \mathrm{s}$ | $472,4138881 \mathrm{~m} / \mathrm{s}$ |

Table 27: Initial conditions for two different situations
The $V_{E C I}$ will be used as initial condition in the integral dynamic block in Simulink, this initial condition gives the initial forces, so if the velocity $V_{E C I}$ is low also the forces will be low. The forces will then be decomposed into aerodynamic, gravitational and propulsive forces, but if the resultant is low also the single forces will be low. This will mean that such forces will not be enough to keep the vehicle in high orbit, so the vehicle, unable to decelerate, penetrates deeply into the atmosphere and reaches low altitude with high velocity, where it gains an high dynamic pressure. High dynamic pressure means high aerodynamic forces but also high Drag Acceleration: the vehicle will overcome the limit of the re-entry corridor.


Figure 68: Velocity in axis ECI respect to the Altitude for the two situations.


Figure 69: Velocity in wind axis respect to the Altitude for the two situations.


Figure 70: Velocity in wind axis respect to the Drag Acceleration for the two situations.
After this analysis we have understand that it's really important choosing with cognition the initial conditions because not all the combinations lead to results.

### 4.4 Range formulation Validation

Now, defined the initial profile, it's necessary calculating the range obtained following the profile. A first elucidation it's necessary: for simplifying the problem the profile is written connected the nodes in the Connection Phase and Straight Line Drag Acceleration Phase with Straight Line. For this reason the equation changes form:

$$
\begin{equation*}
D_{a}=A V+B \tag{87}
\end{equation*}
$$

In the Eq. 87, $A$ and $B$ are two coefficients ( $B$ is the known term), $V$ is the velocity, $D_{a}$ is the Drag Acceleration.

The coefficients $A$ and $B$ are found using the formulation of a Straight Line passing through two points:

$$
\begin{align*}
& A=\frac{D_{a_{f}}-D_{a_{i}}}{V_{f}-V_{i}}  \tag{88}\\
& B=D_{a_{i}}-A V_{i}
\end{align*}
$$

With the subscript $i$ we identify the initial node, and with $f$ the final node.


Figure 71: Reference profile with Spline and Straight Lines.
As we can see in Figure 71, the Straight Lines in the Connection phase don't match perfectly the Spline lines but with this approximation the equation is easier. The Connection Phase is dived in three parts.

The range $s$ is calculated starting from an integral:

$$
\begin{equation*}
s=-\int_{V_{i}}^{V_{f}} \frac{V}{D_{a}} d V \tag{89}
\end{equation*}
$$

The integral is solved with the Matlab command integral: this command numerically integrates the function using global adaptive quadrature and default error tolerances equal to $1 \mathrm{e}-10$.

For the Transition Phase the range is function of the Energy and the solution is an exactly solution :

$$
\begin{equation*}
s=-\int_{E_{i}}^{E_{f}} \frac{1}{D_{a}} d E=\log \left(\frac{D_{a_{i}}}{D_{a_{f}}}\right) c_{5} \tag{90}
\end{equation*}
$$

Now it's necessary to compare the range found with the formulations and the range obtained with a simulation. So a simulation runs and the range is saved for each Phase. Then it's calculated the analytic range from the initial velocity to the final velocity for each Phase. The comparison starts when the Simulated profile intersect the Reference profile, for this reason the initial point doesn't coincide with a node.


Figure 72: Reference Profile and Simulated profile for the range formulation validation.

| Phase |  | Simulate Range [Km] | Analytic Range [Km] | Error [Km] | $\begin{gathered} \text { Error } \\ \% \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Transition | T | 42,7554466 | 44,1819544 | -1,426507799 | 3,336435268 |
| Straight Line | S1 | 32,89296535 | 30,9472501 | 1,945715248 | 5,915292911 |
|  | S2 | 40,32463001 | 38,9741073 | 1,350522713 | 3,349126111 |
|  | S3 | 48,60518599 | 47,80695546 | 0,798230534 | 1,642274415 |
|  | S4 | 57,39981795 | 57,17090024 | 0,228917715 | 0,398812616 |
|  | S5 | 69,42797092 | 69,02536755 | 0,402603365 | 0,579886406 |
|  | S6 | 78,73593231 | 77,71891585 | 1,017016458 | 1,291680212 |
| Connection | C1 | 188,3844625 | 188,4122512 | -0,027788668 | 0,01475104 |
|  | C2 | 223,7321286 | 225,1176 | -1,385471443 | 0,619254576 |
|  | C3 | 277,0385858 | 286,285997 | -9,247411195 | 3,337950621 |
| Heat Flux Peak | H1 | 294,5909762 | 297,9261362 | -3,335159954 | 1,132132422 |
|  | H2 | 278,0465588 | 283,3409609 | -5,294402054 | 1,904142269 |



Table 28: Simulated Range, Analytic Range and Error for the Range Formulation Validation.

As we can see from the Table 29, the final error is really small, $0.9 \%$, so the model can be used for the Range Correction.

### 4.5 Range correction

Also in this case the first aim is going from an initial point to a final point, so the range obtained following the reference profile must be equal to the desired range. If the two ranges are different a range correction is necessary, exactly as in the case of Space Shuttle Algorithm.

In this case the first operation is to translate the reference curve to obtain a range as close as possible to the desired range. With this operation the form of the Reference curve doesn't change: the nodes from the point 4 to the point 9 are translated by the same distance, than the Transition Phase is recreated connecting the final point (node 1), that doesn't move, with the new point 4.

The translation distance is equal to one tenth of the minimum difference between the initial reference profile and the upper limitation, if the curve must go up. This difference is calculated for all the velocities including between $v_{4}$ and $v_{9}$. If the curve must go out the consider distance is equal to the minimum between two values:

- The minimum difference between the Drag acceleration from the initial reference profile and the Drag Acceleration from the lower limitation
- The difference between the Drag Acceleration for the point 4 and the final Drag Acceleration (point 1)

Taken the minimum value, the considered distance is equal to one tenth.

The reference profile must go up if the desired range is lower than the simulated range and it must go out if the desired range is bigger than the simulated range. The simulated range is obtained following the reference profile with a Pre-Entry Bank Angle equal to $44^{\circ}$.

The simulation is towed after one of the two end conditions has been reached:

- 10 iterations have been completed and the reference profile has reached the upper or lower limitation: this profile will be the new reference profile, the error range isn't equal to zero but it has been minimized.
- The difference between the desired range and the Simulated Range changes sign: the new reference profile that minimize the range error is obtained with an interpolation, where it's possible to find the translation distance that gives as result for the range error zero.

The translated profile will be the new Reference Profile.


Figure 73: Example of the reference curve translation.
The second step is choose the Pre-Entry Bank Angle. The strategy is the following:

- Create a vector with different Pre-Entry Bank Angle values, from the bank angle chosen for the lower profile (Chapter 4.2) to the bank angle chosen for the upper profile ( $70^{\circ}$ or $60^{\circ}$ ), with a step of $2^{\circ}$.
- Test the system behavior for each Pre-Entry Bank Angle, following the Reference Profile and saved the Total simulated range.
- Choose the Bank Angle that gives the minimum difference between the desired range and the simulated range. This will be the new Pre-Entry Bank Angle.

Now it's possible redefine the new lower reference profile with the new $V_{1}, D_{a_{V_{1}}}, V_{1 / 10}$ and $D_{a_{V_{1 / 10}}}$ using the new Pre-Entry Bank Angle.

In a lot of cases, the translated profile doesn't give a range error equal to zero so it's necessary create a law for the range correction. If the range error is restrained, it's possible link the ratio between range error $\Delta s$ and variation of constant term with the derivate of the range respect to the known term:

| Phase | Drag segment form | Known term | Variation of Known <br> Term |
| :---: | ---: | :---: | :---: |
| Spline | $D_{a}=A\left(V-V_{f}\right)^{3}+B\left(V-V_{f}\right)^{2}+C\left(V-V_{f}\right)$ <br> $+D$ | $D$ | $\Delta D=\frac{d D}{d s} \Delta s$ |
| Straight Line | $D_{a}=A V+B$ | $B$ | $\Delta B=\frac{d B}{d s} \Delta s$ |
| Transition | $D_{a}=D_{a_{F}}+c_{5}\left(E-E_{F}\right)$ | $c_{5}$ | $\Delta c_{5}=\frac{d c_{5}}{d s} \Delta s$ |

Table 29: Strategy for the Range correction.
So if the reference curve is translated of the value written in the last column in Table 30, the range error tends to zero.

The derivative for the Spline is found numerically using a product of three different derivatives:

$$
\begin{equation*}
\frac{d D}{d s}=\frac{d D}{d D_{a}} \frac{d D_{a}}{d V} \frac{d V}{d s} \tag{91}
\end{equation*}
$$

The first derivative $\frac{d D}{d D_{a}}$ is equal to 1 . The derivative $\frac{d D_{a}}{d V}$ can be found analytically and it is equal to:

$$
\begin{equation*}
\frac{d D_{a}}{d V}=3 A\left(V-V_{f}\right)^{2}+2 B\left(V-V_{f}\right)+C \tag{92}
\end{equation*}
$$

The last derivative can be found using approximations :

$$
-d s=-\frac{V}{D_{a}} d V
$$

So:

$$
\begin{equation*}
\frac{d V}{d s}=\frac{D_{a}}{V} \tag{93}
\end{equation*}
$$

The value of $D_{a}$ and $V$ are the Drag Acceleration and the Velocity calculated in the current point and for the successive phases they are the value calculated for the initial node of each phase.

The derivative for the Straight Line is calculated analytically, with an exact formulation:

$$
\begin{equation*}
\frac{d s}{d B}=-\frac{1}{A^{2}} \log (A V+B)-\frac{B}{A^{2}(A V+B)}+\frac{1}{A^{2}} \log \left(A V_{f}+B\right)-\frac{B}{A^{2}\left(A V_{f}+B\right)} \tag{94}
\end{equation*}
$$

Also in this case $V$ is the current velocity or the initial velocity for the next phases.

For the Transition Phase the range derivative is equal to the derivative found in the Space Shuttle Algorithm:

$$
\begin{equation*}
\frac{d s}{d c_{5}}=\frac{1}{c_{5}}\left[-s+\frac{E-E_{f}}{D_{a}}\right] \tag{95}
\end{equation*}
$$

In this case the range $s$, the Drag Acceleration $D_{a}$ and the Energy $E$ are the values at the current point.

But the curve, with the translation derived from the range correction, can't overcome the limitations found in the Chapter 4.1, so it's necessary identify an algorithm to limit the known value:

- For each Phase is identified an initial and final velocity $V_{i}$ and $V_{f}$. If the Phase is the current Phase the initial velocity is the current velocity. For these two velocities, it is found, with interpolations, the Drag Acceleration belonged to the upper and lower limitation $\left(D_{a_{i} \text { lower }}, D_{a_{f}}\right.$ lower , $\left.D_{a_{i_{\text {upper }}}}, D_{a_{f_{\text {upper }}}}\right)$.
- The variable to be found is the known term of the curve passed for the Drag Acceleration belonged to the upper limitation for the two velocities and the known term of the curve passed for the Drag Acceleration belonged to the lower limitation for the two velocities. The other coefficients stay the same.

The formulations for the known term $D$ of the Spline are the following:

$$
\begin{gather*}
D_{i_{\text {lower }}}=D_{a_{i_{\text {lower }}}}-A\left(V_{i}-V_{f}\right)^{3}-B\left(V_{i}-V_{f}\right)^{2}-C\left(V_{i}-V_{f}\right) \\
D_{f_{\text {lower }}}=D_{a_{f_{\text {lower }}}}  \tag{96}\\
D_{i_{\text {upper }}}=D_{a_{i_{\text {upper }}}-A\left(V_{i}-V_{f}\right)^{3}-B\left(V_{i}-V_{f}\right)^{2}-C\left(V_{i}-V_{f}\right)} \\
D_{f_{\text {upper }}}=D_{a_{f_{\text {upper }}}}
\end{gather*}
$$

The formulations for the known term $B$ of the Straight Line are the following:

$$
\begin{align*}
B_{i_{\text {lower }}} & =D_{a_{i \text { lower }}}-V_{i} A \\
B_{f_{\text {lower }}} & =D_{a_{f_{\text {lower }}}-V_{f} A}  \tag{97}\\
B_{i_{\text {upper }}} & =D_{a_{\text {iupper }}}-V_{i} A \\
B_{f_{\text {upper }}} & =D_{f_{\text {upper }}}-V_{f} A
\end{align*}
$$

- If the analyzed Phase is the current Phase the limit coefficient is the coefficient found for the current velocity $\left(V_{i}\right)$, in fact we want that the reference curve, at the current velocity, can reach the limitation.
- For the other phases, if the curve goes up, the analyzed coefficients are the coefficients with the subscript upper: it's taken the lower coefficient between $B_{i_{\text {upper }}}$ and $B_{f_{\text {upper }}}$ for the Straight Line and the lower coefficient between $D_{i_{\text {upper }}}$ and $D_{f_{\text {upper }}}$ for the Spline. With the chosen coefficient all the points between $V_{i}$ and $V_{f}$ don't overcome the limitations. if the curve goes down the analyzed coefficients are the coefficients with the subscript lower: it's taken the bigger coefficient between $B_{i_{\text {lower }}}$ and $B_{f_{\text {lower }}}$ for the Straight Line and the lower coefficient between $D_{i_{\text {lower }}}$ and $D_{f_{\text {lower }}}$ for the Spline. With the chosen coefficient all the points between $V_{i}$ and $V_{f}$ don't overcome the limitations.
- These limit values are calculated only if certain situations are checked: if the values $\Delta D$ or $\Delta B$ are negative, the curve will goes down and only the values with the subscript lower will be calculated. If the values $\Delta D$ or $\Delta B$ are positive, the curve will goes up and only the values with the subscript upper will be calculated. These value are calculated each step of simulation.


Figure 74: Example of upper and lower known coefficients for a reference profile represented with Spline.
For the Transition Phase the maximum and the minimum value for $c_{5}$ is found in Figure 60, using the same procedure of the Space Shuttle Algorithm.

The algorithm aim is the same explained for the Space Shuttle: the range error, given by the difference between the desired range (distance between final point and actual point) and the nominal range (range obtained following the reference profile), must be brought to zero, this operation is made translating the reference profile. Then the vehicle must follow the reference profile (expressed as combination of Drag Acceleration-Velocity): the difference between the Reference Drag Acceleration and the vehicle Drag Acceleration enters in a PID controller, the output is the Bank Angle necessary to bring the Drag Acceleration error to zero.


Figure 75: Vehicle GNC flow Chart.
The last step is to identify a procedure to translate, during the simulation, the reference profile. Respect to the Space Shuttle Algorithm, in this algorithm, a news is introduced: the range correction and then the translation of the reference profile is done every two simulation steps, using a Triggered Subsystem. This solution is been adopted to reduce the simulation time. Without the Triggered Subsystem the simulation Elapsed time is 115 seconds, using the Triggered Subsystem this time will decrease, reaching a value of 24 seconds.

Until a Dynamic Pressure of 478.8 Pascal the vehicle is in Pre-Entry Phase, using the Initial Bank Angle finding previously. Reached the necessary Dynamic Pressure a new Phase starts: the Heat Flux Peak Phase.


Figure 76: Reference Profile nodes and phases.
The Heat Flux Peak Phase is divided in three segments: $\mathrm{H} 1, \mathrm{H} 2$ and H 3 . Each segment is included between two nodal velocity. H 1 is includes between $v_{6}$ and $v_{7}, \mathrm{H} 2$ is includes between $v_{7}$ and $v_{8}, \mathrm{H} 3$ is includes between $v_{8}$ and $v_{9}$. The strategy for the range correction is the following:

- The straight Line Drag Acceleration Phase is translated by a value proportional to the range error given by the difference between the desired range and the nominal range (each simulation step only the Transition Phase Range will stay unchanged, the other phases are translated so the range changes ). All the nodes, included between $v_{4}$ and $v_{5}$, will be translated of the same value, until a limit value is reached. This limit value is equal to the Drag Acceleration belonging to the upper limitation for the velocity $v_{4}$, if the curve goes up, and equal to Drag Acceleration belonging to the reference curve for the velocity $v_{1}$ (final point), if the curve goes down.


Figure 77: Straight Line Drag Acceleration Phase translation for the range correction. The behavior is only qualitative.

- Knowing the new Spline Equations for the Straight Line Drag Acceleration Phase it's possible to calculate a new range and then a new range error $\Delta s$. For the calculation of the range error the Straight Line Drag Acceleration Range is given by the curve just found. The H1, H2, H3 and Connection Phase ranges are given by the old reference profile found with the previous step. This error will be used for the translation of the last part of the Heat Flux Peak Phase H1. The translation consists in identifying the variation of the known term in the equation of the spline to make the range error tends to zero. Remembering that the Spline equation for the Phase H 1 is the following:

$$
D_{a_{H 1}}=A_{H 1}\left(V-v_{6}\right)^{3}+B_{H 1}\left(V-v_{6}\right)^{2}+C_{H 1}\left(V-v_{6}\right)+D_{H 1}
$$

The variation of the Known term will be given by the following expression:

$$
\Delta D_{H 1}=\frac{d D_{H 1}}{d s} \Delta s
$$

This new curve will give a new range value. In this equation the derivate $\frac{d D_{H 1}}{d s}$ is calculated as function of the initial and final nodal Drag Acceleration and velocity. If the current velocity doesn't belong to the interval between $v_{6}$ and $v_{7}$, the initial nodal velocity corresponds to the velocity $v_{7}$ and the final nodal velocity to the velocity $v_{6}$. If the current velocity belongs to this interval the initial nodal velocity is the current velocity. The curve can't overcome the limit value for the know term found previously.

- The same procedure will be done for the Phase H 2 and H 3 , finding new value for $D_{H 2}$ and $D_{H 3}$. The difference is that $H 1$ range will be calculated using the new translated profile. The $H 2$ range is calculated using the new translated profile when the considered Phase is the H3 Phase. When the current velocity changes phase, the previous phases will no longer be considered. This means that if the current velocity belongs to the phase $H 2$, the phase $H 3$ isn't considered. When the current velocity belongs to the phase H1, the phases H2 and H3 aren't considered. The curves can't overcome the limit value for the know term found previously.
- At the end of this operation we have obtained three curves $H 1, H 2$ and $H 3$. But the nodes of these three curves aren't connected. So it's necessary created a new curve for the Heat Rate Peak Phase: this operation is performed in the block "Heat Rate Peak Phase Spline with the average values". It's calculated the nodal Drag Acceleration for each phase belonging to the Heat Rate Peak Phase , than for two nodes that have the same velocity, it's found the average Drag Velocity between the two nodal Drag Acceleration: this will be the new node for the Spline. The first node is always the Drag Acceleration at the current velocity for the translated reference curve. The last node is the Drag Acceleration at the velocity $v_{6}$ for the translated curve $\mathrm{H} 1\left(D_{a_{v 6}{ }_{n e w}}\right)$. But to build a Spline it's necessary have four nodes, so when the phase $H 3$ ends, it's necessary creates new nodes. These new nodes have as velocity $v_{5}$ and $v_{r 5}$ and as Drag Acceleration the Drag Acceleration $D_{a_{v 5_{n e w}}}$ and $D_{a_{v r 5_{n e w}}}$ given by the following relation:

$$
\begin{gathered}
D_{a_{v 5_{o l d}}}-D_{a_{v 6_{o l d}}}=D_{a_{v 5_{\text {new }}}}-D_{a_{v 6_{\text {new }}}} \\
D_{a_{v r 5_{\text {old }}}}-D_{a_{v 6_{o l d}}}=D_{a_{v r 5_{\text {new }}}}-D_{a_{v 6_{\text {new }}}}
\end{gathered}
$$

$D_{a_{5_{o l d}}} D_{a_{v 6_{\text {old }}}} D_{a_{v r 5_{\text {old }}}}$ are the Drag Acceleration for the selected velocity ( $v_{5} v_{6} v_{r 5}$ ) belonging to the reference profile found at the previous iteration


Figure 78: "Heat Rate Peak Phase Spline with the average values" approach when the H1, H2 and H3 phases are all presented. The behavior is only qualitative.

- The last Phase to generate is the Connection Phase: It's taken the initial and final node of H 1 and the initial and final node of S6. These four nodes are used for generate the Spline Equation of the Connection Phase.
- When the Phase H3 or H2 ends the part of the algorithm referred to this trait isn't considered and the next trait becomes the new current trait.


Figure 79:Heat Flux Peak range correction flow chart.
Finished the Heat Flux Peak Phase, the reference curve has the following form:


Figure 80: Reference curve at the end of Heat Flux Peak Range correction. The behavior is only qualitative.
Now, the next step is correcting the Connection Phase to reach the desired Range. Before to explain the algorithm is necessary to do some considerations:

- The references curves are written with a Straight Line equation. In this manner the algorithm and the formulas are simplified

$$
D_{a}=A V+B
$$

- The Connection Phase is divided in three parts: C1,C2 and C3
- A single Straight Line is used to represent the $S 4, S 5$ and $S 6$ phases.


Figure 81: Phases and nodes of the reference profile when the Heat Flux Peak range correction ends.
The algorithm for the range correction follows the following steps:

- After reaching the velocity $v_{6}$ the Connection Phase Range correction starts. The error range is given by the difference between the desired range and nominal range. In the nominal range enters six contributes. The first contribute is the Transition Phase range that is always the range given by the first reference profile (this curve is never changed). Other three contributes are S1,S2 and S3 range found at the previous step. Another contribute is the range given by the Straight Line reference curve that contains the $S 4, S 5$ and $S 6$ phase. The last three contributes are $C 1, C 2$ and $C 3$ range calculated with the reference curve of the previous step. The first three parts of the Straight Line Drag Acceleration Phase (S1 S2 S3) are translated by the same value, this value is proportional to the error range. Exactly as for the Heat Flux Peak range correction, this curve can be translated until the node 4 reached a limit value: the upper limit coincides with the Drag Acceleration for the upper limitation at the velocity $v_{4}$, the lover limit is the Drag Acceleration of the final point ( $D_{a_{1}}$ ).


Figure 82: S1, S2 and S3 Phase translation for the range correction. The behavior is only qualitative.

- Knowing the new Straight Line Equations for the S1, S2 and S3 phases, it's possible to calculate a new range and then a new range error $\Delta s$. For the calculation of the range error the $S 1, S 2$ and $S 3$ range is given by the curves just found. The $C 1, C 2, C 3$ and $S 4, S 4, S 5$ (remembering that these three phases are represented with an single equation) ranges are given by the old reference profile found with the previous step. This error will be used for the translation of the last part of the Heat Connection Phase C1. The translation consists in identifying the variation of the known term in the equation of the straight line to make the range error tends to zero. Remembering that the straight line equation for the Phase C1 is the following:

$$
D_{a_{C 1}}=A_{C 1} V+B_{C 1}
$$

The variation of the known term will be given by the following expression:

$$
\Delta B_{C 1}=\frac{d B_{C 1}}{d s} \Delta s
$$

This new curve will give a new range value. In this equation the derivate $\frac{d B_{C_{1}}}{d s}$ is calculated as function of the initial and final nodal velocity. If the current velocity doesn't belong to the interval between $v_{5}$ and $v_{c n 1}$, the initial nodal velocity corresponds to the velocity $v_{c n 1}$, and the final nodal velocity to the velocity $v_{5}$. If the current velocity belongs to this interval the initial nodal velocity is the current velocity. The curve can't overcome the limit value for the know term found previously.

- The same procedure will be done for the Phase $C 2$ and $C 3$, finding new value for $B_{C 2}$ and $B_{C 3}$. The difference is that $C 1$ range will be calculated using the new translated profile. The $C 2$ range is calculated using the new translated profile when the considered Phase is the C3 Phase. When the current velocity changes phase, the previous phases will no longer be considered. This means that if the current velocity belongs to the phase C2, the phase C3 isn't considered. When the current velocity belongs to the phase C1, the phases C2 and C3 aren't considered. Also in this case the initial and final velocity are the nodal velocity, if the current phase isn't the considered phase for the range correction. If the range correction is applied to the current phase, the initial velocity is the current velocity. The curves can't overcome the limit value for the know term found previously.
- At the end of this operation we have obtained three curves $C 1, C 2$ and $C 3$. But the nodes of these three curves aren't connected. So it's necessary created a new curve for the Connection Phase: this operation is performed in the block "Connection Phase Straight Line with the average values". It's calculated the nodal Drag Acceleration for each phase belonging to the Connection Phase , than for two nodes that have the same velocity, it's found the average Drag Velocity between the two nodal Drag Acceleration: this will be the new node for the straight line. The first node is always the Drag Acceleration at the current velocity for the translated reference curve. The last node is the Drag Acceleration at the velocity $v_{5}$ for the translated curve C1. Knowing all the nodal velocity and the new nodal Drag Acceleration is finding the new Straight Line equations.


Figure 83: "Connection Phase straight line with the average values" approach when the C1, C2 and C3 phases are all presented. The behavior is only qualitative.

- The last phase to generate are $S 4, S 5, S 6$ phases. They are represented with a single equation. To write the straight line equation, it's taken the final node of $C 1$ and the initial of $S 3$.


Figure 84: "Creation of S4-S5-S6 with a single straight line" approach. The behavior is only qualitative.
The algorithm is also explained by the flow chart in Figure 85:


Figure 85: Connection phase range correction flow chart.

Ended this phase the new reference profile is the following:


Figure 86: Reference curve at the end of Connection Phase Range correction. The behavior is only qualitative.
The Straight Line Phase has an approach similar to the other phases. We have six parts S1, S2,S3,S4,S5 and $S 6$, all represented by the equation of the straight line. The error range, obtained by the difference between the desired range and the nominal range (the nominal range is given by the sum of the range belonging to the reference profile of the previous step ), is used to correct the first part S 1 , changing $B_{S 1}$. We must remember that the equation to change $B_{S 1}$, knowing the error range, is the following:

$$
\begin{gathered}
\Delta B_{S 1}=\frac{d B_{S 1}}{d s} \Delta s \\
B_{S 1_{\text {new }}}=B_{S 1_{\text {old }}}+\Delta B_{S 1}
\end{gathered}
$$

With a new $B_{S 1}$, the $S 1$ phase will be associated to a new nominal range and, then, to a new range error. This new range error enters in the $S 2$ and $B_{S 2}$ changes. The procedure is the same for all the phases until you reach the $S 6$ phase. The range derivative respect to the known term is calculated using the nodal velocity: only for the current phase the initial nodal velocity is the current velocity. When a phase finishes, this phase will not considered for calculating the range error.

The new known value can't overcome the upper and lower limit found previously. The only node that follows a different law is the node 4: its minimum Drag Acceleration is equal to the final drag acceleration ( $D_{a_{v 1}}$ ). So the curve can be translated up to a minimum value of $B_{S 1}$ for which node 4 assumes a Drag Acceleration equal to $D_{a_{v 1}}$.

Exactly as for the other phases, the six curves will have nodes that don't coincide. So it's necessary to create new nodes. The first node in always the Drag Acceleration of the phase $S 1$ at the velocity $v_{4}$, the last node is the Drag Acceleration at the current velocity, the other nodes are given by the average Drag Acceleration between the nodal Drag Accelerations belonging to two nearby phases calculated (for the two nodes the velocity is the same).


Figure 87: Straight Line Drag Acceleration Phase with the average values to build S1,S2,S3,S4,S5 and S6. The behavior is only qualitative.

When the vehicle reaches a velocity equal to $v_{4}$ the Transition Phase starts. The algorithm for the Transition Phase range correction is equal to the algorithm used with the Space Shuttle approach in Chapter 3.5.

Ended all the phases the obtained reference profile permits to minimize the range error, respecting the requirement.


Figure 88: Example of a new profile after the range correction.
We have explained the functioning of the range correction algorithm, but we must remember that the formulas in the last column of Table 29 give a realistic result only is the error range is small. So it's necessary to use only a part of the error range in each range correction block. To choose the error range portion is possible identify different error processing parameters:

- Use a constant gain that reduce the error range that enters in the algorithm.
- Use saturator that identifies a maximum and a minimum value for the range error
- Use a variable gains. This strategy is based on the percentage of travelled range in each phase respect to the total travelled range Range $_{\text {tot }}$ following the initial reference profile. This percentage is used to define a variable gain which allow to choose the range portion that enters in the range correction algorithm. If the selected phase is the current phase the percentage is calculated from the current velocity to the final velocity of the phase. The first step is saved the travelled range as function of the velocity, following the initial reference profile. For this reason we have two vectors: the first vector contain the velocity values, the second vector contains the range values travelled until at the selected velocity. Then with an interpolation it is found the range travelled at a certain velocity: this procedure is done for the nodal velocity. The percentage of range travelled in each phase will be equal to the variable gain:

$$
\begin{equation*}
\text { Gain }_{\text {variable }}=\frac{\text { Range }_{\text {Final Node }}-\text { Range }_{\text {Initial Node }}}{\text { Range }_{\text {tot }}} \tag{98}
\end{equation*}
$$

- Use limit curves. This strategy is used when the reference profile must go up. When the vehicle follows the upper limitation with the maximum Bank angle it will have a certain Drag AccelerationVelocity combination. This combination will be the maximum possible combination. For all the other cases (lower reference profile or lower Bank Angle), for a certain Velocity, the Drag

Acceleration will be lower. So even if the reference profile overcomes this maximum combination, the simulated profile will be always the same. For this reason the new reference profile, during the range correction, is forced to follow the Drag Acceleration-Velocity combination found with the upper limitation simulation. This operation is done because the reference profile translates thanks to the range correction algorithm, this translation gives a certain nominal range, but the vehicle , reached the maximum Drag Acceleration-Velocity combination, can't reach the reference profile. So the desired range doesn't change a lot and the error range decreases little. This behaviour can produce overcorrections, because the reference profile can't be reached. For this reason the strategy is the following:
> Save the Drag Acceleration-Velocity combination for a simulation where the reference profile is the upper limitation.
$>$ Identify the point (Drag Acceleration-Velocity) $D_{a_{U L 1}}-V_{U L 1}$ where the simulated profile, found with the upper limitation as reference profile, intersects the initial reference profile chose foe the second simulation. Until this velocity the reference profile doesn't translate with the range correction.
$>$ Identify a second point $D_{a_{U L 2}}-V_{U L 2}$ : here the simulated profile, found with the upper limitation as reference profile, meets the upper limitation.
$>$ For all the velocity included between the first point and the second point, the reference profile can translate, during the range correction, only following the simulated profile, found with the upper limitation as reference profile.


Figure 89: Identification of $D_{a_{U L 1}}-V_{U L 1}$ and $D_{a_{U L 2}}-V_{U L 2}$.


Figure 90: Identification of a new Upper limitation and reference curve obtained after a range correction.
Obviously this consideration can't be applied in all the cases. In fact it may happen that the reference profile goes up more slowly than the simulated profile because we haven't imposed a law on the speed of growth. In this cases the limitation curve described previously doesn't exist.

- If the profile goes out, the limit curve changes, has explained in page 78.


Figure 91: Identification of a new Upper limitation for the range correction.

- Use of saturator for the variation of known term. In this way the movement of the reference profile is limited in each simulation step.

In the Heat Flux Peak Phase range correction the error processing parameters are the following:


Figure 92: Error Processing Parameters for the Straight Line Drag Acceleration Phase correction during the Heat Flux Peak Phase range correction.


Figure 93: Error Processing Parameters for H1, H2, H3 Phase during the Heat Flux Peak Phase range correction.

In the Connection Phase range correction the error processing parameters are the following:


Figure 94: Error Processing Parameters for S1, S2, S3 Phase correction during the Connection Phase range correction.


Figure 95: Error Processing Parameters for C1, C2, C3 Phase correction during the Connection Phase range correction.

In the Straight Line Drag Acceleration Phase range correction the error processing parameters are the following:


Figure 96: Error Processing Parameters for S1, S2, S3, S4, S5, S6 Phase correction during the Straight Line Drag Acceleration Phase range correction.

In the Transition Phase range correction the error processing parameters are the following:


Figure 97: Error Processing Parameters for the Transition Phase.
The values of these gains can be chosen using a sensitivity analysis, in fact, with these gains, the problem is really not linear and the linear optimisation technique can't be used. For each case it is necessary to change the gains, to have, at the end of the simulation, the minimum range error.

As we can see from the Figure 88, the new reference profile presents some discontinuities near the nodes (the first derivative or the second derivative aren't continuous). This is due to the fact that the range equations are resolved with approximate mathematical models, so the algorithm is not able to define with precision the exactly translation of the reference profile. The algorithm becomes more precise when the range error is reduced and this happens with a phase ends. For this reason the translation becomes more marked near the nodes. When there are the discontinuities in the reference profile the vehicle presents oscillations because the vehicle dynamics isn't able to follow sudden changes in the reference profile curvature. For this reason to avoid oscillation it's created a new reference profile taking as new nodes the Drag Acceleration value near the old nodes, so a contoured profile is created where there are no discontinuities. This operation is only done if the error range is reduced.


Figure 98. Final reference profile (red curve) and contoured reference profile (blue curve)

For the same reason described above, if the initial range error is really small (less than 1 Km ), the algorithm isn't able to reduce it, because the range equations aren't exactly, but approximate formulation. So the result is that the range error, at the end, increases. For this reason, in certain cases, as reference profile, it's taken the translated profile, found in Figure 73, without doing the range correction.

The final consideration is verify if the final Heat load absorbed during the simulation respect the permitted limitations. If the vehicle flies at high altitude, following a reference profile with a low Drag Acceleration the Heat Flux is reduced but it takes more time to go down. For this reasons the Integrated Heat Load increases. The consequence is that in the vehicle penetrates a greater quantity of heat, risking to damage the internal equipment or protective thermal layers. If the Integrated Heat Load overcomes the limit value it's necessary to translate the reference profile. In fact if the Drag Acceleration increases, the integrated Heat Load decreases.

This reasoning is been validated with a simulation: an initial reference profile is considered and it's saved the Integrated Heat Load. Then all the nodes are translated of an equal value, for increasing the Drag Acceleration, the Integrated Heat Load is saved after the simulation. This procedure is done three times, three reference profile are obtained, each distant from the previous one 0.2 g -s.


Figure 99:Reference curves and simulated curves for the Heat load study.

|  | Integrated <br> Heat Load <br> $[\mathrm{J}]$ | Time <br> $[\mathrm{s}]$ | Range <br> $[\mathrm{Km}]$ |
| :---: | :---: | :---: | :---: |
| Red Curve | 250250028,2 | 1242 | 5729,924 |
| Blue Curve | 242988894,5 | 1194 | 5546,271 |
| Gray Curve | 262640052,5 | 1320 | 6062,038 |

Table 30: Time and Traveled range following the reference curves in Figure 97

## 5. Results from the simulations

The simulation must be stopped when the vehicle reaches the Triggered Mach, in fact overcoming this Much number, the dynamic changes and the algorithm loses its validity. So it's necessary introduces in the Simulink algorithm a block named stop.

The second consideration is that the vehicle dynamic is really sensible to the aerodynamic changes, so the PID gains impact differently on the vehicle dynamic based on the value of aerodynamic coefficients. In certain cases the model found in chapter 2.3 leads to a damped dynamic, because the value of aerodynamic coefficients remain content. In other cases, with the same dynamic pressure, these PID gains create oscillations in the dynamic response, because, for example, the aerodynamic coefficients increase. For this reason the PID gains model is only a first approximation of optimal model and in each case, making different simulation, with a sensitivity analysis, it's possible to correct this model, by halving, for example, the gains reached a given dynamic pressure. In other cases the best choice was inserting constant gains if the dynamic behaviour gives constant pressure for most of the simulation .

The second value to be corrected is the integrative gain: in chapter 2.3 we have said that the $K_{I}$ is a constant gain. But this gain is subjected to many non-linearity, as the anti-wind up phenomenon. For this reason it's impossible, using the classic linear optimization techniques, to find an optimal gain or a law for the gain variation. For this reason the approach used in this thesis was to select a constant gain for each case, with sensitivity analysis.

The error processing parameters have instead been chosen visibly evaluating which part of the curve you had to go to change in case the range error was not under 10 km .

There are also other requirement linked to the final error, over the maximum range error of 10 Km :

- Final Velocity error: lower than $0.2 \%$
- Final Altitude error: lover than 3\%

After making these considerations, the algorithm has been tested for four different initial positions, each linked to a particular flight condition. The simulations has been done with all the five initial references profile:

- The case 1 is reference profile equidistant from the limits
- The case 2 is reference profile distant from the Ceiling
- The case 3 is reference profile distant from the Dynamic Pressure limit
- The case 4 is reference profile distant from the g-load limit
- The case 5 is reference profile distant from the Constant Heat Flux limit

The first simulation wants to give a range really similar to the minimum range. The vehicle will fly near the upper limitation. The PID gains are chosen constant for all the simulations and for all the five cases:

| $\boldsymbol{K}_{\boldsymbol{P}}$ | 30 |
| :---: | :---: |
| $\boldsymbol{K}_{\boldsymbol{I}}$ | 0,5 |
| $\boldsymbol{K}_{\boldsymbol{D}}$ | 550 |
| $\boldsymbol{N}$ | 0,7692 |

Table 31: PID gains for the first simulation

During the Heat Flux Peak Phase range correction only constant gains are used. This first gain is equal to 0.2 for case 5 , equal to 1 for case 3 and equal to 0.7 for all the other cases. The second constant gain in the Heat Flux Peak Phase range correction is equal to 1. The error Processing Parameters for the Straight Line Drag Acceleration Phase correction during the Heat Flux Peak Phase range correction is set equal to $1 / 10$ for the case 1 and 2 , and equal to $1 / 100$ for all the other cases.

For the case 1,2 and 4 is used the upper limitation described in Figure 90.

The error Processing Parameters for S1, S2, S3 Phase correction during the Connection Phase range correction are chosen equal to $1 / 100$ and the error Processing Parameters for C1, C2, C3 Phase correction during the Connection Phase range correction are chosen equal to $1 / 10$.

The error Processing Parameters for S1, S2, S3, S4, S5, S6 Phase correction during the Straight line Drag Acceleration Phase range correction are equal to $1 / 20$.

The saturator for the range error is set equal to inf.

The initial point is the following:

|  | Latitude $\left[{ }^{\circ}\right]$ | Longitude $\left[^{\circ}\right]$ |
| :---: | :---: | :---: |
| Case 1 | $-1,7932$ | 195 |
| Case 2 | $-1,7932$ | 195 |
| Case 3 | $-1,7932$ | 195 |
| Case 4 | $-1,7932$ | 195 |
| Case 5 | $-1,7932$ | 194,3 |

Table 32: Initial coordinates for the first simulation.

The final point is always the same:


Table 33: Final coordinates for the first simulation.

For the case 1 the results are the following:


Figure 100: Simulation with range correction for the case 1 and an initial position equal to $\mathbf{- 1 , 7 9 3 2}$ as latitude and $195^{\circ}$ as longitude.


Figure 101: Bank Angle for the case 1 and an initial position equal to $-1,7932^{\circ}$ as latitude and $195^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.7414 \mathrm{~m} / \mathrm{s}$ | $0.0352 \%$ |
| Altitude | 26 Km | 26.2 Km | $0.5993 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2717^{\circ}$ | $0.0112 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.0804^{\circ}$ | $0.0375 \%$ |
| Range | 4693.4 Km | 4698.8 Km | 5.1266 Km |

Table 34: Final values and errors for the case 1 in the first simulation.
The results in Table 34 respect the specifications about the maximum error, the vehicle is guided until the final point without violating the re-entry corridor constrains. The problem is that in the Bank Angle profile there are a lot of oscillations that must be eliminated with a post- processing work. Probably these oscillations can be avoided inserting a new PID gain law.

For the case 2 the results are the following:


Figure 102: Simulation with range correction for the case 2 and an initial position equal to $\mathbf{- 1 , 7 9 3 2}$ as latitude and $195^{\circ}$ as longitude.

Bank Angle for the Final Ref Profile-CASE 2


Figure 103: Bank Angle for the case 2 and an initial position equal to $-1,7932^{\circ}$ as latitude and $195^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $449.4476 \mathrm{~m} / \mathrm{s}$ | $0.1926 \%$ |
| Altitude | 26 Km | 26.8 Km | $3 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2647^{\circ}$ | $0.2252 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.1605^{\circ}$ | $0.0276 \%$ |
| Range | 4693.4 | 4689.9 Km | 3.4856 Km |

Table 35: Final values and errors for the case 2 in the first simulation.
The results in Table 36 respect the specifications about the maximum error, the vehicle is guided until the final point without violating the re-entry corridor constrains. Also in this case there are oscillations in the Bank Angle profile, the oscillations have a slightly lower amplitude but, also in this case, it's necessary a post processing in the Bank Angle profile or select a new PID gain law that better follows the dynamic at high dynamic pressure.

For the case 3 the results are the following:


Figure 104: Simulation with range correction for the case 3 and an initial position equal to $\mathbf{- 1 , 7 9 3 2 ^ { \circ }}$ as latitude and $195^{\circ}$ as longitude.

Bank Angle for the Final Ref Profile CASE 3


Figure 105: Bank Angle for the case 3and an initial position equal to $-1,7932^{\circ}$ as latitude and $195^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.6804 \mathrm{~m} / \mathrm{s}$ | $0.0216 \%$ |
| Altitude | 26 Km | 26.1 Km | $0.3671 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2859^{\circ}$ | $0.4216 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.0539^{\circ}$ | $0.0590 \%$ |
| Range | 4693.4 Km | 4710.9 Km | 8.2152 Km |

Table 36: Final values and errors for the case 3 in the first simulation.

The results in Table 37 respect the specifications about the maximum error, the vehicle is guided until the final point without violating the re-entry corridor constrains. Also in this case there are oscillations in the Bank Angle profile, especially in the final part of the profile.

For the case 4 the results are the following:


Figure 106: Simulation with range correction for the case 4 and an initial position equal to $\mathbf{- 1 , 7 9 3 2 ^ { \circ }}$ as latitude and $195^{\circ}$ as longitude.


Figure 107: Bank Angle for the case 4 and an initial position equal to $-1,7932^{\circ}$ as latitude and $195^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.7665 \mathrm{~m} / \mathrm{s}$ | $0.0408 \%$ |
| Altitude | 26 Km | 26.2 Km | $0.6937 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2696^{\circ}$ | $0.0762 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.116^{\circ}$ | $0.0085 \%$ |
| Range | 4693.4 Km | 4694.7 Km | 1.1966 Km |

Table 37: Final values and errors for the case 4 in the first simulation.
The results in Table 38 respect the specifications about the maximum error, the vehicle is guided until the final point without violating the re-entry corridor constrains. In this case the error is lower respect to the case 3 , and as we can see the reference trajectory is closer to the dynamic pressure limit because, in this case, the upper limitation is less stringent (as we have explain in the chapter 4.1). Also in this case there are oscillations in the Bank Angle profile.

For the case 5 the results are the following:


Figure 108: Simulation with range correction for the case 5 and an initial position equal to $-1,7932^{\circ}$ as latitude and $194,3^{\circ}$ as longitude.


Figure 109: Bank Angle for the case 5 and an initial position equal to $-1,7932^{\circ}$ as latitude and $194,3^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.9966 \mathrm{~m} / \mathrm{s}$ | $0.0921 \%$ |
| Altitude | 26 Km | 26.4 Km | $1.5733 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.3635^{\circ}$ | $0.2636 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.1458^{\circ}$ | 0.0157 |
| Range | 4770.7 Km | 4768.6 Km | 2.2187 Km |

Table 38: Final values and errors for the case 5 in the first simulation.
The results in Table 39 respect the specifications, but the Bank Angle Profile presents oscillations also in the first part of the profile.

The second simulation wants to use the same initial point for all the cases. The initial desired range is really similar to the range of the initial reference profile. So we can guess that the final reference profile will only undergo a translation, without enter in the range correction made by the Simulink model.

The PID gains are chosen variable for all the five cases and $N$ is equal to 1,2 . The table for the gain is the following:

| Dynamic Pressure [Pa] | $\mathbf{K}_{\mathbf{P}}$ | $K_{\text {D }}$ |
| :---: | :---: | :---: |
| 0 | 120 | $\frac{2400}{2}$ |
| 1505,233 | 119,9895 | $\frac{2399,114}{2}$ |
| 2008,078 | 119,943 | $\frac{2395,575}{2}$ |
| 2502,386 | 119,871 | $\frac{2391,16}{2}$ |
| 3013,382 | 119,1325 | $\frac{2356,232}{2}$ |
| 3513,389 | $\frac{117,1894}{2}$ | $\frac{2313,516}{2}$ |
| 4011,477 | $\frac{115,4586}{2}$ | $\frac{2006,827}{2}$ |
| 4503,342 | $\frac{114,7672}{2}$ | $\frac{1691,535}{2}$ |
| 5012,983 | $\frac{110}{2}$ | $\frac{1100}{2}$ |
| 5500 | $\frac{110}{2}$ | $\frac{1100}{2}$ |
| 5900 | $\frac{110}{2}$ | $\frac{1100}{2}$ |

Table 39: PID gains for the second simulation.

The gains, for a dynamic pressure higher than 3700 Pascal, are halved.
The integrative term is equal to $K_{I}=1$. The basic idea is that if the reference curve has an high Drag Acceleration, to avoid oscillation, the integrative term must be reduced. For this reason in the previous case the integrative term was equal to 0,5 .

The value of $N$ is 0,7692 .

During the Heat Flux Peak Phase range correction are used variable gains. The second constant gain in the Heat Flux Peak Phase range correction is equal to 1. The error Processing Parameters for the Straight Line

Drag Acceleration Phase correction during the Heat Flux Peak Phase range correction is set equal to $1 / 10$.For the all the cases is used the upper limitation described in Figure 90.

The error Processing Parameters for S1, S2, S3 Phase correction during the Connection Phase range correction are chosen equal to $1 / 10$. The error Processing Parameters for C1, C2, C3 Phase correction during the Connection Phase range correction are chosen equal to $1 / 10$, but if the phase is the current phase the gain is equal to $1 / 8$.

The error Processing Parameters for S1, S2, S3, S4, S5, S6 Phase correction during the Straight line Drag Acceleration Phase range correction are equal to $1 / 20$.

The saturator for the range error is set equal to inf.

The initial point is the following:

| Latitude $\left[{ }^{\circ}\right]$ | Longitude $\left[{ }^{\circ}\right]$ |
| :---: | :---: |
| $-3,071$ | 185 |

Table 40: Initial coordinates for the second simulation.
The final point is always the same:

|  | Latitude $\left[{ }^{\circ}\right]$ | Longitude $\left[{ }^{\circ}\right.$ ] |
| :---: | :---: | :---: |
| Final Point | 3,2721 | $-123,1265$ |

Table 41: Final coordinates for the second simulation.

For the case 1 the results are the following:


Figure 110: Simulation with range correction for the case 1 and an initial position equal to $-3,071^{\circ}$ as latitude and $185^{\circ}$ as longitude.


Figure 111: Bank Angle for the case 1 and an initial position equal to $-3,071^{\circ}$ as latitude and $185^{\circ}$ as longitude., following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.7334 \mathrm{~m} / \mathrm{s}$ | $0.0334 \%$ |
| Altitude | 26 Km | 26.1 Km | $0.5671 \%$ |
| Latitude | $3.2721^{\circ}$ | 3.2673 | $0.1764 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.0685^{\circ}$ | $0.0471 \%$ |
| Range | 5814.6 Km | 5821 Km | 6.4823 Km |

Table 42: Final values and errors for the case 1 in the second simulation.
The new reference profile, obtained with the range correction, is the translated reference profile, (this methodology is explained in Figure 73). All the results respect the specifications, with low oscillations in the Bank Angle Profile.

For the case 2 the results are the following:


Figure 112: Simulation with range correction for the case 2 and an initial position equal to $-3,071^{\circ}$ as latitude and $185^{\circ}$ as longitude.


Figure 113: Bank Angle for the case 2 and an initial position equal to $-\mathbf{3 , 0 7 1}{ }^{\circ}$ as latitude and $185^{\circ}$ as longitude., following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $449.0995 \mathrm{~m} / \mathrm{s}$ | $0.1150 \%$ |
| Altitude | 26 Km | 26.5 Km | $1.9661 \%$ |
| Latitude | $3.2721^{\circ}$ | 3.2673 | $0.9810 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.0541^{\circ}$ | $0.0588 \%$ |
| Range | 5814.6 Km | 5823 Km | 8.8008 Km |

Table 43: Final values and errors for the case 2 in the second simulation.
In this case the new reference profile, after the translation, is also modified with the range correction procedure. The final error range is bigger respect to the others cases but the specification are always respected. In the Bank Angle Profile there are a lot of oscillations, so a post-processing will be necessary.

For the case 3 the results are the following:


Figure 114: Simulation with range correction for the case 3 and an initial position equal to $-3,071^{\circ}$ as latitude and $185^{\circ}$ as longitude.


Figure 115: Bank Angle for the case 3 and an initial position equal to $\mathbf{- 3 , 0 7 1}{ }^{\circ}$ as latitude and $185^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.8825 \mathrm{~m} / \mathrm{s}$ | $0.0666 \%$ |
| Altitude | 26 Km | 26.3 Km | $1.1368 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2779^{\circ}$ | $0.1057 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.1466^{\circ}$ | $0.0163 \%$ |
| Range | 5814.6 Km | 5813 Km | 2.2644 Km |

Table 44: Final values and errors for the case 3 in the second simulation.
The reference profile is obtained only with the translation, so the form doesn't change respect to the initial reference profile. All the errors are really small.

For the case 4 the results are the following:


Figure 116: Simulation with range correction for the case 4 and an initial position equal to $-3,071^{\circ}$ as latitude and $185^{\circ}$ as longitude.


Figure 117: Bank Angle for the case 4 and an initial position equal to $-3,071^{\circ}$ as latitude and $185^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.8825 \mathrm{~m} / \mathrm{s}$ | $0.0666 \%$ |
| Altitude | 26 Km | 26.3 Km | $1.1368 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2686^{\circ}$ | $0.1057 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.1446^{\circ}$ | $0.0163 \%$ |
| Range | 5814.6 Km | 5813 Km | 2.2644 Km |

Table 45: Final values and errors for the case 4 in the second simulation.

This case gives the same results of the case 3 . In fact the reference profile is the same, there is only a change in the upper limitation position. But if the reference profile doesn't reach this limitation the obtained profile will be the same.

For the case 5 the results are the following:


Figure 118: Simulation with range correction for the case 5 and an initial position equal to $-3,071^{\circ}$ as latitude and $185^{\circ}$ as longitude.


Figure 119: Bank Angle for the case 5 and an initial position equal to $\mathbf{- 3 , 0 7 1}{ }^{\circ}$ as latitude and $185^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.8768 \mathrm{~m} / \mathrm{s}$ | $1.1167 \%$ |
| Altitude | 26 Km | 26.3 Km | $2.3567 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2673^{\circ}$ | $0.1478 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.1281^{\circ}$ | $0.0013 \%$ |
| Range | 5814.6 Km | 5815 Km | 0.5656 Km |

Table 46: Final values and errors for the case 5 in the second simulation.
Also in this case the new reference profile is only the translated profile. This is the case with lower oscillations: the vehicle follows with small deviations the reference profile, so the final error range is really small.

In the third simulation are introduced the coordinates used for IXV. The PID gains are chosen variable, with the same law as the previous case. The integrative term is equal to $K_{I}=2$ and the cut-off frequency is equal to $N=1,2$.

The initial point is the following:

| Latitude $\left[{ }^{\circ}\right]$ | Longitude $\left[{ }^{\circ}\right]$ |
| :---: | :---: |
| $-4,47910691292286$ | 173,484601053785 |

Table 47: Initial coordinates for the third simulation.
The final point is always the same:


Table 48: Final coordinates for the third simulation.

In the case 2 the desired range is higher than the maximum range, so the simulation can't be done.

During the Heat Flux Peak Phase range correction are used constant gains. The constant gain in the Heat Flux Peak Phase range correction is equal to 0.1 for all the cases, except for the case 5 where, if the phase isn't the current phase, the gain is equal to 0.01 . The second constant gain is equal to 0.1 for the case 3 and 4 , equal to 0.2 for the case 1 and equal to 0.05 for the case 5 . The error Processing Parameters for the Straight Line Drag Acceleration Phase correction during the Heat Flux Peak Phase range correction is set equal to $1 / 10$. For the all the cases is used the upper limitation described in Figure 90.

The error Processing Parameters for S1, S2, S3 Phase correction during the Connection Phase range correction are chosen equal to $1 / 10$ for all the case. The error Processing Parameters for C1, C2, C3 Phase correction during the Connection Phase range correction are chosen equal to $1 / 10$, except for the phase 5 where the gain is equal to $1 / 5$. But if the phase is the current phase, in the case 3 and 4 , this gain is set equal to $1 / 8$ and in the case 5 this gain is equal to $1 / 10$.

The error Processing Parameters for S1, S2, S3, S4, S5, S6 Phase correction during the Straight line Drag Acceleration Phase range correction are equal to $1 / 30$ for the case 1 . In the case 3 and 4 this gain is equal to 1 . For the case 5 the gain are equal to $1 / 30$, except for the current phase where the gain is equal to $1 / 50$.

The saturator for the range error is set equal to inf.

For the case 1 the results are the following:


Figure 120: Simulation with range correction for the case 1 and an initial position equal to IXV latitude and longitude.


Figure 121: Bank Angle for the case 1 and an initial position equal to IXV latitude and longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.7999 \mathrm{~m} / \mathrm{s}$ | $0.0482 \%$ |
| Altitude | 26 Km | 26.2 Km | $0.8245 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.273^{\circ}$ | $0.0267 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.0873^{\circ}$ | $0.0319 \%$ |
| Range | 7103.1 Km | 7107.8 Km | 4.3595 Km |

Table 49: Final values and errors for the case 1 in the third simulation.
In this case the final reference profile isn't so regular. This problem can be solved changing the Error Processing Parameters. But despite the strange form of the reference profile, the vehicle is able to follow it, because the profile is a contoured profile (a countered profile is a profile where there are the continuity of first, second and third derivative), created with splines, after the procedure described in Figure 98. The errors respect the specifications.

For the case 3 the results are the following:

Entry corridor in D-v domain CASE 3


Figure 122: Simulation with range correction for the case 3 and an initial position equal to IXV latitude and longitude.


Figure 123: Bank Angle for the case 3 and an initial position equal to IXV latitude and longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.7735 \mathrm{~m} / \mathrm{s}$ | $0.0423 \%$ |
| Altitude | 26 Km | 26.2 Km | $0.7209 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2789^{\circ}$ | $0.2077 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.0962^{\circ}$ | $0.0246 \%$ |
| Range | 7103.1 Km | 7106.8 Km | 3.4479 Km |

Table 50: Final values and errors for the case 3 in the third simulation.

For the case 4 the results are the following:


Figure 124: Simulation with range correction for the case 4 and an initial position equal to IXV latitude and longitude.


Figure 125: Bank Angle for the case 4 and an initial position equal to IXV latitude and longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.7735 \mathrm{~m} / \mathrm{s}$ | $0.0423 \%$ |
| Altitude | 26 Km | 26.2 Km | $0.7209 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2789^{\circ}$ | $0.2077 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.0962^{\circ}$ | $0.0246 \%$ |
| Range | 7103.1 Km | 7106.8 Km | 3.4479 Km |

Table 51: Final values and errors for the case 4 in the third simulation.

The cases 3 and 4 give the same results for the new reference profile and for the guidance errors. The specifications are respected and the Bank Angle profile presents low oscillations.

For the case 5 the results are the following:

Entry corridor in D-v domain- CASE 5


Figure 126: Simulation with range correction for the case 5 and an initial position equal to IXV latitude and longitude.


Figure 127: Bank Angle for the case 5 and an initial position equal to IXV latitude and longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $449.1933 \mathrm{~m} / \mathrm{s}$ | $0.1359 \%$ |
| Altitude | 26 Km | 26.6 Km | $2.3254 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2625^{\circ}$ | $0.2921 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.2098^{\circ}$ | $0.0677 \%$ |
| Range | 7103.1 Km | 7094.1 Km | 9.0112 Km |

Table 52: Final values and errors for the case 5 in the third simulation.
The case 5 was the most difficult case to solve: a lot of iteration are been necessary to find the optimal error processing parameters that give a reference profile without elbow connections (elbow connections mean no continuity in the first, second and third derivative). In fact we must remember that if the reference profile has elbow connections the vehicle isn't able to follow it and the bank angle profile will present oscillations. Now the final reference profile hasn't elbow connections so the oscillation in the Bank Angle are reduced.

The last simulation has the aim to test if the algorithm is able to reach the lower limitation. The chosen initial coordinates are the coordinates that give a range really near to the maximum range. The PID gains are the same of the previous simulation because the IXV range and the maximum range aren't so different.

The initial point is the following:

|  | Latitude $\left[{ }^{\circ}\right]$ | Longitude $\left[{ }^{\circ}\right]$ |
| :---: | :---: | :---: |
| Case 1 | $-4,9786$ | 169,4 |
| Case 2 | $-4,2816$ | 175,1 |
| Case 3 | $-5,0764$ | 168,6 |
| Case 4 | $-5,0764$ | 168,6 |
| Case 5 | $-4,9786$ | 169,4 |

Table 53: Initial coordinates for the fourth simulation.

The final point is always the same:


Table 54: Final coordinates for the fourth simulation.

During the Heat Flux Peak Phase range correction are used constant gains. The constant gain in the Heat Flux Peak Phase range correction is equal to 0.05 for all the cases. The second constant gain is equal to 0.5 for all the cases, except when the phase is the current phase, in this situation the gain is equal to 1 . The error Processing Parameters for the Straight Line Drag Acceleration Phase correction during the Heat Flux Peak Phase range correction is set equal to $1 / 10$.For the all the cases is used the upper limitation described in Figure 90.

The error Processing Parameters for S1, S2, S3 Phase correction during the Connection Phase range correction are chosen equal to $1 / 100$ for all the case. The error Processing Parameters for C1,C2, C3 Phase correction during the Connection Phase range correction are chosen equal to $1 / 10$. When C3 is the current phase, the gain for $C 1$ is equal to $1 / 15$. For the case 5 the current phase has always a gain equal to $1 / 20$.

The error Processing Parameters for S1, S2, S3, S4, S5, S6 Phase correction during the Straight line Drag Acceleration Phase range correction are equal to $1 / 20$ for all the cases.

The saturator for the range error is set equal to inf.

For the case 1 the results are the following:


Figure 128: Simulation with range correction for the case 1 and an initial position equal to $-4,9786^{\circ}$ as latitude and $169^{\circ}$ as longitude.


Figure 129: Bank Angle for the case 1 and an initial position equal to $-4,9786^{\circ}$ as latitude and $169^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.7136 \mathrm{~m} / \mathrm{s}$ | $0.029 \%$ |
| Altitude | 26 Km | 26.1 Km | $0.4923 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2692^{\circ}$ | $0.0895 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.0724^{\circ}$ | $0.0439 \%$ |
| Range | 7559.5 Km | 7565.5 Km | 6.1120 Km |

Table 55: Final values and errors for the case 1 in the fourth simulation.

As we can see the oscillations in the Bank Angle profile are lesser respect to the others cases: that depends by the fact that the PID gains are optimal for the lower dynamic pressure, until a value of 4000 Pascal. All the errors respect the specifications

For the case 2 the results are the following:


Figure 130: Simulation with range correction for the case 2 and an initial position equal to $\mathbf{- 4 , 2 8 1 6 ^ { \circ }}$ as latitude and $175,1^{\circ}$ as longitude.


Figure 131: Bank Angle for the case 2 and an initial position equal to $\mathbf{- 4 , 2 8 1 6 ^ { \circ }}$ as latitude and $\mathbf{1 7 5 , 1 ^ { \circ }}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $449.1811 \mathrm{~m} / \mathrm{s}$ | $0.1332 \%$ |
| Altitude | 26 Km | 26.6 Km | $2.2792 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.267^{\circ}$ | $0.1551 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.1836^{\circ}$ | $0.0464 \%$ |
| Range | 6922.5 Km | 6916.4 Km | 6.0472 Km |

Table 56: Final values and errors for the case 1 in the fourth simulation.

In this case the oscillations have an amplitude a bit superior, bur the specifications are respected. The profile is able to reach the lower limitation without problems.

For the case 3 the results are the following:

Entry corridor in D-v domain CASE 3


Figure 132: Simulation with range correction for the case 3 and an initial position equal to $-5,0764^{\circ}$ as latitude and $168,6^{\circ}$ as longitude.


Figure 133: Bank Angle for the case 3 and an initial position equal to $\mathbf{- 5 , 0 7 6 4 ^ { \circ }}$ as latitude and $\mathbf{1 6 8 , 6 ^ { \circ }}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $449.2963 \mathrm{~m} / \mathrm{s}$ | $0.1589 \%$ |
| Altitude | 26 Km | 26.7 Km | $2.7197 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2573^{\circ}$ | $0.4522 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.1703^{\circ}$ | $0.0356 \%$ |
| Range | 7648.9 Km | 7644.2 Km | 5.1394 Km |

Table 57: Final values and errors for the case 3 in the fourth simulation.

For the case 4 the results are the following:


Figure 134: Simulation with range correction for the case 4 and an initial position equal to -5,0764 as latitude and $168,6^{\circ}$ as longitude.


Figure 135: Bank Angle for the case 3 and an initial position equal to $\mathbf{- 5 , 0 7 6 4 ^ { \circ }}$ as latitude and $168,6^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $449.2963 \mathrm{~m} / \mathrm{s}$ | $0.1589 \%$ |
| Altitude | 26 Km | 26.7 Km | $2.7197 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2573^{\circ}$ | $0.4522 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.1703^{\circ}$ | $0.0356 \%$ |
| Range | 7648.9 Km | 7644.2 Km | 5.1394 Km |

Table 58: Final values and errors for the case 4 in the fourth simulation.

The case 3 and 4 give the same results, as expected, because the initial reference curve is the same. Also in this case the requirements are all respected. The final reference profile is a bit irregular but the problem can be solved changing the Error Processing Parameters.

For the case 5 the results are the following:


Figure 136: Simulation with range correction for the case 5 and an initial position equal to $-4,9786^{\circ}$ as latitude and $169^{\circ}$ as longitude.


Figure 137: Bank Angle for the case 1 and an initial position equal to $-4,9786^{\circ}$ as latitude and $169^{\circ}$ as longitude, following the final reference profile obtained with the range correction.

| Conditions | Nominal | Actual | Guidance Error |
| :---: | :---: | :---: | :---: |
| Velocity | $448.5836 \mathrm{~m} / \mathrm{s}$ | $448.7404 \mathrm{~m} / \mathrm{s}$ | $0.035 \%$ |
| Altitude | 26 Km | 26.2 Km | $0.5953 \%$ |
| Latitude | $3.2721^{\circ}$ | $3.2767^{\circ}$ | $0.1398 \%$ |
| Longitude | $-123.1265^{\circ}$ | $-123.1177^{\circ}$ | $0.0072 \%$ |
| Range | 7559.5 Km | 7560.6 Km | 1.1066 Km |

Table 59: Final values and errors for the case 5 in the fourth simulation.

In this case it will be necessary to do a lot of iterations to find the correct Error Processing Parameters. The reference profile presents a good behavior, the errors respect the specifications and the Bank Angle profile has low oscillations.

## 6. Conclusions

As we can see, in all the simulations, choosing correctly the Error Processing Parameters and the PID gains, the final range error is less than 10 Km , the final velocity error is less than $0.2 \%$ and the final altitude error is less than $3 \%$.

But this algorithm presents some inaccuracies that can be resolved with future improvements:

- In the final part of the trajectory the vehicle flies in ceiling. This behaviour probably is due to a low Lift to Drag Ratio. To avoid this problem a new control law for the final part can be implemented, creating also a PID variation law function of the aerodynamic. With this improvement the final altitude error can be reduced.
- The final profile isn't perfectly connected (there are discontinuities in the first, second or third derivatives). This behaviour probably is due to the fact that the range prediction formulations are approximate formulas, so the algorithm isn't able to correct perfectly the error range near the nodes, where the range of the current phase becomes really small. So the solution can be to divide the profile into fewer parts, reducing the nodes number.
- The PID gains aren't optimal for certain dynamic pressure: in fact in a lot of simulations we have to halve the PID gains values. This problem occurs because the system isn't a real linear system, so the optimal PID gains for the linear system are different respect to the optimal PID gain for the 3-Dof system. And also we must remember that the integrative gain isn't inserted in the linear system. For all these reasons can be necessary to find other states variables that better represent the system behaviour. With this procedure can be possible to write new scheduled PID gains.
- Another procedure can be finding a law function of the aerodynamic for the PID gains. The PID output is a Bank Angle, linked to the value of vertical lift. The vertical lift is linked to the control action. But if the aerodynamic coefficients are high, the lift force will have an high value, producing overcorrection. The aerodynamic coefficients can't change, so, to reduce the vertical lift force, is necessary to change the PID output. This operation can be done changing the PID gains as function of the aerodynamic.
- Another problem is identified by the profile of the bank angle obtained after the control action. This profile presents in a lot of case some oscillations that aren't physically permitted. The RCS can give these movements but the vehicle could suffers damage. These oscillations are caused by the PID gains that give an overcorrection. So the problem can be solved using a better optimized control law for the PID gains.
- These oscillations are also given by the obtained reference profile: if the reference profile has elbow connections (this happens because the reference profile is created with straight lines) the vehicle isn't able to follow them and, for this reason, the Drag Acceleration profile oscillates. If the Drag Acceleration profile oscillates that means that the Bank Angle profile presents rapid changes in values. To avoid this problem can be necessary, finished the error range correction phase, to create a contoured profile, using new nodes and Splines curves in all the phases and then translate the curve to adjust the error range. A second solution can be to represent from the beginning all the phases with a spline. The calculation and the algorithm probably will become more complex and the simulation time increases, but it will avoid the oscillations in the simulated profile and in the bank angle profile. Even without doing these two procedures this simulator can be used, but it's important to realize a post-processing on the Bank Angle profile to remove these oscillations. We must remember that, changing the error processing parameters, it's possible to find a contoured profile (Figure 97) that gives an error range less than the final reference profile found with the
range correction: the contoured profile in almost all cases has a Bank Angle profile that hasn't oscillations. This procedure is really long because there aren't any type of law to find in an unique moment all the gains. The basic idea is test the algorithm, and insert the error processing parameters to moves each phase.
- The last clarification to do is that the behavior changes every time, changing the initial point, the final point, the vehicle characteristics. But also the behavior of the system is always a function of what happens in the previous instant. So a sensitivity analysis can be necessary in every case to ameliorate the dynamic response if there will be oscillations or errors.

This simulator can be used to generate the optimal Reference Trajectory based on the re-entry corridor limitation, this trajectory varies depending on which limit you want to give more importance. Than the trajectory is modified trying to change the form of curve as little as possible, this modification is used to correct the final error range, that must be less than 10 Km . This operation is inserted in the vehicle dynamic loop, obtained a trajectory that the vehicle can follow with a low integral error. Near this control algorithm is inserted a guidance algorithm. The guidance algorithm is based on the PID controller that has the task to follow the trajectory to the vehicles, obtained a stable and damped dynamic.

The algorithm also gives as output the shallow trajectory, following the ceiling curve, and the steep trajectory, following the upper limitation. These two trajectory give the maximum and minimum range passable by the vehicle.

All these operations must be done without violating the re-entry corridor limits.
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