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Abstract
Nowadays, in the IT field, is very common to hear someone pronouncing the phrase
"Internet of Things". This term was coined by information technology researchers
but it has widely spread into mainstream public view only more recently. Internet of
Things, in the more general technical meaning, could be defined as the ability of net-
work aware devices to collect data, through sensors, and share them across Internet.
In this network aware environment is present a figure of interest, for the scope of
this thesis work, called embedded web server. Basically, an embedded web server is
just a little part of a full internet of things infrastructure. This kind of server could
be a valid alternative to build an entire Internet of Things infrastructure, especially
in case of light applications and in presence of hardware and/or code size constraints.

In parallel, the embedded market is in continuous growth and more powerful mi-
crocontrollers are available with cheaper prices. Many electronics and semiconduc-
tor manufacturers, like STMicroelectronics, provides different families of microcon-
trollers with various memory sizes, IP modules and features making these technolo-
gies suitable for a wide range of applications. All the considerations described above
are the main reason for the great usage of embedded web servers on microcontrollers,
especially in real-time and low cost environments.

Considering these background informations, Giovanni Di Sirio, the tutor during my
internship period at STMicroelectronics in Arzano (NA), assigned me to the project
of integrating and extending an HTTP web server on a STM32F746G-DISCO plat-
form. In order to achieve these tasks i had to integrate Chibios, a Real Time
Operating System developed by Giovanni Di Sirio, with two main software com-
ponents. These components were essentially an open source TCP/IP stack called
LwIP, used for the establishment of a persistent internet connection, and a generic
FAT file system module known as FatFS used in order to give a file organization to
a microSD card.

ChibiOS is an open-source ready to user enviroment for embedded applications.
Its main qualities are performance, small size and easily portability. ChibiOS does
not refer to just an RTOS scheduler but to a composition of embedded elements of
an overall architecture, this is the principle behind the concept of embedded sys-
tem. The Hardware Abstraction Layer, composed of high level and low level device
drivers, provides the same interface for different hardware specific function imple-
mentations. Furthermore an Operating System Abstraction Layer makes the HAL
completely RTOS aware.
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LwIP is a light-weight implementation of the TCP/IP protocol suite that was orig-
inally written by Adam Dunkels but now is being actively developed by a team of
developers distributed world-wide headed by Kieran Mansley. Its main feature is
the limited RAM usage while still having a full scale TCP, this makes LwIP suitable
for use in embedded systems with tens of kilobytes of free RAM.

FatFS is a FAT/exFAT file system developed for the domain of embedded sys-
tems. This module has been conceived as totally separated from the disk I/0 layer,
this design choice makes FatFS portable and independent from the platform. This
feature makes FatFS suitable for application based on small microcontrollers with
few resources and small memory availability.

The first task of this project, following the integration phase, was to reach the goal
of storing and managing the web server from an on board microSD card mounting
FatFS. The basic version of this web server was initially managed by a ROM file
system making it not suitable for an embedded environment because of its memory
requirements.
The second main task was to extend the basic static web server into a dynamic
one. In particular the general structure is approximately a three level architecture
adopting the CGI mechanism, a standard protocol that provides programs running
on a server with the goal of generating web pages dynamically. I have also imple-
mented an exportable algorithm that provides a file handling mechanism that could
be common for each and every cgi task written in C.

A performance analysis has been verified. From this study emerges that the perfor-
mance is directly influenced by the size of the read buffer used for the open/read
operation of a file stored inside the on-board microSD. Having a too much large
buffer involves in an inappropriate memory burn that must be avoided in an embed-
ded environment, but on the other hand a small buffer will increment the execution
time. Furthermore the programming language adopted for the CGI process imple-
mentation is a key choice in terms of execution time. As a result of this analysis i
have considered C language as the most appropriate for this scope.

The conclusion of my thesis work has produced a ready to use environment in
order to build a full customizable web server. Furthermore a personal dynamic web
server have been provided, with the particular feature of storing and handling files
directly from an on-board microSD card. The qualities of this HTTP server are very
valuable being in line with the requests of the actual market.

In my opinion, a future challenge could be to increment the applicability of this
thesis work by integrating a WiFi module with the current web server. Furthermore
it could be useful to extend the ready to use environment, that i have provided,
by implementing an abstract interface for different models of WiFi modules. With
these upgrades the connection won’t be limited by a physical linkage, allowing it to
be applicable in many other wireless domains.
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1
Introduction

1.1 Background

Today the Internet has become ubiquitous, has touched almost every corner of the
earth, and is affecting human experience in unimaginable ways. We are entering an
era of the “Internet of Things”. This term has been defined by different authors in
many different ways. Vermesan defines the Internet of Things as simply an inter-
action between the physical and digital worlds, the digital world interacts with the
physical world using a plethora of sensors and actuators [1]. Peña-López defines the
Internet of Things as a paradigm in which computing and networking capabilities
are embedded in any kind of conceivable object, we use these capabilities to query
the state of the object and to change its state if possible [2]. This concept finds
myriads applications in different domains but on the other hand it is deserved to
remember that with the connectivity increase comes several concerns. One of the
most clear issues is that Internet of things will create immense amounts of data, this
behavior will weight on the Internet and forces to develop an efficient and complex
infrastructure.

In this network aware environment is present a figure of interest, for the scope
of this thesis work, called embedded web server. By definition an embedded web
server is essentially an HTTP server, like its name lets us imagine, with the feature
of being embedded inside a microcontroller. The main purpose of this entity is to
be used remotely, over the Internet, to inspect and/or control the various states of
a microcontroller. Upon an HTTP request, the server provides a web page showing
the needed informations. The user could interact with a web server by viewing an
html page through any popular browser and changing the device’s settings with an
HTTP request. A typical application is to access physical sensors informations re-
motely (temperature, humidity, light level, presence of carbon monoxide), as well as
controlling functionalities remotely that make things happen in the physical world
(switch on a LED, trigger an alarm, switch on an emergency exhaust fan). Consid-
ering that an embedded web server is just a little part of a full Internet of Things
infrastructure, its applications are usually of limited complexity. Main advantages
of an embedded server configuration are the total costs, low power context and phys-
ical size (could be just a microcontroller plus a wifi or ethernet chip). On the other
hand the main constraints are the memory size and the capability of working in a
real time environment.
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1. Introduction

1.2 Scope
Taking into account the informations previously mentioned, Giovanni Di Sirio, the
tutor during my internship period at STMicroelectronics in Arzano (NA), assigned
to me the project of integrating and extending a basic HTTP web server on a
STM32F746G-DISCO. The main software components that i had to integrate to-
gether with the Real Time Operating System, developed by Giovanni himself, called
ChibiOS, are an open source TCP/IP stack called LwIP and a generic FAT file sys-
tem module known as FatFs. The LwIP stack was necessary in order to establish a
persistent client/server connection and for its functionalities belonging to transport
and internet levels. Furthermore a FAT file system module FatFS have been used
for the the file/folder organization of the microSD mounted on the STM32F746G-
DISCO.

The web server was initially managed by a ROM file system, this behavior could be
limiting in an embedded environment because of the high usage of ROM and RAM
memory. For this reason the first task to complete was the transition from a ROM
based web server to a micro-SD based one. Basically, all the files beloging to the
web server will be stored and managed inside the microSD mounting the file system
FatFS. The correct integration of the different software components was essential
in order to achieve this functionality. Once realized this scope the extension of the
basic static web server into a dynamic one was requested. In particular the general
structure is a three level architecture adopting the CGI mechanism. An exportable
algorithm have been implemented which provides a file handling mechanism that
could be applied for whichever cgi task written in C.

1.3 Outline
This thesis work is composed of three main chapters:

• Theory: all the theoretical concepts that are requested in order to understand
better the project developed. In particular a detailed study of the software
component used like Chibios, Lwip and Fatfs.

• Methods: it is a description of the methodologies, strategies and approach
adopted in order to realize the task appointed. A brief explanation of how to
setup the environment correctly is included.

• Result: a report that includes a description of the results achieved and a
technical analysis.

2



2
Theory

This chapter is composed of all the theoretical concepts on which the development
phase of this project have been based on. First of all it is necessary to describe the
architecture and all the main features provided by the RTOS ChibiOS.
Furthermore, it is present a brief description of the adopted TCP/IP stack, called
LwIP, with all its functionalities and stack organization details.
Finally the concept of file system is explained underlining the case of FatFS that is
a generic FAT/exFAT filesystem module for small embedded systems.

2.1 ChibiOS
ChibiOS is a complete development environment for embedded applications includ-
ing RTOS, an HAL, peripheral drivers, support files and tools, it also integrates
external Open Source components in order to offer a complete solution for embed-
ded devices [3]. It is doverous to underlying that ChibiOS does not refer to just an
RTOS scheduler but to a composition of embedded elements of an overall architec-
ture, this is the principle behind the concept of embedded system.

The application model corresponds to a single application with multiple threads.
This means:

• The runtime environment is trusted, the application does not need to defend
from itself[3].

• The applications can run with multiple threads being an integrating part of
the application and they share the same address space.

• Application and Operating System must be considered as a single memory
image, in other words an unique program.

• There is no concept of “application load” except a bootloader is used that can
take care of that [3].

Starting from above of the architecture in figure 2.1, ChibiOS is composed of the
following blocks:

• Application: It is the part intended for the user code, ChibiOS provides a
simple template of the main() function.

3



2. Theory

Figure 2.1: ChibiOS Organization

• Startup Code: This part of code is the one executed after a reset. The
startup code, in short words has the responsibility of the correct initialization
of core and stack. Furthermore it must invoke the main() function.

• ChibiOS/HAL: HAL is the acronym for Hardware Abstraction Layer, a set
of device drivers for the peripherals most commonly found in micro-controllers.
In the above architecture it is clear that RT does not need HAL and can be
used alone if HAL is not required. On the other hand, in this architecture
HAL uses RT’s services through the OSAL but it could use another RTOS
or even work without RTOS by implementing an OSAL over the bare metal
machine.

• ChibiOS/RT: There are two RTOS solutions with different features:

– RT: the fastest RTOS solution for embedded real time systems, extremely
high performance with a very complex set of features [3].

– NIL: NIL has been created with the idea to bring RTOS functionalities
to very small devices and yet to be a full-fledged RTOS [3].

4



2. Theory

2.1.1 ChibiOS HAL
The HAL component is meant to be an abstraction layer between the application
and the underlying micro-controller hardware. HAL offers an high level API for ac-
cessing common MCU peripheral like GPIO, ADC, SPI and so on and also take care
of clocks-related and board-level initializations [4]. This abstraction layer between
application and underlying hardware makes the firmware development faster and
comfortable allowing a more objective-oriented approach like in C++.
In general the application doesn’t know anything about hardware inner details, they
are hidden but not unreachable. The main feature provided is for sure its portability
on a wide range of micro-controllers.
HAL layer is itself composed of multiple layers, precisely it has four layers:

• HAL API Layer: This is the layer that exports the API used by the main
application. This layer is perfectly portable, there are no dependencies on any
specific HW architecture. In this layer there are the portable Device Drivers.
Portable drivers take care of:

– Driver API.

– check on API parameters.

– Driver state machine handling and checks using assertions.

– Low level driver invocation for inner functionality.

• HAL Port Layer: This is the device driver implementations for a spe-
cific micro-controller or family of micro-controllers, technically called low level
drivers [4]. The user application must not interact directly with the methods
of this layer, indeed it must call the APIs provide by the high level device
drivers. The linkage between the low level driver of the port layer and high
level drivers is achieved with header inclusions inside the makefile.

• HAL Board Layer: This module is composed of all the specific informations
of the board mounting a specific micro-controller. Basically it is composed of
all the dependencies between a specific board with the HAL layer [4].

– Name of the Board.

– MCU type mounted on the board.

– Clock organization, parameters and details.

– Board initializations.

• HAL OSAL Layer: It is known as the Operating System Abstraction Layer.
The architeture of ChibiOS requests that the HAL layer in order to implement

5



2. Theory

its functionalities has to lean on some RTOS service. The procedure of access-
ing to the RTOS services is implemented inside this layer in order to not lock
the HAL layer to a particular real time operating system. It is clear that RT
does not need HAL and can be used alone if HAL is not required but on the
other hand, in this architecture HAL uses RT’s services through the OSAL
but it could use another RTOS or even work without RTOS by implementing
an OSAL over the bare metal machine [3].

The ChibiOS/HAL was designed in C and also if the concept of objects is not present
in this programming language it could be considered very object-oriented: indeed
drivers are represented by a struct and each application programming interface as-
sociated to a driver requires its pointer. As this structure contains almost every
information related to driver, API doesn’t require a long list of parameters [5]. Let’s
consider the example of an SPI module. In this figure 2.2 we can see the body of a
structure renamed as SPIDriver that represent an SPI driver.

Figure 2.2: SPI Driver code

Hardware-depending configurations are also grouped in a structures still designed
as object called configurations [5]. One of the most advantages is that the HAL
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drivers are all defined as Finite State Machines, indeed thanks to this organization
we can understand in which state the driver should be and allow to check through
assertions a driver state entering in driver method. The SPI driver as all the other
HAL drivers used, is completed with the device drivers functions, when the Init()
method is invoked during the HAL initialization phase.

2.1.2 ChibiOS RT Mailboxes
This subsection explains briefly the concept of mailbox and its implementation
because of its usage during the extension of the web server functionalities. In
ChibiOS/RT a Mailbox object is a circular queue of messages that can be posted
and fetched from both thread and ISR contexts [6]. Mailboxes, differently from syn-
chronous messages, are perceived for messages flowing in direction in FIFO order
and in a asynchronous organization. Mailboxes thanks to their flexible nature in
the communication are applicable in a lot of fields, for example:

• Thread/ISR to Thread/ISR communication, multiple senders and multiple re-
ceivers are supported [6].

• Set of pre-configured objects.

Mailboxes use the same msg_t types already seen in the synchronous messages chap-
ter but without the limitation of the reserved 0, -1 and -2 constants [6]. Mailboxes
are basically objects composed of a circular buffer, typically it is implemented as an
array of msg_t. Obviously the buffer of a mailbox have maximum configurable size
and it could be filled up until its full capacity. If we suppose that the circular array
is full, an attempt at posting a message will cause a context switch of the thread
from running to waiting until a new slot to becomes free. The mutual exclusion of
the fetch and post mechanism is guaranteed by two counting semaphores.

Figure 2.3: Mailbox structure

2.1.3 ChibiOS RT Events
Here following, there’s a description of the working principles and implementation
details of the event handling provided by ChibiOS. A possible use case of this fea-
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ture is when a device drivers must perform events when I/O peripherals have to
send a generic notification to upper application. ChibiOS provides this feature but
while in the other operating system the mechanism of event flags is trivial, their
implementation in ChibiOS is a little it more challenging. Events could be used,
for example, when a task must be suspended until one or different conditions are
satisfied, so in general a thread could check synchronously for events that have been
notified in an asynchronous way.

Figure 2.4: Event UML Representation

As we can see in 2.4 there are three classes of objects:

• Event Source: Event Sources are objects with the assignment of broadcast-
ing a generic event to the environment. Two different methods have been
provided to event sources:

– Register:
This method allows an instance of this object to listen the notification of
or more events.

– Broadcast:
This function must be called whenever an event source must broadcast
to all tasks registered on it that an event has occurred.

• Event Listener: For each and every event source one or more event listeners
can be registered. Basically an event listener is connected to a specific thread.
As we can see from the UML scheme in figure 2.4 there’s a many-to-many
relationship between threads and event sources.

• Thread: objects have an event listener for each event source they are listen-
ing. Its attribute ewmask is the mask of events the thread is interested in and
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epending is the mask of the events waiting to be served by the thread [7].

2.2 LWIP

2.2.1 Introduction
LwIP is a light-weight implementation of the TCP/IP protocol suite that was origi-
nally written by Adam Dunkels at the Computer and Networks Architectures (CNA)
lab of the Swedish Institute of Computer Science but now is being actively developed
by a team of developers distributed world-wide headed by Kieran Mansley [8].
The focus of the lwIP TCP/IP implementation is to reduce the RAM usage while
still having a full scale TCP. This makes lwIP suitable for use in embedded systems
with tens of kilobytes of free RAM and room for around 40 kilobytes of code ROM.
Since its release, lwIP has spurred a lot of interest and is today being used in many
commercial products, it has been ported to multiple platforms and operating sys-
tems and can be run either with or without an underlying OS [8].
LwIP is designed to be completely modular. The core stack is an IP implementa-
tion, on top of which the user can choose to also add TCP, UDP, DHCP, and many
other protocols, including various features of each of these protocols (for example,
IP fragmentation and reassembly). More features comes at the cost of increased
code size and complexity, and this is fully tunable to the user’s needs.
Further, since its release, LwIP has spurred a lot of interest and is today being used
in many commercial products, it is designed to operate with or without an OS, and
with or without support for threads. It works on 8-bit microprocessors and 32-bit
microprocessors, and supports both little- and big-endian systems.

2.2.2 TCP/IP stack
Before describing the TCP/IP stack it is deserved to give a short mention about the
OSI model.
The Open Systems Interconnection model (OSI model) is a conceptual model that
characterizes and standardizes the communication functions of a telecommunication
or computing system without regard to its underlying internal structure and tech-
nology [9]. Its main task in to be flexible and applicable to many communication
systems with a proper defined protocol. This model have been realized in order to
split the communication into different abstraction layers. The first version of this
stack was composed of seven layers. Although all the versions of this stack are de-
signed so that a layer provides informations to layer above it and provide services
to the layer below it. The OSI model is basically composed of these layers. Starting
from the lowest one we can find the link layer, handles the communication of data
that stays in a single network segment; the internet layer, providing connection be-
tween two separate networks. Furthermore there are the transport layer handling
point to point communication and the application layer, which is the higher level of
the stack and where are located the user applications.
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For example, a layer that provides error-free communications across a network pro-
vides the path needed by applications above it, while it calls the next lower layer to
send and receive packets that comprise the contents of that path [9]. Two instances
at the same layer could be imagined as connected by an horizontal link in that layer.

Figure 2.5: Generic OSI Stack

The Internet protocol suite also known as TCP/IP stack is a stack model com-
posed of particular protocols of communication that usually finds place in the In-
ternet fields or more generally in computer networks. It is a particular case of the
OSI stack described before, clearly the main protocols adopted in this suite are the
Transmission Control Protocol for the transport layer and the Internet Protocol for
the network layer.
The TCP/IP stack provides a consistent host-to-host communication specifying how
data should be managed, transmitted, received and routed.

Figure 2.6: TCP/IP Stack
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2.2.3 LWIP stack organization

The LwIP stack have been designed and implemented accordingly with the general
TCP/IP stack layered organization. Each protocol is implemented as its own mod-
ule, with a few functions acting as entry points into each protocol. Even though
the protocols are implemented separately, some layer violations are made, in order
to improve performance both in terms of processing speed and memory usage [10].
LwIP consists of several modules. Different modules have been designed with the
purpose of implementing TCP/IP protocols (like IP, UDP and TCP) but also sup-
port modules are available. The latter provides mechanisms for the management
of memory and buffer subsystems, and network interface functions. In general they
could be intended as an operating system layer. The main feature that makes LwIP
widely spread in embedded systems is its modular architecture and the support for
many communication protocols. This modular structure could allow the user to
configure the stack and avoiding to load non necessary code in flash. In figure 2.7
are represented all protocols implemented for a given layer, in particular:

Figure 2.7: LWIP Stack

• Link and network protocols:

– ARP: it is a protocol of the data-link layer with the purpose of translate
a MAC address into an IP address.

– IPv4: it is the widely spread network-layer protocol with particular ap-
plication in the internet.

– IPv6: the later version of IPv4, where the IP address passes to 128 bits.
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– ICMP: a control protocol for IP.

– IGMP: a management protocol for multicast groups in IP.

• Transport protocols:

– UDP: a connectionless protocol that differently from the tcp ip protocol
doesn’t provide any reliability mechanisms.

– TCP: a connection-oriented protocol of the transport layer.

• High-level protocols:

– DHCP: used when it is needed to acquire an IP address from a server.

– AUTOIP: acquisition of an IP address without a server.

– SNMP: used to check the network conditions.

– PPP: it is known as point to point protocol that provides a direct con-
nection between two nodes.

2.2.4 LWIP Process Model
A process model is by definition how the system has been organized into different
processes for the implementation of a protocol. Different basic models are available,
one of the most used is to give a personal process session to each protocol. This
model is very restrictive in terms of layering and for this reason it is essential to
define the communication points between the protocols. While this approach has
its advantages such as protocols can be added at runtime, understanding the code
and debugging is generally easier, there are also disadvantages [10]. Another serious
drawback is that for each layer crossed a process must perform a context switch.
Let’s consider, for example, the case of a TCP segment arrive. Basically this involves
to three context switches, considering from the lowest layer of the network interface,
to the IP module and finally to the TCP process and application process. This
involves an huge effort in terms of overhead for each operating systems, indeed
a context switch is expensive in computational terms. The other spread process
model is the one that "stores" communication protocols inside the kernel of the
operating system. In this case the application processes will communicate with
different protocols through system calls. Thanks to the peculiarity of communication
protocols that are not strictly divided the previous drawback of context switches
have been solved.
LwIP uses a process model in which all protocols reside in a single process and are
thus separated from the operating system kernel [10]. User programs could reside in
the LwIP process or in a stand-alone processes. The communication between LwIP

12



2. Theory

process and the user application coulb be achieved through function calls (in case
the application program shares a task with LwIP) or thanks to higher level abstract
API. Summarizing, LwIP have been implemented in the user space task than in
the kernel of the OS. This choice has its advantages and disadvantages. The main
advantage is the portability across different OS. Since lwIP is designed to run in
small OS the delay produced by the wait overhead in case of the LwIP process have
been swapped or paged out to disk is removed, indeed in a small operating system
there isn’t the swap mechanism and virtual memory concept. On the other hand the
main problem is the waiting time for a scheduling quantum before getting a chance
to service requests.

2.2.5 LWIP API Overview
The Lwip stack is implemented as a light version of a standard TCP/IP stack. BSD
sockets usually copies data to be sent from the application program in buffers of
the TCP/IP stack, for this reason BSD socket APIs are not a solution applicable
to this stack due to the high level of abstraction provided. This kind of sockets
requires this storage mechanism because the application and the TCP/IP stack are
localized in different protection domains. Usually the application program is a user
process and the TCP/IP stack is located in the OS kernel. This copy mechanism
causes extra memory possession devoted to the allocation of the copy doubling the
amount of memory required per packet. The lwIP API, although similar to the BSD
APIs, operates at a more lower level and it doesn’t require the copy mechanism
described before, indeed the application program can handle the internal buffers
directly. Furthermore a BSD compatible layer have been implemented because of
the widely spread usage of the BSD socket.

2.2.5.1 Structure and implementation details

From the application’s point of view, data handling in the BSD socket API is done
in continuous memory regions. This is convenient for the application programmer
since manipulation of data in application programs is usually done in such continu-
ous memory chunks [10]. LwIP doesn’t use this mechanism because it would be not
advantageous, since it stores data in buffers where they are segmented in smaller
chunks of memory. This behavior would result in a huge processing time and mem-
ory overhead due to the fact that data would have to be stored in a continuous region
of memory before being passed to the upper application. For the previous considera-
tions lwIP API allows the user program to handle data directly in specific partitioned
buffers in order to avoid performance and memory loss. The APIs provided by LwIP
are implemented in two parts based on the process model of the TCP/IP stack. One
part have been implemented as a library linked to the application program, and the
remaining part implemented inside the TCP/IP process. These two block can com-
municate using the interprocess communication mechanisms provided by the LwIP
operating system emulation layer. These three IPC mechanisms are provided: mes-
sage passing, shared memory and semaphores. In case of an operating systems that
do not natively support these features, the operating system emulation layer emu-
lates them. Three Application Program’s Interfaces in order to communicate with
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the TCP/IP code have been provided:

• Callback or Raw API.

• Netconn API.

• Socket API.

2.2.5.2 Raw API

The Raw API is based on the native API of LwIP. It is used to develop callback-
based applications. When initializing the application, the user needs to register
callback functions to different core events (such as TCPSent, TCPerror).
The callback functions will be called from the LwIP core layer when the correspond-
ing event occurs. The raw API gives the best performance since it does not require
thread-changes and support zero-copy both for TX and RX.

Figure 2.8: Raw API
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2.2.5.3 Netconn API

The netconn API is a sequential API designed to make the stack easier to use (com-
pared to the event-driven raw API) while still preserving zero-copy functionality.
The Netconn API is a high-level sequential API which has a model of execution
based on the blocking open-read-write-close paradigm.
To function correctly, this API must run in a multi-threaded operation mode where
there is a separate thread for the LwIP TCP/IP stack and one or multiple threads
for the application.
All packet processing (input as well as output) in the core of the stack is done inside
a dedicated thread (aka. the tcpip-thread). Application threads using the netconn
API communicate with this core thread using message boxes and semaphores.

Figure 2.9: Netconn API

2.2.5.4 Socket API

The BSD compliant layer offers the possibility to use standard BSD socket APIs.
These APIs are sequential and internally developed on top of the netconn layer.

2.2.6 Buffer and memory organization
The memory and buffer management system in a communication system must be
prepared to accommodate buffers of very varying sizes, ranging from buffers con-
taining full-sized TCP segments with several hundred bytes worth of data to short
ICMP echo replies consisting of only a few bytes [10]. Another feature provided is
the possibility to store data that is not handled by the networking subsystem in
ROM.
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Figure 2.10: Socket API

2.2.6.1 LwIP buffer management

A pbuf is lwIP’s internal representation of a packet, and is designed for the special
needs of the minimal stack [10]. The pbuf have been conceived with the feature of
allocating dynamic memory to hold packet data and for letting packet data reside
in static memory. Pbufs can be unified in a set forming a list called pbuf chain, this
feature allows the packet to be spread over several pbufs. Pbufs are of three types,
PBUF RAM, PBUF ROM, and PBUF POOL.
Pbufs general structure is represented in figure 2.11.

Figure 2.11: Pbuf General Structure

The three types have different uses. Pbufs of type PBUF POOL are generally used
by network device drivers because the operations reserved for the allocation of a
single pbuf are intrinsically fast and therefore appropriate for use in an interrupt
handler. PBUF ROM pbufs are used when an application sends data that is located
in memory managed by the application. This data may not be modified after the
pbuf has been handed over to the TCP/IP stack and therefore this pbuf type main
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use is when the data is located in ROM (hence the name PBUF ROM) [10].

2.2.6.2 LwIP memory management

The memory manager handles allocations and deallocations of contiguous regions of
memory and can shrink the size of a previously allocated memory block [10]. In order
to avoid that the networking system fills the total available space of the memory, has
a dedicated segment of memory instead of using total memory size. Furthermore
this mechanism ensures that the correct behavior of other running processes is never
disturbed by the networking system in case of no more space available in memory.
This organization on the other hand requires the usage of a track system of the
allocated memory by using a small struct on the head of each memory block. The
memory allocation takes place so that the first block with enough available space
gets allocated. In case of deallocation the used flag is set to zero and in order
to prevent fragmentation also the used flag of the next and previous blocks are
controlled. Obviously if one of their flag is set to unused, the current block and the
newest one are unified in a larger unique block.

2.3 FATFS

2.3.1 Introduction
FatFs is a FAT/exFAT file system developed for the domain of embedded systems.
The FatFs module is entirely written in compliance with ANSI C that guarantees
portability, furthermore it has been conceived as totally separated from the disk I/O
layer. So its main advantage is to be portable and so independent of the platform.
It can find place also in small microcontrollers with few resources like PIC, AVR,
ARM and so on.

2.3.2 File system basics
A file system is used to have a file/folder oriented organization of a generic data.
Without this component it could be impossible to distinguish two different infor-
mations, indeed they would be placed in a memory as one large chunk of data and
retrieving the informations of the first or second flow would be impossible. So in
general this mechanism allows to separate informations and to assign to them name
and attributes for identification. Typically a file could be defined as a related collec-
tion of data. By definition a file system is the way and the rules created to manage
these groups of information, different types of file systems are available. Each one
has a different design, logical behavior and qualities such as security and perfor-
mance. Usually each file system has its own field of application, for example ISO
9660 file system have been developed for optical discs. The concept of file system
is strongly related to storage devices that uses different kind of media. Obviously
the most common is the HDD, followed by flash memory, mmC, microSD card and
optical discs. An user could be also use the main memory of a computer in order to
create a temporary file system e. A file system is usually composed of three layers,
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but the separation could be strongly explicit of more opaque. The higher layer of
the fs is called logical file system and provides interaction with the user applica-
tion. Basically it is made of different application program interface (API) for file
handling like f_open(), _close() and f_read() and submits all to the layer below.
The second layer is called Virtual File System, its purpose is to allow a customer
to access uniformly different kinds of physical file systems. The last layer is called
physical file system. This layer is linked to the physical operation provided by the
underlying hardware, basically it handles physical blocks that must be written or
read. This behavior is achieved by interacting with the device drivers of the storage
device. Generally a disk could be divided in partitions, each of which has its own
file system and a special sector, called MBR (Master Boot Record), used for the
bootstrap. The MBR consist of the table of partitions (starting and ending address
of each partition), where one of them could be labeled as "Active". On the bootstrap
of the system, the BIOS access to the first sector of the MBR, loads its content in
memory and finally executes it. The program loaded is composed of the following
steps:

• Identifies the active partition.

• Reads in the first block (boot block) of the active partition.

• The program of the boot block loads the operating system stored in that par-
tition.

Figure 2.12: File System Layout

An Operating System uses chunks of dimension greater than the one of a generic
sector of the disk. Each block consist of a series of consecutive sectors in order to
increase the transfer efficiency.
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Figure 2.13: Block organization

2.3.3 FAT Basics
File Allocation Table (FAT) is a computer file system architecture and a family
of industry-standard file systems utilizing it, FAT is a continuing standard which
borrows source code from the original, legacy file system and proves to be simple
and robust [12]. It has competitive performances even in lightweight applications,
but obviously looses some performance, reliability and scalability as some modern
file systems. It is used to facilitate the access and handling of files and folders pro-
viding different features like a way to time stamp when a file have been generated
or modified. Furthermore there are API for file size identification but also other at-
tributes likes whether a file is read-only or an information hiding mechanism when
the file should be hidden in a folder, or file archiving at the next disk backup. An
important feature is its compatibility with almost all of the most spread operating
systems for personal computers, mobile devices and embedded systems. Accordingly
to the disk drives evolution three major file system variants have been developed:
FAT12, FAT16 and FAT32. The FAT evolutions have been always developed guar-
anteeing backward compatibility with existing or legacy software. Initially FAT file
system was designed specifically for IBM PC mounting x86 processors. All the data
structures present inside FAT file system will be stored on memory in little endian
fashion. This means that if we want to mount the FAT on a platform working in big
endian, every time it is needed to access FAT’s data structures an endian conversion
is required. Another problem consists in the fact that word data could be misaligned
with respect to the word boundaries, so if a processor could not handle this case, it
will need to access the data one byte at time. This means that accessing the FAT
volume as simple byte array gives greater portability with respect to the case of
considering word data as C structures.

2.3.3.1 FAT Master Boot Record

The Master Boot Record (MBR) occupies on one or more of the first sectors at the
physical start of the device. The boot region of the MBR contains DOS boot loader
code, which is written when the device is formatted (but is not otherwise used by
the Dynamic C FAT file system) [13]. The boot region is followed by a partition
table. It consists in four 16-byte entries which allow up to four partitions on the
device. These Partition entries are composed of different important information like
the starting and ending sector numbers of a specific partition and the partition type.
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Furthermore there is also a field containing the total number of sectors present in
a specific partition. Obviously if this number is set to zero, this means that the
corresponding partition is empty and available.

Figure 2.14: Fats MBR

2.3.3.2 FAT Partitions

The first sector of a valid FAT file system partition contains the BIOS Parame-
ter Block (BPB), followed by the File Allocation Table (FAT), and then the Root
Directory [13]. The figure below shows a device with two FAT partitions.

Figure 2.15: Fats Partitions

The fields of the BPB contain information describing the partition:
• The number of bytes per sector.

• The number of sectors per cluster.

• The total count of sectors on the partition.

• The number of root directory entries.

2.3.3.3 FAT Sector

Sector is the smallest unit of data block on the storage to read and write the storage
device. The common sector size is 512 bytes and a larger sector size is sometimes
used for some type of storage media. Each sector on the storage device is addressed
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by a sector number assigned in order from top of the storage device. Since volumes
are not that always placed at top of the storage, the sector number denotes the
relative location origin from top of the volume and physical sector number denotes
the absolute location origin from top of the storage device.
All the configuration variables of the FAT volume are stored inside a data structure
called BPB (BIOS Parameter Block) This block is located inside the boot sector.
The boot sector, often referred as Volume Boot Record or Private Boot Record, it
is simply the first sector of the reserved area.

2.3.3.4 FAT Volume

FAT file system completes itself is called logical volume (or logical drive) [14]. The
FAT logical volume is composed of four sections, each of them consisting of one or
more sectors and mounted on the volume as follows:

• Reserved area (BPB).

• FAT area (allocation table for data area).

• Root directory area.

• Data area (contents of file and directory).

2.3.3.5 FAT Area

Another important element of the FAT module is the FAT area. Its main purpose is
to define a linked list of the extents (cluster chain) of a file. Note that both directory
and file is contained in the file and nothing different on the FAT. Indeed a folder is
to all intents and purposes a file with a special field attribute that states its content
is a directory table. The data area is divided into blocks composed of sectors called.
Each item of FAT is associated with each cluster in the data area and the FAT value
indicates the state of the corresponding cluster [14]. FAT items FAT[0] and FAT[1]
are reserved so they are not associated to any cluster. Following FAT[2] corresponds
to the item associated with the first cluster of data area. An important feature
of FAT is its data redundancy, designed in order to avoid data looses due to an
expected event like a damage. The access method to a generic FAT entry is a key
concept. Basically FAT module could be seen as a generic integer array. Differently
form a on-memory array, FAT is not stored on the continuous memory but is split
in multiple blocks and then stored on the contiguous disk sectors. If we consider a
FAT32 volume, its FAT entries will occupy 32 bits, but its 4 most significant bits
are reserved, therefore only lower 28 bits are valid. On this basis, when loading a
value from FAT entry of a FAT32 volume, the upper 4 bits needs to be and-masked.
Image 2.16 shows the FAT usage of each FAT type.
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Figure 2.16: FAT types

2.3.3.6 FAT Root Directory Area

The root directory has 512 entries of 32 bytes each. An entry in the root directory
is either empty or contains a file or subdirectory name, file size, date and time of
last revision and the starting cluster number for the file or subdirectory.

2.3.3.7 FAT Data area

The data area takes up most of the partition. It contains file data and subdirectories.
Data area of a partition must start at the second cluster.

2.3.4 FATFS Basics
FatFS is a generic FAT file system module for small embedded systems. The FatFS
is written in compliance with ANSI C and completely separated from the disk I/O
layer [15].
Therefore it is independent of the underlying hardware, and provides the following
features:

• Windows compatible FAT file system.

• Very small footprint for code and work area.

• Many configuration options:

– Multiple volumes availability (physical drives and partitions).

– Multiple ANSI/OEM code pages including DBCS.

– Long file name support in ANSI/OEM or Unicode.

– Support for Real Time Operating Systems.

– Multiple sector size support.
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– Read-only, minimized API, I/O buffer and etc...

– FAT12, FAT16 and FAT32.

– Unlimited number of opened files concurrently considering always mem-
ory space availability.

– Up to 10 volumes.

– Configurable file size.

– Configurable volume size.

– Configurable cluster size.

– Configurable sector size.

2.3.4.1 FATFS Features

• Duplicate file access:
FatFs module does not allow a duplicated file access in default. In particular
it is allowed to open concurrently a file only in read mode. On the other hand
duplicated open in write mode to a file is always nor permitted and open file
must not be renamed or deleted, otherwise the FAT structure mounted on the
volume could collapse.

• Reentrancy:
File operations to the different volumes are always reentrant, this means that
this method can be interrupted in any case an then safely recalled before
its previous invocations completes it execution and can work. In case of file
operations to the same volume the reentrancy is not ensured but there are
mechanism able to be configured to thread-safe. For example when a file
method is invoked while the volume is used by another task, the task call-
ing the file function will be suspended until that task leaves file function. A
timer is available in order to abort the function in case of wait time exceeded.
This feature must be compliant with the underlying RTOS. The file functions
fmount() and fmkfs() are an exception, indeed they are not reentrant to the
same volume. For this reason when using these functions, all other threads
must close the corresponding file on the volume and avoid accessing it.

• Long File Name:
The FatFs module has started to support long file name (LFN) at revision
0.07. The two different file names, SFN and LFN, of a file is transparent in
the file functions except for freaddir() function [15].
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• Fatfs API:
The FatFs module is composed of an APIs layer that implements file system
APIs. Those APIs are an abstraction of the disk I/O interface, used to com-
municate with the appropriate physical drive. These APIs are split into four
groups:

– Group of APIs that operates with logical volume or partition.

– Group of APIs that operates with directory.

– Group of APIs that operates with both file and folder

– Group of APIs that operates with file.

• Fatfs Low Level API:
Since the FatFS module is completely separate from the disk I/O and RTC
module, it requires some low level functions to operate the physical drive:
read/write and get the current time. Because the low level disk I/O functions
and RTC module are not a part of the FatFs module, they must be provided
by the user. An additional interface layer residing in diskio.c has been added
to add/remove dynamically physical media to the FatFs module, providing low
level disk I/O functions.

2.3.4.2 FATFS Architecture

So in summary FatFs module is a middleware which provides many APIs to ac-
cess the FAT volumes, such as fopen(), fclose(), fread(), fwrite() and so on. It is
fundamental its portability as long as the compiler is compliant with ANSI C. Fur-
thermore a low level disk I/O module is used to access the physical drive and an
RTC module is used to get the current time. It is doverous to underline that low
level disk I/O and RTC module are completely separate from the FatFs module. In
order to use them the user must port this features to its platforms.

Figure 2.17: FATFS Architecture
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Methods

This chapter describes the strategies and methodologies adopted in order to inte-
grate and extend an HTTP web server on a STM32F746G-DISCO with the software
components ChibiOS, Lwip and FatFS.

3.1 Sofware Components Integration in ChibiOS
In order to integrate and extend the functionalities of a basic http web server imple-
mented in the LWIP stack, the first task to achieve was the correct integration and
cooperation of the SW components LWIP and FATFS with the RTOS ChibiOS.

3.1.1 Used Materials
Here following are listed the SW components, the target board, programs, tools and
environments that have been used for the achievement of expected results.

• ChibiOS:
ChibiOS/RT is a compact and fast real-time operating system supporting mul-
tiple architectures and released under the GPL3 license. It is developed by
Giovanni Di Sirio.
Designed for embedded applications on 8, 16 and 32 bit microcontrollers,
achieves its main project goals like size and execution efficiency. The ker-
nel size can range from a minimum of 1.2 Kib up to a maximum of 5.5 KiB
with all the subsystems activated on a STM32 Cortex-M3 processor.

• ChibiStudio:
ChibiStudio is an open-source Eclipse development environment encapsulating
all the necessary material to work with ChibiOS like Eclipse Luna 4.4.1, GCC
ARM toolchain and OpenOCD 0.10.0. The adopted version of ChibiStudio is
ChibiStudioPreview19.7z.

• LwIP:
LwIP (lightweight IP) is a widely used open source TCP/IP stack designed
for embedded systems. The focus of the LwIP TCP/IP implementation is to
reduce resource usage while still having a full-scale TCP stack. This makes
LwIP suitable for use in embedded systems with tens of kilobytes of free RAM
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and room for around 40 kilobytes of code ROM.

• FatFs:
FatFs is a generic FAT/exFAT filesystem module for small embedded systems.
The FatFS module is written in compliance with ANSI C (C89) and completely
separated from the disk I/O layer. Therefore it is independent of the platform.
It can be incorporated into small microcontrollers with limited resource.

• TeraTerm:
Tera Term is an open-source, free, software implemented, terminal emulator
(communications) program. It emulates different types of computer terminals,
from DEC VT100 to DEC VT382. It supports telnet, SSH 1 and 2 and serial
port connections. It also has a built-in macro scripting language (supporting
Oniguruma regular expressions) and a few other useful plugins.

• Wireshark:
Wireshark is a free and open source packet analyzer. It is used for network
troubleshooting, analysis, software and communications protocol development,
and education. Originally named Ethereal, the project was renamedWireshark
in May 2006 due to trademark issues.
Wireshark is cross-platform, using the Qt widget toolkit in current releases
to implement its user interface, and using pcap to capture packets; it runs
on Linux, macOS, BSD, Solaris, some other Unix-like operating systems, and
Microsoft Windows.

• STM32F746G-DISCO:
The 32F746GDISCOVERY Discovery board is a complete demonstration and
development platform for the STMicroelectronics ARM® Cortex®-M7 core-
based STM32F746NGH6 microcontroller. This microcontroller features four
I2Cs, six SPIs with three multiplexed simplex I2S, SDMMC, four USARTs,
four UARTs, two CANs, three 12-bit ADCs, two 12-bit DACs, two SAIs, 8-
to 14-bit digital camera module interface, internal 320+16+4-Kbyte SRAM
and 1-Mbyte Flash memory, USB OTG HS and FS, Ethernet MAC, FMC
interface,Quad-SPI interface, SWD debugging support. This Discovery board
offers everythingrequired for users to get started quickly and develop applica-
tions easily.

– Core:
The STM32F7 Series devices are built on a high-performance ARM®
Cortex®-M7 32-bit RISC core operating up to 216 MHz frequency. The
Cortex®-M7 core features a high performance floating point unit (FPU).
The core can feature a single precision floating point unit or a double
precision floating point unit (depending on the STM32F7 Series device),
which support all ARM® single-precision and double precision data-
processing instructions and data types.
The Cortex®-M7 features a 6/7-stage superscalar pipeline with a branch
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prediction and dual issue instructions.
The devices embed the Cortex®-M7 that features a level1 cache (L1-
cache), which is split into two separated caches: the data cache (D-cache)
and the instruction cache (I-cache) allowing to have a Harvard architec-
ture bringing the best performance. These caches allow to reach a per-
formance of 0-wait state even at high frequencies. The Cortex®-M7 has
five interfaces: AXIM, ITCM, DTCM, AHBS and AHBP

– Memories:

∗ 1 Mbytes of Flash memory (in BGA216 package).

∗ 340 Kbytes of RAM (in BGA216 package).

∗ 128-Mbit Quad-SPI Flash memory (external memory).

∗ 128-Mbit SDRAM (64 Mbits accessible) (external memory).

∗ Supports for 2-Gbyte (or more) microSD card.

– Ethernet:
The 32F746GDISCOVERY Discovery board supports 10/100-Mbit Eth-
ernet communication by a PHY LAN8742A-CZ-TR from MICROCHIP
and RJ45 jack. Ethernet PHY is connected to STM32F746NGH6 via
RMII interface. The 25-MHz clock for the PHY is generated by the
oscillator X2.

Figure 3.1: STM32F746G-DISCO board

3.1.2 Environment Set-Up
In order to compile and execute properly i had to set up the eclipse environment
and the HW connection between components. In particular i have connected my
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personal computer with:

• the Mini USB type B ST-LINK/V2-1 port in order to feed power and for de-
bug purpose.

• the Ethernet RJ45 CN9 connector.

Furthermore, a SanDisk microSD card of 2GB has been inserted in the microSD
connector CN3.

Figure 3.2: STM32F746G-DISCO connectors used

I had to change the Makefile configuration in order to include with the correct path
the libraries and header files that i needed. Moreover i have modified the following
compiler options for GCC/clang for debug and optimization purposes:

• -O2 this command overwrites -O0 to have performance optimized builds.

• -std=c99: in order to ensure C99 semantics which improve C type.

• -Wall: used to catch potential faults promptly.

The IP4 address of the web server is defined in a macro in lwipthread.h and is set
to 192.168.1.10, the gateway ip to 192.169.1 and the netmask to 255.255.255.0. For
this reason in order to establish a connection i needed to assign statically the IP4
address of the ethernet connection of my laptop with an address belonging to the
same subnet like in 3.3 .

3.1.3 Integration of the basic LwIP Web Server Demo

In order to understand how to integrate this stack, my first approach was to use
the ChibiOS DEMO "RT-STM32F746G-DISCO LWIP" where the basic version of
an http web server have been provided by the LwIP stack itself.
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Figure 3.3: Laptop IP assignment

3.1.3.1 LwIP Software Architecture interfacing

The LwIP stack has been included in the Demo project inside the Eclipse environ-
ment and the native makefile of this stack has been written inside the inclusions of
the main makefile. The application code (also known as main()) must call the func-
tion lwipInit() for the LwIP subsystem initialization using the default configuration.
Furthermore also the method httpd_init() must be written in order to initialize the
web server, in particular to set up a listening PCB and bind it to the defined port.
Before moving on it is essential to describe the general software architecture of this
stack. When the lwipInit() function is called its main purpose is to statically acti-
vate the lwip_thread() or also known as "Network Interface Thread".

• Network Interface Thread:
First of all it activates the main thread of this stack tcpip_thread(), adds
and set-up the network interface and in the end waits for a packet reception
using the Ethernet receive interrupt service routine. Once a packet has been
received it delivers them from driver buffers to the TCP/IP stack using the
RTOS mailbox mechanism.

• TCP/IP Thread:
This is the main thread of the LwIP stack, it has exclusive access to LwIP
core functions. Other threads can communicate with this thread through the
mechanism of message boxes. It also starts all the timers to make sure they
are running in the right thread context. The user application communicates
with the LwIP stack thanks to sequential API calls that in turn use the RTOS
mailbox mechanism for inter-process communication. These sequential APIs
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are blocking, indeed the application will be suspended until a response is
received from the stack

Figure 3.4: LwIP software architecture

The LwIP stack is composed of the following levels:

• Network Interface Level:
This stack level in composed of all the device drivers used for physical network
hardware, the latter are represented by a network interface structure. All of
the netifs are saved on a global linked list thanks to the next pointer field
which is linked to the next structure. In figure 3.5 there’s a simpler version
of the struct that i have used in order to represent a network interface.

Figure 3.5: Netif light structure

The three IP addresses ip address, netmask and gateway are used by the
IP layer when sending and receiving packets, it is not possible to configure
a network interface with more than one IP address. Rather, one network
interface would have to be created for each IP address.
The input pointer points to the function that device driver should call when
a packet has been received, in my case it is called low_level_input(). On
the other hand a network interface is connected to a device driver through
the output pointer. This pointer points to a function in the device driver that
transmits a packet on the physical network and it is called low_level_output().
For these reasons i had to slightly modify these two function with appropriate
device driver calls provided by the Hardware Abstraction Layer of ChibiOS
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included in the header file hal_mac.h. In figure 3.5 is showed the implemen-
tation of the low_level_output(), basically, calling the specific mac device
driver, waits for the availability of a transmission descriptor, writes data on it
and once finished releases it and starts the transmission of the enqueued data
as a single frame. Finally, the state pointer points to device driver specific
state for the network interface and is set by the device driver.

Figure 3.6: Low Level Output Implementation

• Internet Protocol Level: The internet protocol layer hasn’t been modified.
Briefly, i had to use two main functions ip4_input() and ip4_output(). The
former is called by the network interface device driver when an IP packet is re-
ceived. The function does the basic checks of the IP header such as packet size
being at least larger than the header size etc, if the packet was not destined for
us, the packet is forwarded. Obviously the IP checksum is always checked and
finally, the packet is sent to the upper layer protocol input function. The latter
function sends an IP packet on a network interface. This function constructs
the IP header and calculates the IP header checksum.

• Transport Level: Also this layer hasn’t been modified. It is composed of
three main functions:
– tcp_input():

The initial input processing of TCP. It verifies the TCP header, demul-
tiplexes the segment between the PCBs, in particular checks if the frame
is destined to a connection in active, time wait or listening state. After
other operations passes this frame to tcp_process(), which implements
the TCP finite state machine.
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– tcp_process():
This function implements the TCP state machine and takes as argument
the TCP protocol control block of the incoming frame. Depending on
the TCP state of the pcb passed, a different operation will be executed.
In general it follow the classic three-way handshake for the establishment
of a connection and the four-way handshake in order to close a connection.

– tcp_write(): This method is very important in order to understand
some considerations that i will list in the appropriate chapter. Basically,
its main purpose is to write data for sending (but does not send it imme-
diately). Indeed it could wait in the expectation of more data being sent
soon (as it can send them more efficiently by combining them together).
It is possible to prompt the system to send data immediately by calling
tcp_output() inside this function.

• Application Level:
This is the higher layer of the stack and here reside all the user applications
that needs the services provided by the lower layers. In my case the http web
server, i will analyze it in the next subsection.

3.1.3.2 Web Server Native Architecture

This sample web server version is very basic and one of my tasks was to integrate it in
ChibiOS, like said in the previous subsection, and extended different functionalities.
Before going in the detail it is necessary to describe the general organization and
its main features that had already been implemented. First of all, this web server
must be initialized inside the main function by calling the appropriate method that
set up a listening PCB and binds it to the defined port. Once a new incoming
connection has been accepted, it allocates memory for the structure that holds the
state of the connection set up the various callback functions like http_sent() and
http_recv(). The standard procedure for an incoming fragment is composed of the
following function calls:

• http_recv():
When a new segment is received by the transport layer, the recv() callback
function is activated. Essentially it informs the TCP layer that we have taken
the data.

• http_parse_request():
Basically it parses the method of the incoming fragment with a possible HTTP
command (most used is the GET command). If there’s no match the connec-
tion will be closed, otherwise the file will be searched inside the ROM file
system.

• http_send():
This function tries to send as much data as possible on the current PCB.
Usually starting from the header and controlling that we haven’t still reached
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the end of the file. In this case it adds the FIN flag right into the last data
segment in order to alert the receiver that a 4 way handshake is necessary in
order to close the communication.

3.1.3.3 Web Server Native File Organization

The native file organization of this web server is based on the usage of a ROM
file system. The latter could be generated by a c file called makefsdata.c that
automatically generate the files data and links them in a tree disposition. Also a
perl version of this algorithm have been developed.

Figure 3.7: File structure

In figure 3.7 is represented the implementation of a generic file of this web server.
The first field of the struct is used to link the different files, in case of a nested
inclusion, for example an http file could be composed of a text box and of an image
that is another file of the web server itself. Trivially the second and third fields
represent the file name and the heart of a file. The data file is represented as
As we can see this file organization has different drawbacks:

• The integration and generation of new files of the web server is not so efficient
and intuitive. Indeed we need to generate a new file system ROM and it is
not possible to add files during the execution time.

• Another clear problem is that the dimension of the web server is strictly sub-
ject to the memory dimension.

– ROM memory: all the file system and data files being designed in rom
fashion will be loaded entirely on the Flash memory during the loading
phase od the code. It is trivial to remember that the memory usage in
an embedded environment is a key concept.

– RAM memory: there isn’t a mechanism designed to reduce the RAM
memory usage, also in this case the RAM management is essential due
to its limited size.
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Figure 3.8: Data File Representation

These limitations have been solved thank to the transfer from a ROM
based file system to a microSD based. In order to achieve this task i
had to integrate the FatFS file system in my project. The details of this
procedure are described in the next subsection.

3.1.4 Integration of the FatFS file system
Taking in account all the theoretical overview described in section 2.3, it is deserved
to give a brief explanation of the software organization of this file system. In the
following figure is represented a dependency diagram that is a typical but not specific
configuration of the embedded system with FatFs module.

Figure 3.9: FatFS Organization

As we can see we have four fixed fields:
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• User Application:
This is is the user specific level where the custom application will interact with
the FatFs module through the APIs provided from the latter. This layer is
completely customizable.

• FatFs module :
It is the core of this file system, indeed it is composed of all the application pro-
gramming interfaces provided for the upper layer. These APIs are categorized
in file access, directory access, file and directory management, volume man-
agement and system configuration. I had to use mainly f_mount(), f_open(),
f_read(), f_write(). Going in a deeper level, but always inside the FatFs mod-
ule, exist different "glue functions" that are requested by the higher level APIs
in order to communicate with the HW media properly.

• Low Level Disk I7O Layer:
This is the space where all the low level drivers needed to communicate with
the underlying hardware. In my case all the low level drivers were provided
by the HAL layer of ChibiOS.

• Hardware Layer:
It is composed of the all media that could communicate with our FatFs mod-
ule. In my case the microSD is the media that is going to be used.

There are two possible general scenarios:

• Single Drive System:
If a working disk module with FatFS disk interface is provided, nothing else
will be needed. So the customer of this file system doesn’t have the effort of
code implementation.

• Multiple Drive System:
To attach existing disk drivers with different interface, glue functions are
needed to translate the interfaces between FatFS and the drivers. This is
the scenario of my project.

3.1.4.1 Glue functions implementation

In order to make the FatFS APIs available for the communication with the hardware
media, in my scenario, i have to implement the body of all the glue functions residing
in the lower level of the FatFS module. Those functions are mainly disk_initialize(),
disk_status(), disk_read(), disk_write(), disk_ioctl().
The FatFS module provides a template for these functions implementation. Basi-
cally for each function there’s a switch case statement that according to the physical
drive number provides a different behavior.
In figure 3.11 is showed the implementation of one of the glue functions, in particular
the disk_read().
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Figure 3.10: FatFS Scenarios

Figure 3.11: Disk Read Implementation

Basically, it performs the call to different device drivers like the mmc one. These
device drivers were provided by the Harware Abstraction Layer of the ChibiOS oper-
ating system. It is necessary to highlight that the mmc device driver implemented in
hal_mmc_spi.c makes use of the spi hal device driver (provided by ChibiOS HAL).
A function of the mmc device driver is represented in the following figure.
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Figure 3.12: MMC read implementation

3.2 Achievement of a MicroSD Based Web Server
As mentioned in the web server native file organization section the original web
server was based on the usage of a ROM file system. This file organization, if
on one side doesn’t require the usage of additional hardware components, on the
other side involves a set of problems to be handled. In particular it is mandatory
to generate a new file system ROM every time we would change the current web
server. Furthermore, the ROM memory space is critical due to implicit nature of
a ROM file system and it is not implemented a valid method to handle data files
with a RAM memory saving strategy. For these reason is born the idea of using
microSD based web server. In order to achieve this task, i had to integrate correctly
the LwIP stack and the FatFS file system as explained in the two previous sections.

3.2.1 Configuration File Set-Up
In this phase i had to change different options of the configuration files opt.h and
httpd_opts.h before going on with the implementation of the custom functionalities.
In particular in the file opt.h :

• MEM_SIZE:
This parameter is used to set the size of the heap memory. I have choose to
use 10k memory size in order to handle properly the file fragmentation and the
memory effort caused by the invocation of dynamic threads once the server
will be upgraded from static to dynamic.

• TCP_MSS:
The maximum segment size (MSS) is a parameter of the options field of the
TCP header that specifies the largest amount of data, specified in bytes, that
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Figure 3.13: Heap memory tuning

a computer or communications device can receive in a single TCP segment. It
does not count the TCP header or the IP header (unlike, for example, the MTU
for IP datagrams). I have decided to set it to 536 bytes that is conservative
value, increasing this value could speed up the transfer rate at the cost of
memory occupation.

Figure 3.14: MSS tuning

• TCP_SND_BUFF: This field is used to set the TCP sender buffer space in
term of bytes. To achieve good transfer performance, this should be at least
2 * TCP_MSS.

Figure 3.15: MSS Send buffer tuning

3.2.2 HTTP Level Implementation
Following are listed some implementation details of the web server, in particular the
handling of a packet in reception and sending phase.
HTTP is a protocol based on the client/server model. In my case the web browser
running on the external laptop is the client and the application running on the
STM32F746G is the server. The client submits an HTTP request message to the
server. The latter, which provides resources such as HTML files and other content,
performs other functions on behalf of the client, returns a response message to
the client. The response contains completion status information about the request
and may also contain requested content in its message body. A typical scenario of
reception is the one represented in figure 3.26. The first step corresponds to a request
of the client, let’s consider, for example, the GET message request. My embedded
web server will mainly run the callback function associated to the reception function.
Basically, when data has been received in the correct state, a parser will be called in
order to see if the message received corresponds to one of the available http requests.
In negative case the connection will be dropped. The step number four in figure
3.26 corresponds to the research of the file specified by uri inside the microSD. In
particular, the fs_open() primitive will be called.
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Figure 3.16: HTTP packet reception

Figure 3.17: Fs_Open() Implementation

This function will interact with the microSD with an SPI communication as ex-
plained in section 3.1.4. This function will initialize the fs_file structure with some
mandatory parameters like the lenght of the data and the reference of this object
assigned to the file->pextension field. Once match have been found, the http_state
structure, representing the session of the actual http connection, will be initialized
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accordingly. Furthermore, HTTP headers to send will be determined dynamically
depending on the file extension of the requested URI. Different http headers are
stored ready to be used in case of the file extension match. With this operation
terminates the reception phase and connection initialization.

Figure 3.18: HTTP packet response

In figure 3.18 is represented the second phase of this transmission, the packet re-
sponse. In the first step is invoked the send function that is responsible mainly of the
header transmission, that was computed dynamically in the previous phase. Once
the transmission of the header have been accomplished correctly the http_check_custom()
is called. Obviously the transmission of the header, being based on the tcp protocol,
could be fragmented. For this reason the http connection session is preserved for the
residual part to be sent. The http_check_custom() is maybe the most important
function that i have implemented. Indeed it has different purposes. First of all it
checks if we have a valid file handle and if we have reached the end of the file, if
one of these conditions is not true the connection will be dropped. In the actual
http session, if we need to send the first fragment a RAM buffer with a tunable size
parameter will be dynamically allocated.

40



3. Methods

3.2.3 Transmission Handling Issues and Details
3.2.3.1 Read Buffer Details

In order to limit the RAM usage, files contained inside the microSD are transferred
in high level fragments (higher level of the tcp fragmentation). Basically, fragments
of a default size are transferred inside the same http session. Once the transfer is
completed, another chunk will be read and stored inside the same memory space
allocated previously. This process will be iterated until the end of file have been
reached.

Figure 3.19: HTTP read buffer

This mechanism guarantees that the RAM usage is limited, without a trivial waste
of memory. Obviously this is definitely more advantageous respect to the case of
reading the file like an entire block. Indeed the RAM memory usage could be
a tremendous weakness in a real time environment like the actual one. A critical
parameter is the length of the RAM buffer. In case of a small parameter the transfer
rate of a generic file from the server to the client could be very slow. From the tcp
point of view the transfer speed is limited by the send buffer size and, if activated, by
the capability of waiting in the expectation of more data being sent soon (fragment
assembling). The size of the RAM buffer influences directly the total transfer rate,
indeed if we have a small buffer size the total number of read operations increases.
Each read operation on the microSD involves an SPI communication, for this reason
having a too much small buffer size will involve in a significant memory save at the
cost of a slow total transfer rate. On the other hand a big buffer will reduce the
number of read operations at the cost of the memory usage.

3.2.3.2 Fragment Time Overhead

Another problem that i have found was a feature provided by the tcp level that in
particular cases doesn’t match exactly the requirements of a real time environment
like the one actually used. In particular, the function tcp_write() in its pre-defined
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state waits in the expectation of more data being sent soon and tries to combine
them together when possible. In order to understand the solution adopted it is
necessary to give some detail of the tcp buffer handling. The TCP header is com-
posed of different one-bit boolean fields known as flags used to determine the flow
of fragments across a TCP connection. Here are listed some of the main control flags.

• SYN:
Start of a connection.

• ACK:
Acknowledges received data.

• FIN: Closes a connection.

• RST: Aborts a connection in response to an error.

The figure below shows how data is store by the sender before sending, and by the
receiver upon reception.

Figure 3.20: TCP buffers

These buffers allow for more efficient transfer of data when sending more than one
maximum segment size worth of data. However, large buffers do more harm than
good when dealing with real-time applications which require that data be transmit-
ted as quickly as possible and small RAM size. For this reason the PSH flag comes
in. The socket that TCP makes available at the session level can be written to
by the application with the option of "pushing" data out immediately, rather than
waiting for additional data to enter the buffer. In order to activate this behavior
the PSH flag in the outgoing TCP packet must be set to 1. The other side of the
connection knows to immediately forward the segment up to the application. This
flag has been set in the send function represented in figure 3.21.
In particular the control instructions that will set the header of the tcp packet is
the following implemented in the tcp_write() function.
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Figure 3.21: PSH flag set

Figure 3.22: PSH control instruction

3.3 Achievement Of A Dynamic Web Server
Before going on with the implementation details of the upgrade from static to dy-
namic web server it is useful to give some background detail.

3.3.1 Static vs Dynamic Web Server
By definition a web server is nominated static when provides just static web pages.
A static web page is a web page with a well defined structure that is sent to an
user exactly as saved in a storage device, in contrast to dynamic web pages which
are generated dynamically in different ways. Consequently, a static web page is
displayed in the same way from every users and contexts. These web pages are
often HTML documents stored as files in the file system and made available by the
web server over HTTP. In my case the web pages are stored inside in the microSD.
An in important feature of static web pages is that they never or rarely need to
be updated.In order to maintain large numbers of static pages as files requests the
usage of automated tools. Any personalization or interactivity has to run client-side,
which is restricting.

• Advantages:

– Provide improved security over dynamic websites.
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Figure 3.23: Static Web Server

– Improved performance for end users compared to dynamic websites.

– Fewer or no dependencies on systems such as databases or other applica-
tion servers

• Disadvantages:

– Dynamic functionality has to be added separately

A web server is called dynamic when provides dynamic and possibly static web
pages. A dynamic web page can be classified in two different types: server side or
client side. A server-side dynamic web page is a web page whose construction is
controlled by an application server processing server-side scripts [16]. In server-side
scripting, parameters determine how the assembly of every new web page proceeds,
including the setting up of more client-side processing [16]. On the other hand a
client-side dynamic web server processes the web page using HTML scripting running
in the browser once loaded. For example JavaScript and other scripting languages
determine the way the HTML in the received page is parsed into the Document
Object Model.

Figure 3.24: Dynamic Web Server

• Advantages:

– The main advantage is intrinsic in the concept of dynamic web page. In-
deed the client will see the server in a dynamic fashion.
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• Disadvantages:

– The main disadvantage is their cost. Indeed it involves a grater effort on
the server. On each request for a dynamic web page a new task is created
on the server side in order to provide the correct page. This behavior
requires time, memory and slows down the system. So, it is clear that
in general more powerful and expensive calculators are necessary. Other
"cost" parameter are the waiting time of the client and the non trivial
handling and creation of dynamic pages, that requires programming lan-
guages skills.

3.3.2 CGI Interface
Common Gateway Interface (CGI) is a standard protocol widely spread for interfac-
ing external applications with a web servers. The programs running on a server will
generate web pages dynamically. Such programs are known as CGI scripts or simply
as CGIs. The specifics of how the script is executed by the server are determined
by the server.

Figure 3.25: CGI Interface

A typical interaction client/server that requires a dynamic page is generally com-
posed of the following steps:

• Step 1:
The client, after having established a TCP connection with the server through
the HTTP protocol, will send a GET request for a dynamic page. Optionally
other input parameters will be specified, the most usual approach for parame-
ter passing is the filling of the form module provided by the HTML language.

• Step 2:
Once the request has been correctly received by the server, the latter through
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the CGI interface will dynamically run the program associated to the specific
request. All the parameters received in input will be passed to running thread.

• Step 3:
In this step the behaviors could be different, for example it could interact with
the database included on the server side. Once the active thread have termi-
nated the execution, it will return the result of its activity to the web server
as expected by the CGI interface. In this case the thread is like a gateway
between the server and the database, in other words it hooks the db to the
web server making it available for every client.

• Step 4: The server sends to the client the computed data from the CGI in-
terface to HTTP protocol.

3.3.3 Dynamic Wed Server Implementation
3.3.3.1 Architectural Choices

As mentioned in the previous section our web server could be approximated to a 3
levels architecture. In particular the CGI interface based is the adopted one. This
choices will lead to some considerations that will be examined in depth in the ap-
propriate section. It is mandatory to describe now the CGI program, in particular
the programming language chosen and the motivations. The CGI interface defines
only the method with which the data are passed from server to application and vice
versa, so it is just the definition of the I/O. The programmers have a wide freedom
of choice on the greatest part of the application. The CGI thread could be written
in every language that allows to be executed on the desired system. Examples could
be C/C++, Perl, shell languages of UNIX and Fortran. Programming languages
can be divided in the main categories:

• Compiled Languages:
A compiled language also called imperative is a programming language whose
implementations are typically compilers. Usually they are written in a de-
velopment IDE that makes the creation more comfortable. This code will be
checked and verified in order to find errors or warning and finally compiled.
The compilation phase consists in the translation of each instruction to the
correspondent machine code that will be executed by the processor. Examples
of this kind of languages are C/C++, Fortran, Pascal and so on.

• Interpreted Languages:
Interpreted languages follow different path, in particular they need the pres-
ence of an interpreter. The latter is a program that directly executes in-
structions written in scripting or programming languages without the step of
compilation that translates the instructions in machine language. Usually the
interpreter parses the source code and executes it directly but is is possible also
that it will translate the source code in a more efficient intermediate represen-
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tation ad executes this. Examples of interpreted languages are Perl, Python,
Matlab, Ruby and so on.

It is important to highlight the comparison between compiled and interpreted lan-
guages in order to understand their benefits or drawback depending on the applica-
tion. According to these consideration the right programming language for the CGI
program have been adopted. An interpreted language involves in a lesser efficiency
at run-time, indeed an interpreted program during execution requires more mem-
ory space and it is slower due to the overhead introduced by the interpreter itself.
During the execution, the interpret must examine the instructions starting from the
syntactic level, identify the actions to execute (eventually transforming the symbolic
names of the variables in the correspondent memory addresses) and execute them.
The instructions of the compiled code, already in machine language, are loaded and
instantaneously executed by the processor. On the other hand, the interpretation of
a program could be faster than the cycle of compilation/execution. This difference
could be an advantage during the development phase, especially if it is led with fast
prototyping techniques or during the debugging phase. Furthermore the greatest
part of the interpreters allows the user to act on the program in execution suspend-
ing, inspecting or modifying the content of its variables and so on. For this reason
it is more flexible and powerful in debug phase respect to compiled programs.
In summary:

• Key 1:
The main complexity was the integration phase but from an implementative
point of view the web server is not so heavy, for this reason the debug advan-
tages introduced by an interpretative language like the Perl were not necessary.

• Key 2:
From a performance point of view the interpreted language is less efficient dur-
ing run-time and involves different overhead. Being in a real time environment
it is preferable to avoid these situations ( although in a non hard real time
environment).

• Key 3: The STM32F7 discovery board will load in flash and partially in RAM
the Chibios operating system and the TCP/IP stack included all the static and
dynamic threads. For this reason it is preferable to avoid the adding of an in-
terpreter in order to preserve the memory size at minimum.

For all the reason listed above i have chosen to write the CGI interface in C
language. Although CGI programs are often written in interpreted languages like
Perl in this application a compiled language like C is the best solution.

3.3.3.2 Implementation Details

Following are listed some implementation details of the web server, in particular the
handling of a packet in reception and sending phase.
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Figure 3.26: HTTP packet reception

The dynamic version of the web server described in the section "HTTP level im-
plementation" follows almost the same architectural flow for an HTTP request and
response in terms of methods and callback used. Like before the client will submit
an HTTP request message to the server and the latter, which will provide both static
and dynamic web pages such as HTML files and other content, returns a response
message to the client. Let’s consider the scenario of a message received from a client
in order to explain the implementation details following a precise order. When a new
connection have been established the function httpd_init() will be invoked where
different parameters of the web server will be set. Furthermore a new mailbox will
be allocated and there’s the initialization of the available cgis addresses and han-
dlers. The figure 3.27 describes the implemented architecture in order to provide
correctly a dynamic page.
Like said before every instance of the web server will allocate its own mailbox.
The mailbox mechanism allows the communication and data exchange between two
different threads in a synchronous or asynchronous way. In our case the main actors
that will exchange informations are LwIp thread and CGI thread. The idea behind
this mechanism is the following. Basically, all begins with a request of the client,
let’s consider, for example, the GET message request. The embedded web server will
run the callback function associated to the reception function called http_recv().
When data has been received in the correct state, a parser will be called in order to
check if the message received suits one of the HTTP request considered. In negative
case the connection will be dropped. Following, the step number four in figure 3.26
corresponds to the composition of the specified uri that will be used as path in order
to find the correspondent file. In particular, if the URI doesn’t match with one of
the available CGI handlers then the control will be made with some of the files
stored inside the microSD. Otherwise if a CGI handler have been found the URI
parameters will be extracted by calling the function extract_uri_parameters() and
stored in a persistent location at session level. Once a match has been found the
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Figure 3.27: Processes interactions

correspondent handler will be invoked that basically will create a dynamic thread
(cgi program) in charge of providing the correct dynamic page. The lwip thread will
be suspended on a reference point until the cgi thread will reactivate it. The CGI
that i have implemented will starts with some operations specific to the purpose of
the current thread, so this part of code is not reusable for others cgis. But in general
could exist a crossroad where it is necessary to check if some credentials are met
or not. In affirmative case the flow goes on, otherwise the cgi thread will exit from
execution and the normal lwip thread flow will be activated (as explained in http
level implementation section). Let’s remember that the main purpose of the CGI
is the composition of a web serve dynamically. In order to achieve this behavior
an universal algorithm, applicable and reusable for each and every cgi have been
implemented.
Fist of all, the static part of a web page have been stored in fragments. This decision
is advantageous for the final web page assembling, composed of the static part and
the parameters coming from the clients request. In order to avoid an high ram mem-
ory usage, the mailbox queue have been initialized to 1 slot. This decision doesn’t
affect too much the transmission from a performance point of view, indeed as dis-
cussed in "Transmission handling issues and details" section the main element that
could compromise the performance is the read buffer size. The messages that two
threads are going to exchange are Memory Streams. They are a particular structure
that represents a stream object composed of data and methods for reading, writing
and so on. This algorithm can be listed in the following steps:

• Step 1:
Check if there’s enough space in the memory stream before writing, otherwise
post the message.

• Step 2a:
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Figure 3.28: CGI File Composition Algorithm

In case of enough space, writes the actual fragment on the stream and incre-
ment a variable for the next fragment evaluation. In case the last fragment
have been processed the stream will be posted on the mailbox and the task
will suspend on the reference variable until the LwIP thread reactivates it.

• Step 2b:
If the stream is full the stream will be posted on the mailbox and the task will
suspend until the message will be taken from the mailbox by the LwIP thread.
Once the thread is reactivated it will re-init and clean the stream object. The
next fragment will be processed restarting from the step 1.

The Lwip thread on the other hand will follow the standard flow described in figure
3.16 and figure 3.18. The only difference is that the function http_send() is replaced
by http_send_dynamic_data(). The operations are almost the same but in this case
the thread waits on the mailbox until a new message have been received. The read
buffer and the considerations about the tcp level are always the same.
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Results

In this chapter are listed all the results of my internship experience at STMicroelec-
tronics. Starting from the realization of the different component and the realization
of a dynamic web server. In the end also a performance and memory usage have
been reported.

4.0.1 Software Components Integration
This was the first step of my thesis work immediately after a deep study of the
software components organization. In order to achieve the integration and extension
of functionalities of the basic http web server, was necessary to make possible the
cooperation of the SW components LWIP and FATFS with the RTOS ChibiOS. The
final result can be seen in figure 4.1

Figure 4.1: Resulting Stack Organization

The correct integration of the LwIP stack with the RT ChibiOS consisted basically
in the implementation of the file sys_arch.c. This file contains different functions
that allows the LwIP stack to use semaphores, mailboxes and all of their native
methods. Furthermore the TCP/IP stack in order to use its functionalities required
the usage of different low-level drivers that were provided by ChibiOS (MAC drivers
for example). The correct integration of the FatFS in this environment required
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basically the implementation of all the glue functions residing in the lower level of
the FatFs module. By consulting the figure 3.9 the meaning of this operation would
be more clear. The most common were disk_initialize(), disk_status(), disk_read(),
disk_write(), disk_ioctl(). Also in this case, in order to let this module working
properly and communicate with the microSD socket, the usage of low-level drivers
were necessary (MAC and SPI drivers for example).
The conclusion of the FatFs integration results in the creation of a ready and working
environment where each and every board supported by ChibiOS and including an
Ethernet socket could be used with an embedded web server. Obviously the web
server belongs to the application layer of the figure 4.1. So in conclusion a ready to
use environment have been realized for the usage of a custom embedded web server.

4.0.2 MicroSD Based Web Server

The original and basic version of the little web server provided by the LwIP stack was
developed with the feature of using only ROM file systems. This kind of structure
could be useful in case of very little web servers composed of just some html static
pages. But if we just consider the possibility of using images with dimension in
the order of Kilo Bytes the context changes. Indeed remembering that the field of
interest is real time, the memory management is a key concept due to the limited
memory availability in microcontrollers. Furthermore it is mandatory to modify the
file system ROM every time we would change the current web server organization.
For these reason has born the idea of using the microSD card socket as container
of the embedded web server. The result of this second task is represented explicitly
in figure 4.2. So basically, different custom functions called by the http web server
were implemented with the intent of handling data exchange with the microSD
socket. Therefore a generic embedded web server residing in a microSD card have
been made available for a customer.

Figure 4.2: Resulting Implemented Functions
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4.0.3 Dynamic microSD-Based Web Server
The final result of this thesis work is the launch of a dynamic web server that handles
dynamic web pages and possibly also static web pages. This web server could be
approximated to a 3 levels architecture by adopting a Common Gateway Interface
(CGI) that is a standard protocol widely spread for interfacing external applications
with a web servers. Basically on the server will run different thread generating web
pages dynamically. Such programs are known as CGI scripts or simply as CGIs. I
have decided to write their implementation in C language. So in the end a portable
web serve environment have been provided and a dynamic web server using the
CGI interface have been implemented with the optional feature to be stored inside
a microSD socket.

4.0.3.1 Dynamic Web Server Demo

The last step of my thesis work was the development of a DEMO usable from a
generic user. The latter could find this demo in the latest available version of Chibi
Studio. Basically i have implemented a login panel to an hypothetical site, the
mechanism can be divided in the following steps:

• Step 1:
The client will send an HTTP GET to the main page of the web server. For
example a client could type from a generic internet browser the url
"http://192.168.1.10/Web_Server/login.html".

• Step 2:
The server will respond with a static page residing inside the microSD card.
This page have been written in html and CSS for the layout part. It can be
seen in figure 4.3.

Figure 4.3: Web Server Login Page
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• Step 3:
At this point a static html page will appear to the user such that he could fill
in a form with its desired parameters.

• Step 3a:
The user could push the blue field, regardless of the parameters inserted there’s
no cgi task implemented at this moment, for this reason the server will respond
with a static html page residing in microSD representing the classic 404 html
error. Fore more details watch figure 4.4.

Figure 4.4: 404 error page

• Step 3b:
In case of incorrect parameters there’s no match with the credentials stored
inside the server database. For this reason the server will respond with the
same login page layout but with a credential error message, as you can see in
figure 4.5.

• Step 3c:
Finally, this is the case in which the user fills in the form with correct creden-
tials. In this case the cgi URL will be invoked with the parameters inserted.
Basically this will activate dynamically the thread responsible of the dynamic
page generation. As explained in section 3.3.3, the file have been organized in
fragments in order to insert dynamically some parameters, in my case i have
used the credentials sent by the user. An universal algorithm, applicable and
reusable for each and every cgi have been implemented in order to properly
handle the fragmentation of the dynamic web page. As proof of the correct
behavior the server will responde with the following figure 4.6.
As it can be seen the exact parameters inserted by the user are illustrated.
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Figure 4.5: Error Login Page

Figure 4.6: Correct Credentials Page

Finally, after 5 seconds the server automatically will send the main Web Server
page.
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Figure 4.7: Main Web Server Page

4.0.4 Features
This thesis work has been designed with compliance to an embedded environment
where memory handling and real time behavior must be guaranteed. Furthermore
this project is portable on different platforms and web servers. Here following there’s
a brief explanation of the motivations.

4.0.4.1 Portability

The integration of the LwIP stack and FatFS file system with the RT ChibiOS results
in the creation of a ready and working environment. So basically this environment
is portable to all the boards supported by ChibiOS, including an Ethernet socket.
Furthermore each and every custom web server can be linked to this stack with
non relevant changes from the application level. So its main advantages is that a
generic user could build its own web server on this structure without knowing and
understanding its behavior. Obviously, this stack could be used also for platform
not yet supported by ChibiOS, but in this case an user should modify or writing
from scratch the low level drivers of this platform together with board and port files.

4.0.4.2 Memory Optimization

All the software components used are intended for embedded environments with
low memory usage constraints. In particular the LwIP stack is the light version
of a generic TCP/IP stack with a limited number of features and a small code
size. The same discourse is valid for the FatFS module that is a FAT/exFAT file
system developed for the domain of embedded system. The development of a dy-
namic microSD-based web server requested the implementation of techniques and
algorithms in order to limit the RAM memory usage.

4.0.5 Performance Considerations
The two main performance/memory trade-off i came across during my thesis work
were the read buffer size used when reading a file from a microSD and the program-
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ming language adopted for the cgi process implementation.
Basically the size of the read buffer influences directly the total transfer rate, so
if we suppose of having a small buffer size the total number of read operations in-
creases. Let’s remember that each read operation on the microSD involves an SPI
communication and so having a small buffer will involve in a significant memory
save at the cost of a slow total transfer rate. On the other hand a big buffer will
reduce the number of read operations at the cost of the memory usage.

As a result of different considerations i decided to implement CGI processes in
C language. C is a compiled language, this means that the code is analyzed and
translated in compilation phase. So the execution time of this kind of programs is
usually greater than the one of interpreted languages, where the analysis and ex-
ecution is done at run-time. On the other hand interpreters reduce predictability,
even if the execution time of a compiled program can be easily predicted basing on
the clock cycles required by machine code instructions and the debugging phase is
easier and faster. So the predictability considerations and memory over head due
to the interpreter size lead me to use a compiled language as C.

4.0.6 Personal Considerations
Nowadays, in the IT field, Internet of Things is a very fashionable concept and con-
sidering that an embedded web server is essentially a little part of an entire IoT
infrastructure, it could be very useful in light embedded applications. On the other
hand this thesis work like said before provides a ready to use environment in order to
build a total customizable web server. This environment has an high degree of con-
figurability in terms of performance and memory usage. Furthermore the microSD
usage is a feature very useful in case of web servers with a borderline dimension,
where the size is greater then the average dimension of a standard embedded web
server. Obviously the dynamic feature of the web server has a strong impact on
the functionalities provided, indeed today is very rare to find servers providing just
static web pages.
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5
Conclusion

5.1 Achievements
The conclusion of the integration phase of ChibiOS, FatFS and LwIP results in the
achievement of a ready to use environment for each board supported by ChibiOS,
including an Ethernet socket on board. Therefore a ready to use environment have
been provided for the usage of a custom embedded web server. Furthermore a generic
embedded web server residing in a microSD card have been made available for a
customer instead of using the standard architecture based on a ROM file system. A
dynamic web server that handles dynamic web pages and possibly also static web
pages have been provided. This web server adopts a Common Gateway Interface
(CGI) that is a standard protocol widely spread for interfacing external applications
with a web servers. Finally also a demonstrative demo have been implemented that
verifies the correct behavior for all of the features listed above.

5.2 Limitations and Possible Improvements
As well explained in this thesis document the main limitation consist in the memory
size, in particular of the flash and RAM modules. Another important limitation is
that this ready to use stack environment can be applied only on boards supported by
ChibiOS and mounting an Ethernet Socket. It is in every case possible to integrate
others platform to ChibiOS, but in this case the user must interact with the hidden
part of this stack, loosing its main feature. Several improvements can be made to
further increase the efficiency of this web server:

• A first improvement could be to implement other two possible architectures
for a 3 tier web architecture. One of the most common is the Server Side
Include organization. In this case it is avoided the complexity of the CGI
to handle both static and dynamic pages. Indeed the HTML pages includes
different directives and commands that are executed by the server before pro-
viding the requested page. Another mechanism could be the Mobile Code.
In this case the server will send to the client html code and another kind
of code that will be executed by the client through small programs. In this
manner the load will be loaded to the client through its processing capabilities.

• Another possible improvement consist in the application of another file han-
dling mechanism, possibly with an higher performance in terms of execution
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time. In particular i’m discussing about the fragmentation algorithm used
inside the cgi thread. Furthermore in order to increase the performance it is
contemplated to use an interpreted language for the cgi thread, considering
always its drawbacks.

5.3 Future Challenge
In my opinion in order to extend the applicability of this thesis work it could be
very interesting to apply all the main features discussed above on a board mounting
a WiFi module. In this manner the connection is not limited to a physical linkage,
allowing it to be applicable in many other domains.
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