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Introduction

Following cardiovascular diseases, cancer is the major leading cause of mortality in
the world, according to estimates given by the World Health Organization (WHO).
Although surgery is considered the standard approach for the cure of solid tumors,
most of cancer patients receive support treatments to surgical removal. One op-
tion, especially when dealing with localized tumors, is the radiotherapy, most of
the time performed with photon or electron beams. In recent years, the devel-
opment of new technologies and the evolution in radiation oncology techniques
has led to the establishment of an alternative therapy, known as Hadrontherapy
or Charged Particle Therapy (CPT), which make use of protons and fully ion-
ized atomic nuclei that are subjected to strong nuclear forces (hadrons, from the
Greek: hadrós=strong). Hadrontherapy shows many advantages with respect to
the traditional radiotherapy, related to the peculiar energy loss mechanism that
characterizes the interaction of protons and other ions with the matter. Indeed,
when traversing tissues, these particles release a low dose at the beginning of their
path, depositing almost all their energy at the end of the path, in correspondence
of the so called Bragg Peak. This property allows to treat deep seated tumors
with an higher precision with respect to the traditional radiotherapy, minimizing
collateral effects on surrounding healthy tissues and organs at risk. A further
advantage derived from the use of charged particles in radiotherapy, in particular
in the case of ions with Z>1, is due to their enhanced biological effectiveness
with respect to photons, which results in an higher capability of producing direct
damages to the DNA of tumor cells, considerably increasing cell killing efficiency.

Clinical results obtained with hadrontherapy have been extremely positive for
various types of tumor, with percentages of local tumor control equivalent or bet-
ter than for conventional radiotherapy. Most clinical data obtained with charged
particles are related to the proton therapy, but the use of carbon ions has demon-
strated to be of great interest in the last decade. These results, accompanied
by the new performances in accelerator technology and calculation systems of
the delivered doses, have determined over the past years an increased interest for
the development of hadrontherapy, with the construction of new centres provided
with equipment entirely dedicated to clinical activity. Although protons and car-
bon ions are the most largely used particles, the interest is now being focused
also on other type of ions, in order to optimize the clinical potential of CPT.
Growing interest is dedicated to a possible use of light ions, such as Helium, in
light of its improved lateral dose distribution compared with protons and due to
its cost/benefit ratio of implementation more affordable if compared to carbon
ions. For what concerns heavier ions, the Oxygen appears to be a good candidate
against deep seated hypoxic tumors.

When using heavier ions, projectile fragmentation events occur inside the patient
tissues. The projectile fragments are produced mostly in the forward direction
with the same velocity, but lower mass, of the primary particle, resulting in a
longer range than the projectile and therefore in an unwanted dose tail beyond
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the Bragg peak. Recently it has been suggested that also in proton therapy, the
nuclear inelastic interactions of the incident beam with the patient tissues might
lead to the fragmentation of the target nuclei producing a non negligible amount
of target fragments in the entry region, i.e outside the planned treatment vol-
ume. Different studies have shown that such fragments have small ranges (of the
order of µm), resulting in a local dose deposition. This effect could modify the
expectations of low damage to healthy tissues. Notwithstanding the effectiveness
of hadrontherapy and its increasing use in cancer treatment worldwide, there is a
lack of experimental measurements of nuclear fragmentation cross sections, espe-
cially in the energy range of therapeutic applications (50-250 MeV for proton and
50-400 MeV/u for carbon ions). Only few experiments have been dedicated to
the study of projectile fragmentation for carbon ions. These data are required to
improve the algorithms currently used in the Treatment Planning Systems (TPS)
for proton and heavy ion therapy. The measurements of the protons nuclear cross
section is of particular interest since recent studies have shown a possible under-
estimation or overestimation of the proton biological effectiveness assumed in the
current TPS.

The FOOT (FragmentatiOn Of Target) experiment aims to fill this gap, per-
forming a set of measurements of nuclear fragmentation cross sections for proton
and heavy ion therapy. Further interest in such measurements comes also from
the issue of radioprotection in space missions. Indeed, there is a common ground
between protecting astronauts from the effects of space radiation exposure and
providing ions therapy: the particles species currently available in the hadron-
therapy (protons and Carbon) or considered as alternatives (Helium, Oxygen)
are among the most abundant in space. This will allow the interchange of cross
sections data. For this purpose a dedicated experimental apparatus has been con-
ceived. It consists of a high precision tracking system in a magnetic field, a time
of flight measurement system and a calorimeter. The primary beam monitoring
is accomplished by means of a plastic scintillator detector that measures the in-
coming rate of the ion beam and a drift chamber that measures the incident beam
direction and position. The whole experimental setup will allow to measure the
momentum, kinetic energy and time of flight of the fragments produced in the
interaction between the incident beam and a specific target. Some components
have been already produced and tested, while the configuration of the others is
still under investigation. In order to find the optimal geometry, a series of simu-
lations are performed by means of the FLUKA Monte Carlo code, developed by
a INFN-CERN collaboration.

The aim of the present thesis is to analyse the performances of one of the tracking
detectors of the experimental setup: Microstrip Silicon Detector, whose area is
equal to 9⇥9 cm2. The use of this kind of detector is a recent modification of the
first design of the experimental setup, that goes back to June 2017. The choice
has been dictated by the need to provide a sufficient spatial resolution, minimizing
the amount of material in order to reduce the impact of multiple scattering and
secondary fragmentations. Also the redundant energy loss measurement provided
by this detector could be useful to improve the reliability of the experiment.
Considering the recent idea of introducing this type of detector in the FOOT
experimental setup, there are not enough available data to estimate its perfor-
mances. It is therefore necessary to rely upon simulations, in order to find which
could be the best configuration that allow to reach the expected results. For this
purpose different geometrical configurations have been analysed and compared.
Particular interest has been posed to multiple scattering and secondary fragmen-
tation events, that could affect the correct track reconstruction. Furthermore,
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Chapter 0. Introduction

the positive contribution in energy loss measurements has been proven. The work
described in this thesis will give some preliminary results on the strip detector
performances, allowing to optimize its design and to find the optimal configura-
tion that satisfies the requirements of the experiment.

This thesis is divided in four chapters. In Chapter 1, the basics of radiation
interaction with matter will be introduced, followed by a description of the rel-
evant radiobiological parameters for particle therapy and by an overview of the
current adopted technologies in hadrontherapy. In Chapter 2 experimental strate-
gies and the FOOT experimental setup will be shown, focusing on the MSD and
on the advantages in using semiconductor detectors. The software used in the
FOOT experiment for simulations and data reconstruction are briefly described
in Chapter 3. Finally, in Chapter 4 the details of the different analysed con-
figurations of such detector and the obtained results will be shown, followed by
the presentation of the performances of a strip detector used during a test beam
carried out on December 2017 in the Trento Proton Therapy Centre (Italy).
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Chapter 1

Medical application of ionizing

radiation

1.1 Introduction to Hadrontherapy

In medicine, ionizing radiation is used to provide information about the func-
tioning of specific organs (diagnosis) or to treat diseases and tumors (therapy).
Radiation therapy plays an important role in the treatment of cancer pathologies,
after surgery it is the most frequently applied form of therapy. When treating pa-
tients, different clinical approaches can be also combined simultaneously, in order
to increase the chance of success: for example chemotherapy can be used to treat
tumors with which radiation can’t deal alone. Unfortunately, the treatments are
not always successful. The main reason for these failures is the difficulty to a local
control of the tumor, especially when tumor is localized close to organs at risk.

In radiotherapy the key problem is to irradiate the whole target volume in or-
der to kill all cancer cells, minimizing the dose deliver to the surrounding healthy
tissues. For therapy using photons as incident particles, this cannot be achieved
because the dose deposition is spread out over all the particle trajectories. As
shown in Fig.1.1, which shows the dose deposition induced by different projectiles
with respect to the penetration depth in liquid water, the maximum of the depo-
sition for X-rays is located at a small penetration depth. It is therefore difficult
to accurately treat tumors deeply located in the body while preserving simulta-
neously the surrounding tissues. Nowadays, radiation therapy exploits the use
of mega-volt photons. The dose profile for such photons is characterized by an
initial dose buildup with respect conventional X-rays, mainly caused by forward
scattered Compton electrons, that shifts the peak dose by a few centimeters away
from the surface of the patient’s body, thereby improving the target-to-entrance
dose [16].

During last decades much progress has been made to improve the dose de-
livery towards the ideal situation and to thereby increase the tumor cure rate.
Intensity Modulated Radio Therapy (IMRT) is one of the most important recent
developments in radiation therapy. It is a technology that exploits the use of
multiple beams of X-rays of varying intensity directed towards the cancer, angled
from various directions around the patient. Therefore, it is possible to concen-
trate the delivered dose on the tumor volume [2]. These achievements would not
have been possible without the interdisciplinary collaboration of scientists in the
fields of oncology and radiation medicine as well as accelerator technology and
engineering.

As soon as particle accelerators were available, the charged particle therapy
has been tested. Robert R. Wilson was the first to investigate the depth-dose
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1.1. Introduction to Hadrontherapy

characteristics of proton beams [15]. In 1954, at Lawrence Berkeley Laboratory,
first patient treatments with protons started. The use of other ions, such as
carbon, has spread out only very recently. The leading country in the world is
Japan, where the first treatment center in Chiba was build in 1994. At the same
time, new technical solutions were developed at GSI in Germany: the built of an
active beam scanning, as shown in Section 1.5.2, resulted in the achievement of a
high degree of conformation [16]. Nowadays, the hadrontherapy is widely spread
all around the world and more than 100000 patients have already taken advantage
of its benefits.

Hadrons present different advantages for the treatment of deep-seated local
tumors in comparison to conventional radiotherapy, deriving from their physical
behavior when penetrating tissues. As shown in Fig.1.1, the depth-dose profile
distributions of protons and carbon ions are characterized by a small entrance
dose and a distinct narrow peak near the end of their path, the so called Bragg
Peak. This allows to maximize the destruction of cancerous cells while minimizing
collateral effects on healthy tissues, increasing the probability of success when
treating tumors located near to organs at risk [2],[7],[4].

Figure 1.1: Depth-dose profiles for different particles in water [2].

In general the aim of cancer therapy is to deliver enough radiation to the
tumor to destroy it without irradiating normal tissues with a dose that will lead
to serious complications. As shown in Fig.1.2, the principle is usually illustrated
by plotting two curves: the Tumor Control Probability (TCP), that represents
the local tumor control when a certain dose is delivered, and the Normal Tissue
Complication Probability (NTCP), that, on the other hand, gives info on normal
tissue injury under the same conditions.
The aim of radiation therapy is to maximize the TCP and simultaneously mini-
mizes the NTCP: it is easier to achieve the therapeutic goal if the TCP and the
NTCP are well separated. As TCP and NTCP increase with the dose there is a
dose range, the so called therapeutic windows, where the probability of control-
ling the tumor without complications reaches a maximum. Biological models in
oncological therapy aim to predict these TCP and NTCP values to optimize the
treatment for each patient [14],[18].

The rationale to use hadrons for radiotherapy is precisely to achieve this goal,
delivering the dose on the target volume with a much better localization and
biological efficiency with respect to the conventional therapy.
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Chapter 1. Medical application of ionizing radiation

Figure 1.2: The principle of therapeutic ratio. Curve A represents the Tumor Control
Probability (TCP) and curve B the Normal Tissues Complication Probability (NTCP)
[14].

Before the definition of all the quantities and physical processes relevant for
such therapy, it is important to understand how radiation interacts with the
matter. In Section 1.2 the interaction mechanisms for different type of particles
are therefore analysed, giving a short overview on photons interaction and then
focusing on charged particles. To better understand the benefits deriving from
the use of hadrons, the biological effects of radiations are described in Section 1.3,
followed by the introduction of biological and dosimetric quantities of interest. In
Section 1.5, a brief description of current adopted technologies for hadrontherapy
follows, showing how, from the source, the beam arrives to treatment rooms.
Finally, in the last two Sections, the methodologies adopted for treatment plans
conception are introduced, focusing on the open issues and highlighting in this
sense the goals that the FOOT experiment aims to reach.

1.2 Interaction of radiation with matter

Particles emitted from a source with a certain energy interact with the environ-
ment into which they are released in different ways. Depending on the particle
type and energy, as well as on the medium properties, some processes dominate,
other do not occur, defining in this way the characteristic properties of the propa-
gation and the detection of a specific particle as well as its biological effects. The
study of these interaction mechanisms constitutes the guideline for the improve-
ment of many science fields: from the design of radiation detection systems to
the optimization of radiation shielding materials, as well as the implementation
of new radiation techniques for tumor treatments [10],[12].

In the following, the main physical processes deriving from interactions that
are relevant for therapeutic applications are described.

1.2.1 Photons Interactions

Photons interact with either orbital electrons or nuclei in passing through matter.
In general three main effects can be observed when photons traverse a medium
(Fig.1.3):

• Photoelectric Effect

• Compton Effect

• Pair Production
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1.2. Interaction of radiation with matter

The first effect takes place when the photon energy is comparable to the binding
energy of the electrons in the outer shell of the atoms composing the traversed
medium. The energy of the incident photon is completely absorbed by the orbital
electron, which is ejected from its atom of origin. The incident photon thus
completely disappears and all of its energy is carried off by the photoelectron.
This one can ionize and excite other atoms until all of its energy is dissipated.
When a photon of higher energy interacts with an orbital electron losing only part
of its initial energy we speak about Compton scattering : the photon scatters off
the orbital electron and a new photon of lower energy appears, traveling in a new
direction. Finally, if the photon energy exceeds 1022 keV, it can interact with an
atomic nucleus and being converted in a electron-positron pair [10].

Figure 1.3: Fig.(a) Illustrative summary of X-ray and γ-ray interactions: (A) Primary,
unattenuated beam does not interact with material. (B) Photoelectric effect : the inci-
dent photon releases all of its energy to the photoelectron. (C) Rayleigh scattering is an
interaction with electrons (or whole atom) in which no energy is exchanged and incident
X-ray energy equals scattered X-ray energy with small angular change in direction.(D)
Compton scattering interaction: the new photon travels with an energy Es lower than
that one of the incident radiation [17].

The predominance of a certain interaction mechanism with respect to the others
depends on the energy of the incident photon as well as on the atomic number
of the traversed medium. In Fig.1.4 contributions to the photon cross section in
carbon is shown.

1.2.2 Charged Particles Interaction Mechanisms

Charged particles interact with matter primarily through the Coulomb forces
between their positive charge and the negative charge of the orbital electrons of
the atoms composing the traversed medium. Although interactions with nuclei
occur only rarely, they play a crucial role in the optimization of charged particle
therapy, as will be presented in this Section. In the following the primary ways
through which charged particles interact with matter are listed:

• Ionization and excitation

• Multiple Coulomb scattering

• Bremsstrahlung Radiation

• Cherenkov Radiation

• Nuclear interactions
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Chapter 1. Medical application of ionizing radiation

Figure 1.4: Photon total cross section as a function of energy in carbon target, showing
the contribution of different processes: σp.e.=photoelectric effect, σCompton=Compton
scattering, knuc=pair production(nuclear field), ke=pair production(electron field). At
low energies the photoelectric effect dominates. With increasing energy the Compton
scattering also becomes relevant, while for values larger than 1 MeV it starts becoming
less probable if compared to pair production phenomena [25].

In this thesis we will not discuss in detail Bremsstrahlung and Cherenkov Radi-
ation, since their effects are not relevant for therapeutic applications, for a more
complete treatment of these topics the reader should refer to specialized texts.

1.2.3 Ionization and excitation: Stopping Power and Bragg Peak

In the ionization phenomena, the incident charged particle loses its energy remov-
ing an outer shell electron from an atom of the medium, creating an ion pair. The
ion will attract a free electron from somewhere in the medium and return to its
neutral state.
Excitation is due to the motion of an electron from its original orbit into an higher
energy state as a result of an absorption of energy coming from the charged parti-
cle. This electron may eventually fall back to its original state with the emission
of a photon whose frequency is proportional to the difference in energy between
the two orbits. The key parameter is the average energy loss per unit length,
known as Stopping Power, where E indicates the incident particle energy and x
is the traveled distance from such particle in the medium.

In 1913, Niels Bohr derived an explicit formula for the stopping power, cal-
culating the energy loss of a heavy 1 charged particle in a collision with a target
electron of the material [19]:

−dE

dx
=

4⇡z2e4

mev2
ZN0 ln

✓
γ2mev3

ze2w

◆
(1.1)

where me is the electron mass, z is the charge number of the incident particle, w
is the orbital frequency, ZN0 is the electron density and is equal to ZNA⇢/A, with
⇢, Z, A respectively the density, atomic and mass number of the medium and NA

the Avogadro number. The term γ =
#p

1− β2
%

is the Lorentz factor, in which
β is the ratio between the particle velocity and the speed of light in vacuum.

1A charged particle of rest mass significantly larger than that of an electron is considered to
be a "heavy" charged particle [20]
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1.2. Interaction of radiation with matter

This evaluation of the stopping power well describes the behavior of heavier
charged particles at not too high speed [19], while shows some limitations when
dealing with lighter nuclei at larger speed. Indeed, at higher projectile velocities,
the projectile behaves quantum mechanically, or wave-like. Equation (1.1) can be
rewritten in a form that follows Hans Bethe’s and Felix Bloch’s derivation using
quantum perturbation theory [25]:

−dE

dx
= K⇢z2

Z

A

1

β2


1

2
ln

2mec2β2γ2Wmax

I2
− β2 − δ(βγ)

2
− C

Z

’
(1.2)

where K = 4⇡NAre2mec2, re is the classical electron radius, ⇢ is the density of
the medium, I the mean excitation energy of the medium, Wmax is the maximum
kinetic energy which can be imparted to a free electron in a single collision, δ(βγ)
is the density effect correction and C/Z is the shell correction.. The introduction
of the density correction factor takes into account the reduction of the stopping
power due to the polarization of the medium caused by the electric field originated
by the incident charged particle. In Fig.1.5 is shown how the stopping power
behavior changes when density correction is not applied. The shell correction,
instead, arises for low energies of the incident particles, to correct for atomic
binding neglected in calculating some of contributions in Eq.(1.2). At very low
energies (E<10 keV/u) the so called Barkas-effect has to be taken into account,
introducing the Zeff factor as a function of β and Z of the incident particle [2]:

Zeff = Z


1− exp

✓
− 125βZ2/3

◆’
(1.3)

This parameter highlights that projectiles of opposite charge lose energy at dif-
ferent rates while traversing matter [23].

Figure 1.5: Example of stopping power as a function of βγ. Vertical bands indicate
different approximations discussed in this Section. The short green dotted line on the
left of the graph represents the Barkas effect (the correction decreases very rapidly with
increasing energy). On the right one can see the difference of the Bethe-Bloch equation
when density correction factor is introduced (red dashed line) [25].

Under these conditions, Eq.(1.2) describes the mean rate of energy loss in the re-
gion 0.1< βγ <1000 for intermediate-Z materials. At the lower limit the projectile
velocity becomes comparable to atomic electron velocity and at the upper limit
radiative effects begin to be important (Fig.1.5). In general the Eq.(1.2) shows
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Chapter 1. Medical application of ionizing radiation

an energy loss proportional to 1/β2 at low energies, until a minimum is reached.
After this minimum, for βγ>1 (see Fig.1.5) a logarithmic rise follows [25]. Energy
loss as a function of the penetration depth describes the Bragg Curve: due to the
energy loss along the path, the projectile slows down and, remembering the 1/β2

dependence, the largest amount of energy is therefore deposited near the end of
the track, as shown in Fig.1.6.

Figure 1.6: Typical depth-dose profile for protons [8].

Because of this behavior, protons and heavier charged particle beams provide a
sought-after advantage in cancer therapies: the ability to concentrate dose inside
the target volume and minimize dose to surrounding normal tissues.

Figure 1.7: Superimposition of different Bragg peaks in a proto-therapic treatment. The
convolution of the dose allows to irradiate the whole tumor region [9].

This allows to accurately irradiate the tumor with a low dose deposition on the
surrounding tissues. Since the location of the Bragg Peak depends on the incident
particle energy, varying the energy during the irradiation in a controlled way, one
can superimpose many narrow Bragg peaks and obtain a Spread-Out Bragg Peak
(SOBP), as shown in Fig.1.7, to better adapt the delivered dose to the shape of
the tumor volume. This can be achieved in two ways : the first one is based
on the interposition of an absorbing material of variable thickness on the beam
path; the second one is based on the modulation of the beam energy during the
irradiation. This modulation is feasible in some accelerators as synchrotrons, but
it is more difficult with cyclotrons [4]. A more detailed description on these two
technologies is presented in Section 1.5.1.
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1.2. Interaction of radiation with matter

1.2.4 Particle Range and Straggling

The quality of hadrontherapy treatments is closely connected with the ability to
predict the penetration length of particles when traversing the patient’s body.
Much research is therefore aimed at developing methods that allow to precisely
measure the beam range, defined as the depth at which primary particles have
stopped [22]. In order to quantify the definition of particle range, we refer to
a conceptual experiment in which mono energetic particles generated by a col-
limated source are counted by a detector after passing through an absorber of
defined thickness. In this case the range can be determined as the ratio between
the transmitted particles and the incident one (I/I0) [12]. In Fig.1.8 is plotted
the variation of this ratio as a function of the absorber thickness. The relative
count rate is very flat as more and more absorber is added, until near the end of
the curve it drops sharply to zero due to the stochastic nature of the energy loss.
This behavior, known as Range Straggling, leads to a Gaussian like distribution
of the range and it is also responsible for the longitudinal widening of the Bragg
Peak and for the reduction of its height, as shown in Fig.1.9.

Figure 1.8: Behavior of the ratio I/I0 as a function of the absorber thickness. Rm and
Re are respectively the mean range and the extrapolated range. The range straggling is
also shown [11].

Figure 1.9: Left: Depth-dose profile for a 12C ion without straggling. Right: Depth-dose
profile for a 12C ion of the same energy considering straggling [6].

The main problem in the use of Eq.(1.2) is that the mean is weighted by
very rare events with large single-collision energy depositions and it does not
contain information about the statistical fluctuations in the energy lost by the
incident particles. Far better and more easily measured is the most probable
energy loss, that in a detector is considerably below the mean given by the Bethe-
Bloch equation. The distribution of the energy loss is thus a Gaussian with thick
absorbers, due to the large number of collisions, but becomes asymmetrical in thin
absorbers, where it is described by the Landau-Vavilov distribution. The effect is
known as Energy Straggling. As shown in Fig.1.10, the energy loss distribution
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Chapter 1. Medical application of ionizing radiation

is characterized by a narrow peak followed by a long tail for higher values of
the deposited energy. This tail originates from the small number of individual
collisions, each with a small probability of transferring large amounts of energy.
The most probable energy loss is then given by the Landau-Vavilov formulation
[25]:

∆p = ⇠


ln

2mc2β2γ2

I
+ ln

⇠

I
+ j − β2 − δ

#
βγ

%’
(1.4)

where ⇠ = (K/2)(Z/A)z2(x/β2) MeV is known as the scale for the Landau dis-
tribution, and j=0.2. While dE/dx is independent of thickness, ∆p/x scales as
"a lnx+b". The effect of the thickness on the energy loss distribution is shown
in Fig.1.10. So, in the limit of many collisions the Landau-Vavilov distribution

Figure 1.10: Example of Landau distribution for 500 MeV pions incident a thin Silicon
detector for different values of thickness [25].

becomes Gaussian and the energy straggling can be parametrized in the following
way [2]:

f
#
∆E

%
=

1p
2⇡σ

exp

#
∆E −∆E

%2

2σ2
E

’
(1.5)

where ∆E is the energy lost by the incident particle, ∆E is the mean energy loss
and σE has the following expression [2]:

σ2
E = 4⇡ZeffZte

2n∆x


1− β2/2

1− β2

’
(1.6)

where Zt is the target particles charge, n the number of electrons per unit volume
and ∆x the traversed thickness. The variance σ2

R of the range straggling is related
to the variance σ2

E of the energy straggling and it is given by [2]:

σ2
R =

Z Ei

0

✓
dσ2

E

dx

◆✓
dE

dx

◆−3

dE (1.7)

where Ei is the particle initial energy and σE has the expression given in (1.6).
The ratio of the straggling width, σR and the mean range R is nearly constant
and can be described as [16]:

σR
R

=
1p
M

f

✓
E

Mc2

◆
(1.8)

where f is a slowly varying function depending on the absorber and M is the
projectile mass. Because of the 1/

p
M dependence, the relative straggling σR/R

is smaller for heavier ions than for protons (Fig.1.11).
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1.2. Interaction of radiation with matter

Figure 1.11: Measured Bragg peaks of proton and 12C ions having the same range in
water [16].

1.2.5 Multiple Coulomb Scattering: Lateral Beam Spread

In addition to losing energy by ionization or excitation mechanisms, a charged
particle may undergo elastic Coulomb scattering events with target nuclei. These
collisions are mediated by the Coulomb forces between the electric field of the
traveling particle and electric fields of the target nuclei of atoms of the material.
The quantity that well describes this kind of events is the Rutherford differential
cross section [24]:

dσ

d⌦
/

Z2
pZ

2
t

E2

1

sin4
#
✓/2

% (1.9)

The quantities Zp and Zt represent respectively the charge number of the projec-
tile and the target nuclei, E is the projectile energy and ✓ is the deflection angle
from the original direction. It is noticeable that projectiles characterized by an
high value of the energy have a lower probability to be deflected and high values of
the charge of both, projectile and target, enhance the interaction between them.
Each scattering event adds a small deviation to the incoming particle trajectory,
due to the sin4

#
✓/2

%
dependence. Even if this deflection is small, the cumulative

effect of these small angle scatterings is a net deflection from the original parti-
cle direction. When the traversed thickness is extremely small, the probability

Figure 1.12: Multiple Scattering: the particle, interacting with target nuclei, undergoes
elastic scatterings and deviates from its original direction by an angle ✓ [26].

to have more than one interaction is negligible. Whereas, for sufficiently thick
materials, the number of interactions becomes high and the particle undergoes a
series of scattering events. In this last case, the statistical distribution function
F
#
✓, d

%
for the resulting scattering angle ✓ when traversing a thickness d of mate-

rial has been provided by Molière. In this formulation the angular distribution is
expressed as a series. For small angles the higher-order terms of this series can be
neglected and the angular distribution can be approximated by a Gaussian with
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Chapter 1. Medical application of ionizing radiation

Figure 1.13: Calculated beam spread for 12C ions and protons for an initially parallel
particle beam passing through the nozzle and entering a water absorber. Carbon ions
show a much smaller spread than protons at the same penetration depth [16].

a standard deviation given by Highland [25]:

σ✓
⇥
rad

⇤
=

13.6MeV

βcp
Zp

s
d

Lrad


1 + 0.038 ln

✓
d

Lrad

◆’
(1.10)

where p is the projectile momentum and Lrad is the radiation length typical of
the medium.

The multiple scattering is the responsible for the lateral spreading of the beam,
leading to a dose release in an extended region. The angular spread for heavy
charged particle is small, but increases significantly towards low energies due to
the βcp term in the denominator of the Eq.(1.10). Comparing beams with the
same range in water, it has been shown that the angular spread σ✓ is larger for
protons than for heavier ions, as shown Fig.1.13. This smaller lateral deflection
of heavy ions represents an important advantage, especially for treatments of
tumors located near organs at risk (OAR). However, it should be underlined that
in the irradiation of tissues with large density inhomogeneities even a small lateral
spread may translate into a considerable range broadening.

1.2.6 Nuclear Interactions: the role of fragmentation

Even if the probability of nuclear reactions is much smaller than the probability
of interaction with atomic electrons, the nuclear interactions lead to significant ef-
fects at large penetration depths, that are relevant in hadrotherapic applications.
Contrary to electromagnetic interactions, a comprehensive and analytical model
of nuclear interactions does not exist yet. However, the use of numerical models,
which can be exploited for Monte Carlo simulations, is the unique method to deal
with nuclear interactions.

In this kind of interactions, projectile particles directly interact with the
atomic nuclei of the target. Three qualitatively different type of collisions can
be distinguished:

• Elastic collisions

• Quasi-Elastic collisions

• Inelastic collisions
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1.2. Interaction of radiation with matter

Figure 1.14: Schematic representation of nucleons-nucleus interaction sequence. The
time scale and energy of each phase are highlighted [53].

The first phenomenon is substantially the analog of the Coulomb diffusion, but
in this case the event is mediated by the strong nuclear force instead of the
electromagnetic repulsion. In the elastic nuclear interaction the kinetic energy is
conserved and the nucleus stays intact. The second one is similar to the previous
one, the quasi elasticity is due to the fact that the kinetic energy of the system is
not conserved. The projectile gives only a small fraction of its energy to the target
that reaches an excited state becoming unstable, then it falls back to its original
state by a series of mechanisms that depend on the mass of the target nucleus
and on the energy left. In inelastic collisions, instead, a more violent reaction
occurs, leading to the partial fragmentation or the complete disintegration of
both projectile and target nuclei. Since there are relevant differences in modeling
nuclear interactions for proton and heavier ions, it is useful discuss their behavior
in nuclear reactions separately.

It is usually assumed that a proton hitting an atomic nucleus undergoes a
series of nucleon-nucleon collisions that can be described as a sequence of three
stages, schematically displayed in Fig.1.14 [53]:

• (Generalized) Intra-Nuclear Cascade (INC). This model is commonly used
to describe nuclear interactions of nucleons in an energy range between 50
MeV and hundreds of GeV. The basic idea is that the incident particle in-
teracts with quasi-free nucleons in the target nuclei. The target nucleus
is modeled as a Fermi gas of cold and free nucleons. This “free” nucleon
approach is valid as long as the wavelength of the incident particle is much
smaller than the average distance between nucleons and also much smaller
than the mean free path inside the target nucleus. Another requirement
for this approach is that collisions must take place independently, meaning
that the time in which a collision happens must be smaller than the time
between collisions. Once a nuclear interaction happens, the produced sec-
ondary particles, having high energy, can scatter again in the same nucleus
or escape, through a process known as intra-nuclear cascade.

• Pre-equilibrium. In this stage, the particles energy in the cascade reaches
values of the order of few tens of MeV. Even if the INC terminates, the
thermal equilibrium is not already reached. The stage is considered as a
chain of events in which successive nucleon-nucleon collisions occur within a
particle-hole. In this formalism, the residual excitation energy is partitioned
among the nucleons, which are then excited from within the Fermi sea,
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leaving a hole. Protons, neutrons and light fragments are therefore emitted
until the excitation energy decreases below any emission threshold.

• De-excitation. When equilibrium is reached, the nucleus can dissipate its
remaining energy in different ways, depending on the mass of the target
nucleus and on the energy:

– Nuclear evaporation: it is the emission of light fragments, with kinetic
energies of a few MeV.

– Fission: breakage of high Z nuclei (Z>64) into two fragments. Such
nuclei are not found in human body apart from implants.

– Fermi-breakup: this mechanism applies to light nuclei (10A20), if
the excitation energy of the nucleus is larger than the binding energy
of some fragmentation channels. In such conditions the nucleus disas-
sembles into smaller fragments.

– γ emission: finally, the residual nucleus may de-excites through the
emission of γ rays.

The first two steps are identified as “dynamic” stages of the process, since they are
characterized by a time scale of the order of ⇡ 10−22s, while the last step, having
a time scale that varies from ⇡ 10−8s to 10−6s, is therefore pointed as “slow” stage.

When dealing with heavy ions, the main difference in treating nuclear inter-
actions is that the incoming nucleons are not free. In this case, nuclear interac-
tions are usually modeled considering two phases [16]: abrasion and ablation. The
abrasion is a thermalization, or excitation, process in which the energy is directly
transferred to the nucleons involved in the collision. An excited quasi-projectile,
a quasi-target fragment at rest and excited light fragments are formed (fireball).
The ablation is the de-excitation of the three objects (projectile fragment, target
fragment and fireball) through the same processes described for protons. Some

Figure 1.15: Abrasion-ablation model for heavy ions nuclear reactions [27].

important conclusions can be drawn for the effects of fragmentation relevant for
charged particle therapy: the first one is the “disappearance” of the projectile in
its original configuration, since the collision changes its nature and fragments are
produced. As a consequence, the projectile does not deposit its energy up to the
desired Bragg peak position. The second effect is the secondary particles pro-
duction. These fragments have a smaller size but a velocity close to the velocity
of the primary ions. Because of the A/Z2 scaling of the range, these fragments
can deposit their energy at penetration depths beyond the projectile Bragg Peak
[25],[16].

The impact of nuclear fragmentation on the depth-dose profile is shown in
Fig.1.16 : with increasing penetration depth, the peak-to-entrance ratio becomes
gradually smaller, mainly caused by the exponentially diminishing flux of primary
ions. The buildup of lower-Z fragments is clearly visible in the dose tail behind
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the Bragg Peak (BP) at larger depths. Additionally, the BP are increasingly
broadened by straggling.

Figure 1.16: Measured Bragg curves of 12C ions stopping in water [16].

1.3 Biological effects of radiation

The capability of radiation to destroy a tumor depends on the induced biological
damage in cancer cells. It is therefore important to introduce some basic concepts
about radiobiology.

When cells are exposed to ionizing radiation, the biological damage occurs
due to the chemical changes caused by ionization at cellular level. The DNA is
the primary target for radiation induced cell killing, due to its central role in all
cellular functions. When ionizing radiation is absorbed in biological materials, the
damage to the cell may occur through direct or indirect action, as schematically
shown in Fig.1.17. In direct action the radiation interacts directly with the critical
target (the DNA) in the cell. The atoms of the target itself may be ionized
or excited through Coulomb interactions, leading to the chain of physical and
chemical events that eventually produce the biological damage. In indirect action
the radiation interacts with other molecules and atoms within the cell (mainly
water) to produce free radicals, which can, through diffusion in the cell, damage
the DNA. In interactions of radiation with water for example, extremely reactive
radicals such as H2O+and OH− are produced [14].

Various phenomena can take place when a cell is irradiated [30]. The radiation
may pass through the cell without any damage: ionization may form chemically
active substances which can alter the structure of the cells, but these alterations
may be no different as those that naturally occur and may have no negative
effects. The radiation may damage the cell, but the cell repairs the damage: the
organisms develops a series of processes for which the DNA is able to self-repair.
When a Single-Strand Breaks occurs, most DNA is repaired with no long-term
effects. In case of a Double-Strand Break, the repair is difficult to achieve. If
a damaged cell needs to perform a function before it has had the time to repair
itself, it could replicate in the damaged form. These altered cells may reproduce
themselves at an uncontrolled rate. Finally, if the cell is extensively damaged by
radiation it may die. As will be discussed in the Section 1.4.2, heavy ions are
characterized by an enhanced biological effectiveness in cell killing compared to
photon, due to their higher ionization density.
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Figure 1.17: Direct and indirect radiation-induced damage to the DNA [34].

1.4 Biological and dosimetric parameters

Radiation dosimetry deals with methods for a quantitative determination of en-
ergy deposited in a given medium by directly or indirectly ionizing radiations.
The most commonly used dosimetric quantities and their units are defined in the
following.

1.4.1 Absorbed dose

Biological effects in radiation therapy as well as in proton and heavy particles
treatments, are related to the absorbed dose. It is defined by the International
Commission of Radiation Units, ICRU, as the average energy E released by the
ionizing radiation per unit mass m of material [32]:

D =
dE

dm
(1.11)

The unit measure is Gray (1Gy=J/kg).
For several decades the quantity has been shown to be useful in radiation therapy,
as well as in radiation protection and radiobiology. However, the absorbed dose
is not enough to determine the biological effects of different radiation qualities.
A physical quantity which better describes the radiobiological consequences orig-
inated from different types of radiation is the Linear Energy Transfer, described
in the following.

1.4.2 Linear Energy Transfer, LET

The severity and permanence of the chemical alterations of the biological molecules
are directly related to the local rate of energy deposition along the particle track.
When we focus on the medium rather than the particle, we can introduce the
Linear Energy Transfer(LET). It is defined as the amount of energy E released
per unit length by the ionizing radiation traversing the material:

LET∆ =
dE∆

dx
(1.12)

where x is the path length. The units of LET are often given as keV/µm.
The LET is nearly identical to the Stopping Power. The differences arise when
a portion of the radiation energy is liberated in such a way to produce energy
deposition at a substantial distance from the original particle track. While the
specific energy loss includes such releases of energy as part of the energy loss of
the particle, the LET counts only the energy deposited along the track. The LET
is thus used to quantify just releases coming from the incident particles, all that
releases induced by secondary particles are not taken into account [10],[12].
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Those radiations with large values of LET, such as heavy charged particles,
tend to result in a greater biological damage than those with lower LET, even
though the total energy deposited per unit mass is the same. This is due the
presence of secondary electrons (δ-rays) produced in the Coulomb interaction of
heavy ions with the target. These electrons can generate further excitations and
ionizations. Most of them deposit their dose in the center of the primary ion
tracks, whose typical diameter is of the order of nanometers. As a consequence,
the probability of damaging the DNA increases, inducing the enhanced heavy ion
cell killing capability.

1.4.3 Relative Biological Effectiveness, RBE

As previously seen, radiations of different quality produce different levels of bi-
ological and clinical effects. Radiation quality is related to the type of particles
and their energy spectrum. In radiobiology, it has become customary to use the
Relative Biological Effectiveness to quantify differences in biological effectiveness
of different radiation qualities.
It is defined as the ratio between two absorbed doses delivered with two radi-
ation qualities, one of which is a "reference radiation" (predominately, 60Co γ
rays), that result in the same effect in a given biological system under identical
conditions:

RBE =

✓
Dref

Dion

◆

isoeffect

(1.13)

where Dref is the reference dose and Dion is the delivered dose of the radiation of
interest. A common way to analyse the different effects of photons and charged
particles on the RBE is by means of the so called cell survival curves.

A cell survival curve describes the surviving fraction of cells as a function of the
radiation dose. Survival curves are usually represented by plotting the surviving
fraction on a logarithmic scale on the ordinate against dose on a linear scale on
the abscissa, as shown in Fig.1.18 (a). Each type of radiation is characterized by a
proper shape. Being fixed a certain "survival level", Fig.1.18 shows how the RBE
is determined, for a specific type of radiation. It has been demonstrated that in the
case of charged particles, the RBE is dependent on radiation LET. The variation of
the RBE with the LET is shown in Fig.1.18(b). The general trend is the following:
an increase from low LET up to 100-200 keV/µm and then a decrease at very high
LET caused by overkilling effect. In ion treatment planning the RBE compares
the heavy ion or proton radiation biological effect with the conventional radiation
results. By multiplying the RBE with the physical absorbed dose, it is possible to
determine the photon-equivalent dose, which quantifies the conventional radiation
dose that would lead to the same biological effect as tested radiation. Protons
used in clinical practice generally have an entrance energy between 150 MeV and
250 MeV corresponding to a low-LET in water around 1 keV/µm. The LET on
the SOBP increases with depth in a range of 2-6 keV/µm. This modest LET
increase does not considerably affect the RBE, that is why protons for therapy
are normally considered to have an RBE of 1.1 throughout the entire radiation
field. However, recent experiments [7] has shown that the RBE in proton therapy
significantly overcomes the current adopted value of 1.1, leading to an increase
in the of biological damage to the entrance channel, i.e. in the region of healthy
tissues. Using a constant RBE=1.1 can therefore lead to an underestimation
or overestimation of the deposited dose in the healthy tissues. The situation in
heavy-ion therapy is more complex because of the large variations of the LET,
that reaches a maximum whose value and position depend on the particle type.
Light particles are generally more effective than heavier particles at the same
LET, because they are slower and therefore have a narrow track width.
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(a)

(b)

Figure 1.18: (a) Survival curves and RBE evaluation for survived fractions equal to 10%
and 1%. It is immediately noticeable that the RBE of a certain radiation is not constant
with the survival levels [33]. (b) RBE calculated at 10% survival against LET: different
colors indicate different ions, from protons to heavy ions [7].

When deciding on a dose prescription for a new ion beam, it is necessary to
wheigh a variety of factors considering the dependence of the RBE not only on
the radiation type and on the dose but also on the biological system. The beam
characteristics change during tissue penetration, therefore delivering a constant
physical dose does not lead to a uniform biological effect. In Fig.1.19 is shown
an example of calculation and optimization of biological effective dose [37]. The
RBE must be computed in order to obtain a uniform biological effective dose over
the target.

1.4.4 Oxygen Enhancement Ratio, OER

Another factor affecting the shape of the dose-response is the concentration of
oxygen in tissue that leads to a different response to the irradiation. Hypoxic
cells have been shown to be considerably more radio-resistant (Fig.1.20 (a)). Un-
fortunately, the multiplication of neoplastic cells is so rapid that the blood supply
is not sufficient to guarantee the same oxygenation as the healthy cells, so that
hypoxic regions may arise. Therapies of different nature react in a different way
to the presence of oxygen. To quantify the effectiveness of different radiations
against hypoxic zones the Oxygen Enhancement Ratio parameter has been intro-
duced. It is the ratio of the doses of radiation required to produce a the same
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Figure 1.19: (A) Optimization of Biological Effective Dose(BED) and (B) the corre-
sponding cell survival fraction for a 200 MeV/u 12C ion beam. The terms Phy.,Tra.

and Opt. in the figures represent physical dose, BED calculated and BED optimized,
respectively. Experimental data from [30].

level of cell killing when delivered to anoxic (Danoxic) or oxygenated (Doxygenated)
tissues:

OER =

✓
DHypoxic

DOxygenated

◆

iso

(1.14)

Typical values of the OER vary from 1 (the damage produced by the radiation
does not depend on the presence of oxygen) to 3 (the radiation is considerable
affected by the presence of oxygen) [10],[31].
The study of this parameter is very important in hadrotherapic treatments, it has
been observed that high-LET ions are characterized by a value of the OER much
lower than that one of X-rays. In general, the higher the LET is, the more the
OER tends to 1 (Fig.1.20 (b)).

1.5 Hadrontherapy technology

The use of hadrons for cancer therapy as an alternative to conventional radiation
has led to significant improvements in treatment techniques. The need of making
available particles at energies of several hundred MeV, which are required for
these therapies, led to the development of new accelerators technology. The best
candidates for medical applications are the cyclotron and the synchrotron.

The choice of the accelerator type plays a fundamental role in the design of
a hadrontherapy facility. Several factors must be taken into account: cost, relia-
bility as well as the advantages deriving from a simplified design. On one hand,
cyclotrons offer stable and adjustable beam intensities, but they work at fixed
energy (i.e., fixed frequency and fixed field). In this case the energy modulation
is made by means of degraders placed along the beam line. Synchrotrons, on the
other hand, offer fast energy variations: the energy of the beam can be varied
from one cycle to the next in steps as small as 1 MeV. The main drawback in
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(a) (b)

Figure 1.20: (a) Schematic cell survival curve of a tumor cell population with a portion
of anoxic cells that produce the radio-resistant tail at higher dose levels [31]. (b) OER
plotted against LET. The vertical dashed line separates the low LET region from the
high LET region [14].

this case is the huge size of such accelerators due to the more complexity of the
design.

In the following Section a description of the accelerators is presented, high-
lighting their advantages and disadvantages.

1.5.1 Cyclotron and Synchrotron

All accelerators are based on the same principle: a charged particle is accelerated
through a gap between two electrodes when a potential difference is applied. A
schematic representation of both technologies is shown in Fig.1.21.

A cyclotron consists of two D-shaped electrodes, known also as “dees”, placed
face to face in a vacuum chamber. This vacuum chamber is placed between the
two poles of a large magnet which creates a uniform perpendicular magnetic field.
Charged particles are then injected into the centre of the chamber, in a narrow
gap led between the two D electrodes (orange spot in Fig.1.21 (a)). A high fre-
quency alternating voltage is applied across the dees. This voltage alternately
attracts and repels the charged particles causing them to accelerate when cross-
ing the gap. The constant magnetic field causes the particle to move in a circular
path and, as they gain more energy from the accelerating voltage, they spiral
outwards until they reach the outer edge of the chamber in order to be extracted
and addressed to the target. The size of the vacuum chamber determines the
length of the spiral path and hence the amount of energy gained by the particle
[14]. In this way higher energies can be achieved using the same voltage and, at
the same time, metal dees do not need to be of great length. Ernest Lawrence,
inventor of this technology, achieved a proton energy of 80 keV using a cyclotron
with a diameter of just 11 cm. As previously introduced, the extraction energy
of a cyclotron is fixed, so that energy variation at a patient must be achieved
by means of absorbers. So, if from the point of view of the simplicity of the
design, cyclotrons offer numerous advantages on the other hand, these degrader
have the undesirable effect of introducing an increased beam emittance from scat-
tering and an increased energy spread from straggling. Furthermore, the nuclear
inelastic scattering of the projectiles on the absorber material produces different
particles that can reach the patient.

Whereas in a cyclotron the particle beam moves along a spiral trajectory
starting from the centre of the machine, in a synchrotron the beam circulates
along a fixed orbit and the magnetic field varies according to the acceleration
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(a)

(b)

Figure 1.21: Schematic representation of Cyclotron (a) and Synchrotron (b) functioning
[39].

process. The acceleration is usually achieved using radio frequency cavities placed
along the beam line, as shown in Fig.1.21 (b). In addition, in order to create an
appropriate focusing channel and to bend the particles, dipole and quadrupole
magnets are interposed in the ring [39]. The particles enter the ring only after
they have been accelerated by a linear accelerator (LINAC ). The main advantage
offered by a synchrotron is its energy variability, so that the modulation of the
Bragg Peak can be achieved without the use of absorbers, thus preserving beam
quality. On the other hand the accelerator design is more complex than a cyclotron
working at fixed frequency and magnetic field [38]. As an example one can mention
the synchrotron used at the CNAO (Pavia, Italy) (Fig.1.22).

1.5.2 Beam Delivery

As largely discussed , one of the main advantages in hadrontherapy is the pre-
cise coverage of the tumor volume with respect to conventional radiation therapy.
However, it is still clinically advantageous to be able of varying the orientation
of the incident particles. While a single field direction may be preferred for some
treatments, such as ocular cancers, in many cases it should be preferable irradiated
the tumor volume from different angles. This is done by coupling the accelerator,
via a beam transfer line, with a movable mechanism, known as gantry, whose
functioning principle is shown in Fig. 1.23. In typical particle therapy installa-
tions a single accelerator source delivers the beam to more than one treatment
room, each of which may be equipped with a gantry or with a fixed beam line
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(a) (b)

Figure 1.22: (a)Overview of the synchrotron room at CNAO (Pavia, Italy). (b)Details
of the linear accelerator.

[39]. Most gantries are isocentric: the patient is in a fixed position and receives
the required dose while the gantry rotates around him. As shown in Fig.1.23,
isocentric gantries comprise a number of dipole and quadrupole, to correctly ad-
dress the beam from the source to the patient, as well as monitors to measure
beam position and profile.

Depending on the adopted accelerator, the achievement of a conformal irra-
diation of the target volume can be done with active (synchrotron) or passive
(cyclotron) methods. The passive method consists of interposing specific pieces
of matter and mechanical devices on the beam trajectory, in order to match at
the best the distal shape of the tumor, as shown on Fig.1.24. The required SOBP
is generated using a range modulator, that is constituted by rotating absorbers of
variable thickness placed on the beam path, and by means of additional pieces of
plastic that constitute the so called range shifter. Finally, longitudinal compen-
sators, specifically conceived for each patient, allow to achieve the last conformal
shaping of the beam just before the skin of the patient [3]. The main advantage
of this method is its simplicity, since the treatment can be performed without
changing the accelerator parameters. Its main drawback is the production of un-
wanted secondary particles, especially when using ion beams. Better results can
be achieved by active methods (Fig.1.25). One of these techniques consists in
painting in three dimensions the tumor by deviating a pencil beam with magnets.
The tumor is divided in planes, each of them corresponding to a given beam en-
ergy. The main advantages consist in a better conformity of the dose distribution
to the target and the absence of patient-specific accessories. On the other hand,
it requires an excellent beam control and is hence very difficult to achieve.

1.6 Treatment Planning

To develop a treatment planning it is necessary to simulate the dose distribution
to the tumor and the surrounding normal tissue and organ at risk which would
result from a treatment. In this way, parameters of interest can be extracted in
order to correctly predict at the best the treatment outcome. These simulations
are performed by means of dedicated Treatment Planning Software (TPS).

The treatment planning consists of several steps. In the first step the pa-
tient undergoes cross-sectional imaging in order to reconstruct the 3D tumor
anatomy. At present, Computer Tomography (CT) is the basic imaging tech-
nique that serves treatment planning. Because of the high precision in striking
the target achieved in hadron therapy, the correct positioning of the patient is of
paramount importance. CT is therefore performed with the patient immobilized
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(a)

(b)

Figure 1.23: (a)Illustration of the functioning principle of isocentric gantries: he gantry
plane rotates around an axis that is horizontal and passes through an isocentre that lies
within the patient. (b) Schematic representation of a treatment room equipped with a
gantry [39].

in the treatment position, so that potential attenuation effects on the beam can be
accounted when performing dose calculations with the TPS. In some case, when
the soft tissue contrast of CT is not sufficient, additional imaging is performed by
means of Magnetic Resonance (MR) imaging. After the image acquisition, the so
called structure segmentation follows. In this phase the volume to be irradiated
and organs at risk are defined. At this point, combining the information coming
from the imaging and medical advices, the treatment plan can be computed by
TPS. Once the treatment plan is accepted, the beam parameters and treatment
geometry parameters are transferred to a database in order to be applied [3].

1.7 Future prospects

Charged Particle Therapy has already evolved from physics research laboratories
to clinical practice. There is clear evidence that dose distributions deriving from
the use of charged particles are more favorable compared to photon therapy. A
further advantage lies in the biological effects induced by charged particles. The
increase in LET at the BP region produces an enhanced biological effectiveness
in cell killing compared to conventional photon radiation therapy.

Some of the uncertainties in the Tumor Control Probability for these ther-
apies are related to the lack of knowledge in particle interactions with tissues,
especially for nuclear interaction cross sections at required therapeutic energies
[7]. In the case of proton beams, target fragmentation can occur, generating a
spectrum of low energy heavy recoils that depends on beam energy and target
materials. These secondary particles are characterized by a very high LET and
then high RBE , affecting the outcome of treatment plans. The overall biological
effect arising from the mixed radiation field in a tissue voxel is strictly dependent
on the components of the beam. Each fragment gives a different contribution
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Figure 1.24: Sketch of a fully passive beam shaping system. The initially narrow beam
is broadened by a scattering system and adapted to the target volume by various passive
beam shaping devices. Adaption of the dose field to the distal contour of the target
volume is achieved by a compensator [2].

Figure 1.25: Principle of the active beam modulation. The target volume is irradiated
by moving with magnets a pencil-like ion beam [2].

when interacting with the cells. In recent years some experiments have been also
dedicated to the study of projectile fragmentation for 12C ion beams, however
this program was carried out only for a few energies [28],[29]. The accurate mea-
surement of nuclear fragment spectra in an ion beam induced radiation field is in
general of paramount importance for particle therapy, in order to provide reliable
models that are needed in treatment planning algorithms. This is one of the goals
of the FOOT (FragmentatiOn Of Target) experiment, whose research program is
described in the next Chapter.
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Chapter 2

The FOOT experiment

One of the open issues in hadrontherapy is the lack of experimental measurements
of the nuclear reaction cross sections for the fragments produced by protons and
carbon ions in the energy range of therapeutic applications (50-200 MeV for and
50-400 MeV/u respectively). Treatment Planning Systems therefore rely upon
simulation models, that suffer from many uncertainties since there is no exact
calculable theory of these nuclear processes.

In recent years some experiments have been dedicated to the study of pro-
jectile fragmentation of 12C ions. The experiment carried out on May 2011 at
GANIL (Grand Accélérateur National d’Ions Lourds) in France, allowed the mea-
surement of the double-differential cross sections of secondary particles produced
in the 12C fragmentation at 95 MeV/u [28]. Another example comes from the
FIRST (Fragmentation of Ions Relevant for Space and Therapy) experiment, in
which the double-differential cross sections of carbon ions fragmentations at 400
MeV/u have been provided [29]. However, these programs have been carried out
only for a few energies.

The FOOT (FragmentatiOn Of Target) experiment has therefore been con-
ceived to fill the energy gap in the available data of 12C ion fragmentation cross
sections, in order to include the effect of the fragmentation in the current Treat-
ment Planning Systems. The other goals of the FOOT project are the char-
acterization of target fragment production cross sections for proton beams and
projectile fragment production cross sections for new, high-LET ions, like oxygen
beams, in view of its potential against hypoxic tumors, as will be shown in Section
2.2. Further interest for a program of cross section measurements is also coming
from the issue of radioprotection in space missions. Beyond many important risks
of other nature, several radiation sources in space have to be considered. The
design and optimization of the spacecraft shielding requires therefore a detailed
knowledge of the fragmentation processes.

In Sections 2.1 and 2.2 a comparison between the proton and heavy ion therapy
is introduced, focusing on the RBE and the fragmentation effects. In Section 2.3
and 2.4, the adopted experimental strategies and the criteria that are at the basis
of the FOOT apparatus design are shown, followed by the presentation of the
experimental setup and in particular on the detector that is the object of study
of this thesis (Microstrip Silicon Detector). Finally, in Section 2.7 an example
of a Silicon strip detector is introduced, showing the configuration used during a
test beam carried out at the Trento Proton Therapy Centre (Italy) on December
2017.
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2.1. Target fragmentation in proton therapy

Figure 2.1: Illustrative image of the expected relative impact of target fragments in the
entrance and in the peak regions as compared to the effect of inactivation by ionization.
to estimate cell survival probability the LEM model has been used [7].

2.1 Target fragmentation in proton therapy

TPS for protons is a highly debated issue, recently appeared in a new attention
as a possible explanation of patient toxicity data described by a Normal Tissue
Complication Probability (NTCP). The commonly used constant factor of 1.1 for
the RBE has been challenged, triggering large research efforts worldwide. As can
be seen in Fig.2.1, the target fragmentation in proton beam is more relevant in the
entrance channel region, where the impact of nuclear fragmentation, as compared
to ionization induced cell killing, is less overwhelmed than in the peak region.
Since the target fragment spectra are characterized by very low energies, this
will prevent the particles traveling distances larger than few microns, resulting
in a local dose deposition before the Bragg peak and furthermore making their
experimental detection extremely difficult [41]. With the FOOT experiment it
is planned to overcome this difficulty, by making use of the inverse kinematic
approach, whose description is remanded to Section 2.3, opening in this way
for the first time the possibility to investigate the target fragments effect on a
biological level.

2.2 Projectile fragmentation in heavy ion therapy

When using heavy ions (Z>1), projectile fragmentation events occur inside the
patient tissues. The projectile fragments are produced mostly in the forward
direction and have the same velocity, but lower mass, of the primary particle,
resulting in a longer range than the projectile and therefore in an unwanted dose
tail beyond the Bragg peak. In this case FOOT will be able to provide the
fragmentation cross sections measurement from direct kinematics. In view of its
potential against hypoxic tumors, Oxygen beams are increasingly considered as a
valid alternative to carbon ions.

Since it has been shown that OER decreases substantially with higher LET,
the rationale for using Oxygen beams is basically driven by their similar charac-
teristics as compared to Carbon, but with a larger LET distribution able to be
effective in contrasting to hypoxia. However, in normal (aerobic) conditions, the
larger fragmentation of Oxygen beams in the target and in the entrance channel,
makes their use less convenient as compared to lower Z ions (such as Carbon).
The challenge in using this kind of beams is then a trade-off between the LET
advantage and the worse fragmentation in normal tissues. The correct assessment
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of the potential use of this new beam is strictly related to a very accurate descrip-
tion of its fragmentation cascade, for a large range of initial energies and in the
complete range of its propagation [41].

All the above mentioned issues are the core of the MoVe IT (MOdeling and
VErification in Ion beam Treatment planning) project. Indeed, the data provided
by the FOOT experiment will be used in the MoVe IT project, to realize compar-
ative TPS studies for all the most relevant ions available, which could be able to
provide indications for different patient cases.

2.3 Experimental strategies

The main challenge of the FOOT experiment is the detection of very short range
(order of microns) and very low energy (few MeV) fragments produced by the
target fragmentation when proton beams are used. This makes their experimental
detection extremely difficult. It is planned to overcome this difficulty with the use
of an inverse kinematic approach, studying the fragmentation of different ion
beams onto a target. Ion beams are chosen according to the principal constituent
of the human body (H,C,O,Ca,etc.). By applying the Lorentz transformation
one can then switch from the laboratory frame to the “patient frame”. For what
concerns the target, the inverse kinematic approach implies the management of a
pure gaseous Hydrogen target, leading to some technological challenges. For this
reason one can think of using two different targets: an hydrogen enriched target,
such as polyethylene (C2H4) and a pure graphite (C) target, which are easy to
produce and manage. The fragmentation cross sections on H can then be then
extracted by the subtraction of the cross sections of C and C2H4 [28]:
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This approach has been already validated in the experiment at GANIL [28]
(Fig.2.2). With this approach produced fragments will have higher energy and a
much longer range, making their detection easier.

Figure 2.2: Carbon ions beam @95MeV on C and CH2 targets: the fragmentation cross
section on H is obtained by subtracting the cross sections of C and CH2 [28].

2.4 The design criteria of FOOT apparatus

The basic idea is to realize an experimental setup which can be easily trans-
portable, in such a way particle beams at different therapeutic centers can be
exploited. As a consequence the overall experimental setup should lie within the
1.5-2 meters range. Furthermore, the characteristics of the detectors adopted for
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the estimation of the above mentioned cross sections, must be properly chosen
on the basis of the expected physical properties of the outcoming fragments. For
example, it has to be taken into account the emission angle of the produced par-
ticles. Fragments heavier than Helium, are emitted with angles whose value can
reach at the maximum 10°÷20°. On the other hand, the emission angle of light
fragments can also assume values of the order of 70°. Thanks to Monte Carlo sim-
ulations, it is possible analyse fragments characteristics and thus correctly plan
experimental strategies.

The study of the physical processes by means of MC simulations shows that
it is hard to achieve the desired angular acceptance for all secondary fragments
with a setup of limited size. Since lower mass fragments can be emitted within
a wider angular aperture with respect to heavier nuclei, the necessary size of the
experimental apparatus would become too big in view of a table top setup design.

For these reasons in the FOOT experiment two different setups will be imple-
mented:

• a setup based on electronic detectors and magnetic spectrometer concept,
aiming to the identification and measurement of fragments heavier than
4He, covering an angular acceptance up to 10°÷20° with respect to the
beam axis;

• a setup exploiting the emulsion chamber capabilities that supplies com-
plementary measurements for light fragments (Z2) extending the angular
acceptance up to 70 degrees.

In this thesis we will not discuss in detail the emulsion setup. For a more complete
knowledge of this apparatus the reader should refer to [41].

2.5 The Electronic Detector Setup

Object of the analysis are the fragments with Z≥2 and the measurement of the
relative energy spectra. The driving criterion of the detector design is the need
for a robust charge and isotopic identification of the produced fragments. For
this purpose, the setup will aim to measure momentum, kinetic energy and Time
Of Flight (TOF) of the produced fragments. The fragments dE/dx is measured
through the energy release in a thin slab of material (∆E).

The detector performances to be achieved are the following:

• momentum resolution σ(p)/p at the level of 5%;

• TOF resolution at the level of 100 ps;

• energy resolution σ(Ek)/(Ek) at the level of 2%;

• σ(∆E)/(∆E) at level of 2%.

The charge can be identified by crossing the ∆E measurement with TOF or kinetic
energy. The mass can be then extracted by momentum and kinetic measurements
through the following relations:

p = mcβγ (2.2)

Ek = mc2(γ − 1) (2.3)

Ek =
p
p2c2 +m2c4 −mc2 (2.4)

where β = v
c and γ = 1p

1−β2
are derived from the fragment TOF. In the calcula-

tion, it must be taken into account the fragmentation contribution due to detector
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materials that must be kept as low as possible and eventually subtracted.

In the detector layout different regions can be individuated: the pre-target
region (Start Counter+Beam Monitor), the magnetic tracking region and the
scintillator and calorimeter region. A schematic view of the experimental setup
is shown in Fig.2.3.

Figure 2.3: Schematic view of the FOOT apparatus and its components [FLAIR
geoviewer].

2.5.1 Pre-Target region

The Start Counter (SC), placed 20-30 cm upstream of the target, provides the
trigger signal to the whole experiment and the measurement of incoming ion flux
to be used for the cross section measurement, providing the reference time for all
the other detectors and allowing the TOF measurement in combination with the
∆E scintillator detector. Details of the detector are shown in Fig.2.4 (a).

The Beam Monitor (BM) is a drift chamber consisting of twelve consecutive
layers of wires, with three rectangular drift cells per layer. Planes with wires
oriented along x and y axes are alternated to better reconstruct the beam profile.
This component will be placed between the SC and the target and it will be
used to measure the direction and impinging point of the ion beam on the target,
providing the primary particles position and direction. The BM read-out time
is fast enough (of the order of 1 µs or less) to ensure that tracks belonging to
different events cannot be mixed.

(a) (b)

Figure 2.4: (a): Details of the Start Counter: optical fibers are grouped in four different
arms. (b): Beam Monitor [41].
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2.5.2 Magnetic spectrometer region

The overall tracking system of FOOT is conceived as a magnetic spectrometer con-
sisting of three measuring stations. In between the three stations two permanent
magnets provide the required magnetic field. The Vertex detector (VTX) con-
sists of four pixeled Silicon detector layers, opportunely disposed (Fig.2.5), that
will use as sensing element the M28 chip [42],[43] (from the family of the CMOS
Monolithic Active Pixel Sensors, widely used in optical and X-ray imaging). The
Inner Tracking station foresees two planes of pixeled Silicon sensors to measure
both the position of the track in the plane orthogonal to the beam axis and the
direction of the track itself. Also in this case M28 sensors will be used, simpli-
fying the need for specific know-how as well as the procurement of the sensors
themselves. To minimize the multiple scattering and nucleus re-fragmentation,
M28 sensors will be thinned to around 50 µm.

(a) (b)

Figure 2.5: Target and Vertex tracker geometrical scheme [41].

The downstream tracking is then carried out by the Microstrips Silicon De-
tector, whose characteristic will be discussed in detail in the Section 2.6.

2.5.3 Scintillator and Calorimeter region

The plastic Scintillator will provide the stop to the TOF measurement and the
measurement of the energy release ∆E in a thin slab of material to identify the
charge of the crossing fragments. It is made of two orthogonal layers, each one
made of 20 plastic scintillator rods, to reconstruct the two-dimensional interaction
position of the particle in the detector. The total surface of the detector is 40⇥40
cm2 which matches the fragments aperture at 1 m distance from the target. The
thickness chosen (6 mm) is a trade-off between two opposite trends: a thicker
rod will integrate more energy release and more emitted light, so improving the
resolution on both ∆E and TOF, but on the other hand a re-fragmentation inside
the thicker plastic rod would spoil the dE/dx measurement. The spatial resolution
in the two directions is given by the bar section, i.e. 20 mm, which matches
the calorimeter pixel size. The dE/dx detector prototype (Fig.2.6), currently
under investigation, foresees the coupling at both ends of the bars with silicon
photomultipliers (SiPM) via optical glue. The number of photo-detectors coupled
to each end will be optimized according to the expected performances of the final
detector. A preliminary test beam was performed at the Proton Therapy Centre
of Trento (Italy) to measure the time and the energy resolution of the scintillator.
It has been shown that the energy resolution ranges from 10 to 25%, while a time
resolution of 170-180 ns was measured.
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Figure 2.6: Picture of the dE/dx detector prototype [41].

The FOOT Calorimeter is the most downstream detector. It is designed to
measure the energy of projectile fragments produced in the target. Since FOOT
will work at a relatively low beam intensity, the ideal material for a calorimeter
is a dense crystal, with high light yield. For these reasons, it has been decided to
use BGO crystals. The calorimeter will cover a circular surface of about 20 cm
radius.

2.6 Microstrip Silicon Detector

Tracking of fragments downstream the magnetic volumes is essential for the mea-
surement of the momentum and to match the reconstructed tracks with the hits
in the TOF scintillator and calorimeter. Also the redundant measurement of
dE/dx could be useful to improve the reliability of the experiment. The choice of
a Microstrip Silicon Detector (MSD) has been dictated by the need to:

• work as close as possible to the last magnet;

• provide a sufficient spatial resolution for at least 3 (x,y) points;

• minimize the amount of material to reduce the impact of multiple scattering
and reduce secondary fragmentations;

• provide precise dE/dx measurements for heavy ions up to 200 MeV/u;

• provide the capability for dE/dx measurements up to 1 GeV/u in order to
extend the physics potential of the experiment in the astrophysical domain.

Before the description of the specific Silicon detector geometry conceived for the
FOOT setup, a few basic concepts on how a semiconductor detector works will
be shown in the following.

2.6.1 Advantages in using semiconductors

In many radiation detection applications, the use of a solid detection medium is
of great advantage. Scintillators offer one possibility of providing a solid detection
medium, but one of the major limitations of scintillation counters is their relatively
poor energy resolution. The energy required to produce one information carrier
(a photoelectron) is of the order of 100 eV or more and the number of carriers
created in a typical radiation interaction is usually no more than a few thousand.
The statistical fluctuations in so small numbers lead to a limitation in the energy
resolution. The only way to reduce the statistical limit on energy resolution is to
increase the number of information carriers per pulse. In this sense, the use of
semiconductor materials as radiation detectors can result in a much larger number
of carriers for a given incident radiation.
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In addition to a better energy resolution, solid-state detectors offer other de-
sirable features: compact size, the detector dimensions can in fact be kept much
smaller than an equivalent gas-filled detector because of the larger densities of
solids compared to that one of gaseous substances, relatively fast timing charac-
teristics and an effective thickness that can be varied to match the requirements
of the application [44].

2.6.2 Signal formation and acquisition

The above mentioned characteristics that make semiconductors so attractive in
radiation detection originate from the properties of the crystalline structure typ-
ical of these materials.

While electrons in an isolated atom can only have discrete energy levels, when
combined in a lattice, the discrete energy states of the atomic shell broaden to
form bands, as shown in Fig.2.7. The valence band, corresponds to those outer
shell electrons bound to specific lattice sites within the crystal. If excited, these
electrons can gain sufficiently energy to move in the conduction band, in which
they can move freely. These two bands are separated by a region which designates
energies that electrons cannot posses. This region is known as forbidden gap
or bandgap, Eg and it is given by the energy difference between the maximum
valence band energy, Ev, and the minimum conduction band energy, Ec. For

Figure 2.7: Bands structure in insulators, semiconductors and conductors [46].

insulators the valence electrons form strong bonds between neighbouring atoms.
These bonds are difficult to break and, consequently, there are no free electrons
to participate in current conduction. As can be seen in Fig.2.7, insulators are
in fact characterized by a big forbidden energy gap, whereas for conductors the
valence and the conduction bands are overlapped. In a semiconductor, bonds
between neighbouring atoms are only moderately strong and the bandgap, whose
value ranges around 1 eV, is much smaller than that one of insulators in which
the forbidden gap can assume values larger than 5 eV.

If enough energy is imparted to a bond by incident radiation, this excites an
electron into the conduction band and leaves back a vacant state in the valence
band (hole). Although the hole appears in the valence band, it can also move by
indirect mechanisms. An hole can in fact be filled by an electron from a nearby
atom, thereby moving to another position (Fig.2.8).
The motion of electrons and holes can be directed by an electric field. In this
sense, holes can be treated as positive charge carriers, just like the electrons are
the negative one. Holes tend to move more slowly, since hole transport involves
sequential transition probabilities. The semiconductor volume thus acts as an
ionization chamber: particles deposit energy in the detection volume, forming
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Figure 2.8: Schematic representation of the electron-hole pairs motion. An incident
particle can break a bond, promoting an electron into the conduction band. The vacant
bond with positive net charge can also move due to the presence of neighbouring electrons
that will occupy this hole [44].

positive and negative charge carriers; under an applied electric field the charge
carriers move and induce a change in induced charge on the electrodes.

The average signal charge is given by [44]:

Qs =
E

Ei
e (2.5)

where E is the absorbed energy, Ei the energy required to form a charge pair
and e the electronic elementary charge. The absorbed energy must exceed the
band gap to form mobile charge carriers (in Si the gap is equal to 1.12 eV). When
all signal charges have reached their respective electrodes, the change in induced
charge, i.e. the integrated signal current, is Qs.
The minimum detectable quantum of energy is set by the band gap. In a pure
semiconductor, due to the small band gap and due to the thermal excitation,
electrons already occupy the conduction band at room temperature. The elec-
trons from the conduction band may also recombine with holes. The thermal
equilibrium is then reached between excitation and recombination. When the
concentration of electrons and holes (intrinsic carrier concentration). From this,
one can distinguish insulators from semiconductors: at a temperature of 0 K
semiconductors are insulators, but at higher temperatures they have substantial
conductivity, depending on the magnitude of the band gap. While the insula-
tors have sufficiently large band gaps so that the concentration of carriers in the
conduction band is negligible at all temperatures of interest [12],[44].

2.6.3 The ideal semiconductor detector: Signal-to-Noise Ratio

One of the most important parameter of a detector is the Signal-to-Noise Ratio
(SNR). The signal generated in a silicon detector depends essentially only on the
thickness of the depletion zone and on the dE/dx of the incident particle. The
noise is strictly related to various parameters such as the geometry of the detector
and the readout electronics. A good detector should have high SNR. However,
this leads to two contradictory requirements:

• Large signal: low ionization energy, that means small band gap;

• Low noise: very few intrinsic charge carriers and so large band gap.

Such conditions can be established by using a reverse-biased pn junction. The
key to this technology is the introduction of impurities to control the conductivity
(doping). As we will discuss in the following, in semiconductors the conductivity
can be provided by either electrons (n-type) or holes (p-type).
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n-type doping

To illustrate the effect of doping on semiconductor properties, we consider crys-
talline Silicon as an example. Replacing a Si atom (group 4 in the periodic table,
i.e. 4 valence electrons) by an atom with five valence electrons, such as a Phospho-
rus (P) atom, leaves one valence electron without a partner. Since the impurity
contributes an excess electron to the lattice, it is called donor. This extra electron
remains only very lightly bound to the original impurity site and it will move to
the conduction band without a corresponding hole (Fig.2.9). The energy spacing
between these donor levels and the conduction band is sufficiently small (0.0005
eV) so that the probability of thermal excitation is high enough to ensure that a
large fraction of the donor impurities are ionized.

The net effect in n-type material is therefore to create a situation in which
the number of conduction electrons is much greater than the number of holes and
the number of holes much smaller than in the pure material. As a result, at room
temperature most electrons are raised to the conduction band and the probability
of ionization is high (Fig.2.9).

(a)

(b)

Figure 2.9: n-type doping in a crystalline silicon [46].

p-type doping

Consider again the crystalline Silicon. Introducing a trivalent impurity, such
as Boron (B), into a lattice site provides bonds for 3 Si valence electrons, but
leaves one impurity valence electron without a partner (Fig.2.10). This vacancy
represents a hole similar to that left behind when a normal valence electron is
excited to the conduction band, but its energy characteristics are slightly different.
If an electron is captured to fill this vacancy, it participates in a covalent bond
that is not identical to the bulk of the crystal because one of the two participating
atoms is a trivalent impurity. An electron filling this hole, although it is still bound
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to a specific location, is slightly less firmly attached than a typical valence electron.
These acceptor impurities create electron sites within the normally forbidden gap,
introducing a bound state close to the valence band (Fig.2.10).

As a result, the electron missing to the valence band, form mobile positive
charge states which behave similarly to an electron in the conduction band, i.e.
they can move freely throughout the crystal.

(a)

(b)

Figure 2.10: p-type doping in a crystalline silicon [46].

p-n junction and reverse biasing

When p-type and n-type materials are placed in contact with each other, the
junction behaves very differently than either type of material alone. The n-type
material electrons diffuse across the junction combining with holes in p-type ma-
terial. Filling a hole makes a negative ion and leaves behind a positive ion on
the n-side. A space charge builds up, creating a depletion region with a contact
potential. Since the depletion region is a volume devoid of mobile carriers, it
forms a capacitor, where the undepleted p and n regions are the electrodes and
the depletion region is the dielectric. An applied voltage V, with the indicated
polarity in Fig.2.11 further prevents electrons to flow across the junction. A re-
verse voltage therefore drives the electrons away from the junction suppressing
the diffusion effect. The depletion zone becomes in this way larger and its width
is given by [45]:

wdepl =
p
2r✏µrVbias (2.6)

where µ is the mobility of the majority carriers (electrons in case of n-type bulk),
r the resistivity of the bulk material and Vbias the bias voltage. Increasing Vbias

will increase the depleted volume in the bulk and therefore the region in which a
particle might be detected.
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(a)

(b)

Figure 2.11: (a) p-n junction [46]. (b) Reverse biasing [46].

2.6.4 Strip detectors: configuration and working principle

The detector electrodes can be then segmented to form strips or pixels. A strip
detector is an arrangement of strips acting as charge collecting electrodes. Placed
on a low doped fully depleted silicon wafer, these implants form a one-dimensional
array of diodes. By connecting each of the metalized strips to a charge amplifier,
a position sensitive detector is built. Two dimensional position measurements can
be achieved by applying an additional strip like doping on the wafer backside by
use of a double sided technology. The principle of operation of a silicon strip
detector is shown Fig.2.12.
The Si bulk is lightly n-doped and the junction is formed by highly doped p+

strips and the n+ backplane . Each strip forms a pn-diode. The backplane is
highly doped in the same manner as the bulk (n+ type in this case). In the bulk
between the two electrodes an electric field is present due to the applied voltage.
If an ionizing particle traverses the detector, an equal number of free electrons
and holes is produced. The electric field causes the charges to travel towards the
respective electrodes. A signal is induced on the electrodes as soon as the charges
start to move and it is then amplified by an amplifier connected to each strip [45].

The position of the strip that collects the charge determines the position of
the incident particle. The capability to distinguish particles that are very close
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to each other depends on the strip pitch. the resolution is therefore given by [44]:

σ2 =

Z p/2

−p/2

x2

p
dx =

p2

12
(2.7)

where p is the strip pitch. The root mean square resolution is therefore the strip
pitch divided by

p
12.

Figure 2.12: Schematic configuration of a Silicon strip detector [45].

2.6.5 The Microstrip Silicon Detector for FOOT

The use of a Silicon detector is a recent modification of the first design of the
experimental setup, that goes back to June 2017. The Microstrips Silicon Detector
(MSD) of the FOOT apparatus will be placed just after the second magnet. It
will consist of a series of Silicon planes disposed along the beam line. Each plane
is made by strips for each view oriented perpendicularly with respect to the beam
direction. The details of each plane are still under investigation, in order to
individuate an appropriate layout that ensures the required spatial resolution,
minimizing multiple scattering and fragmentation events.

As a first proposal, it has been foreseen the use of two Silicon layers thinned
down to 70 µm each one, glued together using a 30 µm thick bi-adhesive kapton
foil, giving an equivalent thickness of around 155 µm. At the present another
solution that foresees a single 150 µm thick Si layer has been proposed. The two
independent layers solution with respect to the one with a single layer will ensure
two independent dE/dx measurements and more rigid mechanical behavior. The
front-end hybrids, hosting the readout chips, will be glued at one side of each
silicon module (Fig.2.13) minimizing the dead space in the beam region. In this
case, the use of two thin Si layers leads to a smaller signal production with respect
to the case in which a single thicker Si layer is adopted. To compensate for this
smaller signal, the on strip amplification mechanism guaranteed by the Low Gain
Avalanche Diode (LGAD) mechanism will be implemented.
The Low Gain Avalanche Diode working principle lies in the Avalanche Photo
Diodes, where a region with high electric fields (>200 kV/cm) provides the charge
multiplication mechanism. LGAD are produced using a p-type multiplication
layer, with an n+ type electrode. The p diffusion under the cathode enhance the
electric field, as shown in Fig.2.13. Typical structure is shown in Fig. 2.13, it
is composed by the n+ electrode, the p multiplication layer, that represents the
avalanche region, and the p+ electrode. The signal is due electron and holes drift-
ing from creation point to collecting electrodes: electrons travel a short path to
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(a) (b)

Figure 2.13: (a) Conceptual sketch of x-y plane: 70 µm planes glued a 30 µm kapton
foil. Electronic front-end is at the periphery of the planes. (b) LGAD working principle:
n+/p/p+ doping structure is shown. Main signal is due to holes moving towards p+

electrode [41].

reach the n+ electrode, while holes traverse the entire device thickness to reach the
p+ electrode and they give the main contribution to the signal. A scientific col-
laboration with N. Cartiglia research group (Torino) has been already established
to study the behavior of thinned silicon sensors with LGAD amplification mech-
anism when traversed by heavy fragments. However, up to now the prototypes
with LGAD mechanism have been produced by FBK (Trento).

2.7 Test Beam in Trento

On December 2017, a test beam has been carried out in the Trento Proton Ther-
apy Centre. The experimental devices used for such test included a model of
strip detector. In this section, after a brief description of the Trento facility, the
characteristics of this specific detector and its performances will be presented.

The Trento Proton Therapy Centre, which is part of the Trentino Healthcare
Agency, started clinical operations in October 2014. As shown in Fig.2.14, a cy-
clotron serves two medical treatment rooms both equipped with rotating gantries.
The centre is also equipped with an experimental area, where the beam line is
split in two branches, both dedicated to scientific applications, including medical
physics and detector testing.

The beam is available in the experimental room outside clinical hours and
all activities are supervised by the Trento Institute for Fundamental Physics and
Applications (TIFPA), which is part of the Italian National Institute for Nu-
clear Physics (INFN). The cyclotron accelerates the beam up to a maximum of
228 MeV. After the cyclotron exit, a rotating degrader of different thicknesses
and materials allows to reduce the beam energy down to its minimum value of
70 MeV. The beam cannot be shared simultaneously among the different rooms
(treatment rooms or experimental room) and can only be requested alternatively
[48]. The experimental area consists of two different spaces: a preparation room
and the irradiation cave. This last one is equipped with a control station, in
order to monitor via remote control cameras the activities inside the room. The
connection between the two rooms is made possible by a patch panel that allows
the electronics installation for the data acquisition.

The two branches of the main beam line have different characteristics, ac-
cording to the specific needs of the experiment. In particular, the branch on the
right in Fig.2.15, is characterized by a narrow spot. At this line, a pencil beam
is available with the possibility of a further energy reduction (below 70 MeV)
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Experimental 
Room

Figure 2.14: Trento Proton Therapy Centre layout [49].

Figure 2.15: Experimental room at Trento Proton Therapy Centre [49].
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thanks to the use of dedicated in-air degraders. Lasers are also available for the
target alignment at 1.25 m from the exit window, which is defined as the isocen-
ter, in analogy to the treatment rooms. As shown in Fig.2.16, the test beam of
December 2017 has been carried out exploiting properties of this beam sub-line.

MSD1

MSD2

Scintillator

Degrader

Beam  
Spot

Figure 2.16: Experimental setup in the irradiation room of the Trento Proton Therapy
Centre. Test beam of December 2017.

Table 2.1: Strip detector characteristics.

Detector Characteristics

Surface 4⇥7 cm2

Thickness 300 µm

No. strips (S side) 2568
Strip pitch (S side) 27.5 µm
No. readout strips (S side) 640
Readout pitch (S side) 110 µm

No. strips (K side) 384
Strip pitch (K side) 104 µm
No. readout strips (K side) 384

Two Silicon strip detectors, with identical characteristics, have been used. They
have been displaced at two different positions: one detector has been placed at
the isocentre (MSD1 in Fig.2.16) and the other one 50 cm beyond the isocentre
(MSD2 in Fig.2.16). The used Silicon sensors have different characteristics with
respect to the configurations foreseen for the FOOT setup. However, it is use-
ful to show their performances to better understand the potential of this kind of
detectors. In Fig.2.17 a schematic representation of the detector configuration is
shown. In particular, it is illustrated the tracker detector used for the AMS-02
experiment [47], that differs from that one used in the test beam just in the num-
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Figure 2.17: Schematic representation of the adopted strip detector for the test beam
in Trento [47].

ber of sensors. In Trento just one Silicon sensor has been used (Fig.2.18 (b)).
The characteristics of the detector are resumed in Tab.2.1. The data has been
taken for different energies of the beam (70 MeV, 112 MeV, 159 MeV, 228 MeV).
An example of the reconstructed beam profile is shown in Fig.2.19 and Fig.2.20.
Position A indicates the isocentre, while the detector placed 50 cm beyond the
isocentre is identified with Position B. As shown, the detector allows to recon-
struct both X and Y coordinates of the beam, allowing a precise beam profile
reconstruction.

(a) (b)

Figure 2.18: Details of strip detector used in the test beam in Trento facility. (a): the
support structure of the Silicon sensor. It is able to rotate, allowing measurements from
different angles. (b) [47] Details of the Silicon sensor and of the electronic readout.
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(a)

(b)

Figure 2.19: Reconstructed beam profile at the isocentre by means of Silicon strip
detector (MSD1).
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(a)

(b)

Figure 2.20: Reconstructed beam profile 50 cm beyond the isocentre by means of Silicon
strip detector (MSD2).

43





Chapter 3

Simulation and reconstruction

software

Software plays a fundamental role in the FOOT experiment. At present, the most
important software components are those concerning the simulation of the exper-
iment and the data analysis. In Section 3.1 an overview of the FLUKA Monte
Carlo simulation package is introduced, describing the physical models that are
adopted in the codes. A brief description of the basic input required from the
software is presented in Section 3.2, followed by a presentation about its capabil-
ity of building very complex geometries by means af a Combinatorial Geometry
package (Section 3.3). The software framework for the FOOT experiment data
reconstruction is finally described in Section 3.4.

3.1 FLUKA Monte Carlo simulation code

FLUKA is an advanced Monte Carlo simulation package for the calculation of
particle transport and interactions with matter, developed from the collaboration
of INFN and CERN [54],[43],[51]. The code has been robustly tested through
comparison with many experimental data and now it covers a wide range of ap-
plications, from high energy experimental physics to detector design as well as
medical physics. It is able to simulate with high accuracy the interaction and
propagation in matter of about 60 different particles, covering an energy range
that goes from keV to TeV.

The history of FLUKA spans more than 40 years, from the first version, whose
origin goes back to ’70s, up to the current version, whose main authors are A.
Ferrari, A. Fassò, J. Ranft and P. R. Sala [41]. Each new version represented not
only an improvement of the existing program, but rather a “jump” in the code
physics, design and goals. The recent addition of the simulation of heavy ion
interactions, allowed to extend the application of such tool also to hadrontherapy
studies.

Charged particle transport is modeled in FLUKA through a multiple Coulomb
scattering algorithm [54]based on Molière theory and supplemented by an op-
tional single scattering method. Ionization energy losses are based on statistical
approach, including δ ray emission and energy straggling. Hadron-nucleus inter-
actions are modeled by means of the PENAUT (Pre-Equilibrium Approach to
NUclear Thermalization) model, which simulate the two first stages of nuclear
interactions described in Section 1.2.6. On the other hand, nucleus-nucleus re-
actions are modeled through interfaces to event generators, which simulate the
dynamic stages of the nucleus-nucleus interaction as a function of the energy range
[50]. For initial ion energies up to 100 MeV/u, the Boltzmann Master Equation
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(BME) approach is followed, while up to 5 GeV/u fragmentation events are de-
scribed by the relativistic Quantum Molecular Dynamics (rQDM) theory [53] and
at higher energies a Dual Parton Model [55] developed by FLUKA authors is
used. However, these last two models deal with energies that are not relevant for
hadrontherapy application.

The BME model is based on a set of time-dependent transport equations
that aims to describe the evolution of the system towards the equilibrium state,
through a sequence of two-body interactions and emission of unbounded particles
(neutrons and protons) and clusters (heavy/light nuclei).
The rQDM model describes the interaction of two nuclei starting from their initial
state, following the propagation of each nucleon in the potential generated by all
other nucleons according to a quantum mechanical formalism.

These models are then coupled to the internal FLUKA models for the de-
excitation phase of the interaction (evaporation, fission, Fermi breakup, γ emis-
sion).

3.2 FLUKA input

The starting point for the development of a simulation is the definition of all the
information required from the software for the data processing (input). A FLUKA
input consists of a series of standard commands or cards, each one with a specific
function. The main cards that compose a basic input are listed in the following:

• DEFAULTS: selects predefined physics settings, for example transport thresh-
olds.

• BEAM and BEAMPOS: define beam properties and beam position and direction.

• GEOMETRY: defines the geometry.

• MATERIAL and ASSIGNMA: define the materials and their assignment to the
different regions. FLUKA handles different materials and compounds, that
can also be defined by the user.

• RANDOMIZ, START and STOP: initialize the seed for the generation of random
numbers and the number of primaries, and declares the end of the program.

As previously discussed, FLUKA physical models are fully integrated in the code
and they are not modifiable. However, a set of user interface routines, written
in Fortran77, can be used to customize the software, in order to overcome the
limitations given by the use of the standard cards and score other quantities of
interest. As an example, the user routine adopted to integrate a 3D magnetic
field map in the FOOT electronic detector setup can be mentioned. The map
is stored in an ASCII file containing the three magnetic field components corre-
spondent to a grid of 3D points. At present, an approximated field map with B
along the y direction has been adopted (Bx and Bz null). The engineers respon-
sible for the construction of the magnets, provided a magnetic field map for one
single magnet. According to the Gaussian shape of the magnetic field derived
from this map, By is calculated as a sum of two Gaussian functions, as shown in
Fig.3.1(a). In order to include the effect of the magnetic field on the evaluation
of the particle trajectory, a “magnetic region” has been defined in the setup ge-
ometry, as shown in Fig.3.2 (b). Thanks to the above mentioned routine it has
been possible to combine the magnetic map and the geometry layout (Fig.3.1(b)) .

For a simplified management of the different cards, the FLuka Advanced In-
teRface (FLAIR) can be used. It is a graphical interface that allows the interactive
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visualization of the geometry as well as the compilation, running and plotting of
the results. In Fig.3.2 (a) a typical input visualization with FLAIR is shown,
Fig.3.2 (b) and (c) shows the geometry visualization and the run panel respec-
tively.

(a)

Magnetic Field [ T ]

(b)

Figure 3.1: Example of ad hoc user routine for FOOT electronic setup. (a) Adopted
magnetic field component By: the mean coincides with the magnets center. (b) Example
of how FLUKA integrates the field map in the simulation: the picture shows the magnetic
field intensity [41].

3.3 FLUKA combinatorial geometry

The FLUKA geometry is a part of the code where accuracy and flexibility are
combined to give very effective results. To construct a new geometry, the input
sequence must be contained between a GEOBEGIN and a GEOEND card.

The fundamental concept that characterizes the Combinatorial Geometry in
FLUKA is the definition of bodies and regions. Bodies are defined either as finite
portions of space (spheres, cubes, etc.) or as infinite planes and cylinders. The
use of such infinite bodies makes the geometry construction much easier and
less error-prone. Regions are then defined as combinations of bodies obtained by
boolean operation: union, subtraction and intersection (Tab.3.1). Once the region
volume has been defined, it is possible assign the material of interest choosing
from pre-defined materials available in the software or defining new compounds
by means of the MATERIAL and the COMPOUND cards. An example of bodies and
region definitions is shown in Fig.3.3.

Because the tracing routines cannot track across the outermost boundary,
all the regions must be contained within a surrounding “blackhole”, which is an
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(a)

MSD

Magnetic  
Region

Magnets

BM

SC Target  
and VTX

Inner  
Tracker

SCN

Calorimeter

(b)

(c)

Figure 3.2: Typical FLAIR interface. (a): a FLUKA input, visualized with the graphical
interface; the various cards are distinguishable. (b): FLAIR visualization of the FOOT
geometry. (c): typical run panel in the FLAIR interface.

imaginary infinitely absorbing material. Thus, all particles escaping from the
defined geometry are absorbed and their simulation stop [50].
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Table 3.1: Boolean operations for FLUKA combinatorial geometry.

Math Operation FLUKA

[ Union |

\ Intersection +

- Subtraction -

Figure 3.3: Example of FLUKA combinatorial geometry: regions are defined as combi-
nation of bodies by means of boolean operators [50].

In FLUKA each primary particle and its subsequent history constitutes an event.
Once all the required input parameters are set, the MC code starts to simulate
event per event the evolution of the primary particle and the other eventually
produced particles. At the end of the simulation the output file is provided.

The FOOT simulation output is an ASCII file which stores event by event
information about all the generated particles and their interactions with the de-
tectors. This ASCII file is then converted into a ROOT file by a portable code, in
order to store the information in a way that can be easily read by the reconstruc-
tion algorithm. In particular, data are stored in a Tree structure that includes
three main blocks of information:

• Particle block: it stores the kinematic information for every produced par-
ticle (e.g. charge, mass)

• Detector block: it stores information about the specific detector (e.g. energy
release in the detector, TOF)

• Crossing block: it stores information about the particles when they cross
the different regions defined in the FLUKA geometry card (e.g. particle
momentum at the crossing position)

3.4 Event Reconstruction

In the FOOT experiment, the full reconstruction chain, for both data and sim-
ulated events, is performed by a dedicated software called SHOE (Software for
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Hadrontherapy Optimization Experiment). It is a ROOT based framework, de-
veloped in the GSI laboratory (Germany). Since the event reconstruction involves
the handling of the input and output data from different detectors, SHOE builds
in two main steps all the necessary input information to perform the event recon-
struction:

• Level 0
The first step of the reconstruction code consists in reading, interpreting
and converting in a single software-object form both data and simulation
events provided in different output formats. The signals collected during
the data acquisition runs are decoded, the detector dependent calibration
constants are applied and the output of each detector is organized in Hit,
Cluster and Track objects, whose definition and additional information will
depend on the detector type. The track reconstruction allows to obtain the
required information about the momentum, the energy as well as the time
of flight of the particles.

• High Level
In the second step the data obtained from the different sub-detector units
(e.g. Beam Monitor, Tracking System, Scintillator and Calorimeter) are
combined, achieving the final global event reconstruction. The different
fragments, together with the incoming beam particle, will be identified pro-
viding all the necessary input for the cross section calculation.

Details of the structure of the reconstruction code are illustrated in Fig.3.4.

Figure 3.4: SHOE code structure [41].

The SHOE code is fully interfaced with GENFIT software, which is an experiment.
independent framework for particle track reconstruction and nuclear physics [52].
GENFIT is based on a kalman filter algorithm and it is included in the SHOE code
in order to provide two different track reconstructions. A projectile reconstruction
is performed using the Beam Monitor hits alone. A global track reconstruction
of fragments is done combining hits from Vertex, Inner Tracker and Microstrip
Detectors. The matching with the hits detected in the scintillator and the clus-
ters in the calorimeter will be made on the basis of the extrapolation performed
using the track information at the exit point from the Microstrip Detector. The
information about the incoming beam direction will be instead provided by the
beam monitor detector and will be used for the inverse kinematic calculations.
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Simulation results

In this Chapter, the results obtained from the analysis of the Microstrip Silicon
Detector (MSD) simulated data will be described. Firstly, the details of the
four detector configurations will be introduced in Section 4.1, showing all the
chosen parameters for the FLUKA Monte Carlo simulations. The Section 4.2
shows the study about the energy loss measurement performance of the MSD,
which is performed comparing the energy distributions of different particles that
hit the detector. Then, the effect of multiple scattering phenomenon has been
analysed in Section 4.3, evaluating the deflection angle and showing its role in the
track reconstruction phase. A comparison between the investigated configurations
follows. Finally, a fragmentation analysis it is also required. For this purpose, as
will be shown in Section 4.4, the fragmentation probability in each single plane
has been evaluated.

4.1 Microstrip Detector configurations

Although the first results have already show the efficiency of the strip detector,
many other parameters have to be investigated. Considering then the introduction
of this type of detector in the FOOT experimental setup is a recent modification,
there are not enough available data to estimate its performances. It is therefore
necessary to rely upon simulations, in order to find to find an appropriate MSD
layout that satisfies the discussed experimental requirements (Section 2.6). The
analysis has been implemented with Monte Carlo (MC) simulations and in partic-
ular the FLUKA MC code has been chosen, as it is widely used in hadrontherapy
(and in particular at CNAO ed Heidelberg therapy centers) since it is considered
of high reliability in this kind of application.

Four different configurations have been analysed and compared, varying in
particular the following parameters:

• composition of each plane, in terms of used materials;

• thickness of each plane;

• number of planes to displace along the beam line.

Common to all four geometries is the size of each plane surface and the distance
between the planes, that at the present is fixed at 2 cm. According to the 10°
opening angle of the fragmented ions with Z>2, the surface value has been fixed
at 9⇥9 cm2.

From the point of view of the choice of materials and plane thickness, it has
been already introduced in Chapter 2 that one configuration foresees the use of a
single 150 µm thick Silicon layers for each plane, while the other solution exploits
two Silicon layers thinned down to 50 ÷70 µm each one, glued together using

51



4.2. Energy loss analysis

a 30 µm thick bi-adhesive kapton1foil. The two layers of this last configuration
are orthogonally disposed: one layer has the strips oriented along x direction,
the other one has the strips disposed following y direction, while the incoming
particles are along the z direction.

For what concerns the number of planes, for each solution above described,
it has been investigated the possibility of adopting 3 or 4 planes, uniformly spaced
along the beam line. On one hand, the addition of a fourth plane guarantees a
better track reconstruction and dE/dx measurement accuracy, but, on the other
hand, it increases the probability of secondary fragmentations caused by the de-
tector itself as well as multiple scattering effects.

The choice of the strip pitch is a compromise between the physics require-
ments and the maximum number of allowed readout channels. At present a strip
pitch of 125 µm has been chosen for all four configurations. With this choice, the
maximum number of strips in 9 cm is 720 and each x-y plane have therefore 2x720
channels. Considering 3 planes, 3x2x720 = 4320 electronic readout channels are
needed. Finally, concerning the adoption of the LGAD amplification mechanism,
already introduced in Chapter 2, this one will be implemented for the configura-
tion that exploits the use of the two Silicon layers, because of the smaller signal
produced with respect to the case in which only one thicker Si layer is adopted.
In this case, dead spaces have been taken into account adding Silicon inactive
regions in the configuration geometry, as schematically shown in Fig.4.2.

For a better understanding, the characteristics of each layout are resumed in
Tab.4.1 and a schematic representation is shown in Fig.4.1. Note that all config-
urations are named "V13", due simply to the fact that the current version of the
simulated FOOT experimental setup is the number 13. The first number right
after the point indicates the composition of each plane: V13.0 indicates the lay-
out that foresees the presence of a kapton foil between the two Si layers, whereas
V13.1 is the version in which one single Si layer is used. The second identifica-
tion number has been introduced to gives information on the number of planes:
V13.0.0, as well as V13.1.0, are those configurations characterized by 3 planes,
while versions V13.0.1 and V13.1.1 foresee the addition of the fourth plane.

Once the different geometries have been fixed, the simulated data of the differ-
ent versions are provided by means of the FLUKA Monte Carlo tool. The details
of simulations and the obtained results are listed in the following Sections.

Table 4.1: Possible configurations and geometrical data for the MSD analysis.

Versions V13.0.0 V13.0.1 V13.1.0 V13.1.1

No. planes 3 4 3 4
No. layers 2 2 1 1
Plane thickness [µm] 130 130 150 150
Kapton foil Y Y N N
Strip pitch [µm] 125 125 125 125
LGAD Y Y N N

4.2 Energy loss analysis

The aim of this analysis is to evaluate the strip detector particle identification
performance by means of the particle energy deposition. The simulations are

1Kapton is a compound of Hydrogen, Nitrogen, Carbon and Oxygen(Mass composition:
H=2.636%, N=7.327%,C=69.113% O=20.924%.)
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A
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Figure 4.1: Schematic representation of two possible configurations of the MSD planes.
A: versions V13.0.0, where two Si layers are glued together with a Kapton foil (the
yellow thickness in the picture) are used. B: versions V13.1.0 with a single Si layer
[FLAIR geoviewer].

performed with two different values of the beam energy and for different ion
species, from the Lithium up to the Oxygen, as resumed in Tab.4.2. The beam
source is placed right in front of the detector, at a few mm from the surface of
the first plane (Fig.4.2). Note that for the V13.0.0 and the V13.0.1 simulations,
since the adoption of a LGAD amplification mechanism leads to the presence of
dead spaces, the beam source position has been shifted at (0.8 cm, 0.8 cm), in
order to avoid the Silicon inactive regions. The beam has been considered as a
forward directed (z>0) pencil beam with FWHM=0.

Table 4.2: Beam properties for the performed simulations. The simulations have been
carried out for different type of particles: 16O, 14N, 12C, 10B, 9Be, 7Li.

Configurations Beam
energy
[MeV/u]

Beam
position
(x,y,z)
[cm]

Beam
Direction

No.
Primary
Particles

V13.0.0 - V13.0.1 200-700 (0.8,0.8,25) z>0 20,000
V13.1.0 - V13.1.1 200-700 (0,0,25) z>0 20,000

As already discussed in the first Chapter, the energy loss in thin materials
follows the Landau distribution. In Fig.4.3 the energy distributions for different
particles at 200 MeV/u and 700 MeV/u are shown. It is clearly visible the typical
asymmetric behavior of such distribution with a tail for high energy depositions.
Furthermore, it can be noticed that the distributions are partially superimposed.
The overlapping probability determines the detector particle identification inac-
curacy. Such probability has been evaluated as the overlapping area individuated
when comparing the different energy distributions of each ion species, as shown
in Fig.4.3.

For a beam energy of 200 MeV/u the misidentification probability for the
Lithium is ⇡11%, as shown in Fig.4.3, while reaches ⇡18% for the Oxygen ion.
When the beam energy is 700 MeV/u, the overlap among adjacent ions is in-
creased up to ⇡ 30% for Nitrogen and Oxygen ions. In this case, the use of the
LGAD device would help in a better separation of ion species and this will be
fundamental to measure the dE/dx for the energies of interest in the astrophysical
sector (100 MeV/u - 1 GeV/u). These results are related to the versions V13.0.0
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(0,0)

Beam
(0.8,0.8)

Si inactive  
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Si active  
region

Figure 4.2: Beam position for MC simulations. On the left: a y-z view of the overall
FOOT experimental setup. On the right: a x-y view of the Si planes of versions V13.0: the
presence of dead spaces (thinner layers in the Figure) leads to the necessity of displacing
the beam in a different position with respect to the origin of the coordinate system
[FLAIR geoviewer].

and V13.0.1, averaging the deposited energy on the two Silicon layers, with a
resulting Silicon thickness of 100 µm.
The simulation results show that the particle identification is not so precise. How-
ever, since the dE/dx measurement is mainly given by the scintillator, the ob-
tained misidentification probabilities are acceptable for this component, confirm-
ing that a strip detector can contribute to the redundant dE/dx measurement of
single ions.

A further proof of the positive contribution of the Silicon detector in dE/dx
measurements comes from the analysis of the energy loss in the Scintillator De-
tector (SCN) when coupled with the microstrip detector. To perform this study
each particle has been followed, from the entrance in the MSD to the exit from
the Scintillator, evaluating the average energy deposition as follows:

• evaluation of the average energy deposition in the whole MSD, dEMSD;

• evaluation of the average energy deposition in the two layers of Scintillator
Detector, dESCN ;

• definition of a new variable that accounts for the coupling of the two detec-
tors and that is given by the sum of the energy deposition in both the MSD
and the SCN: dEMSD/SCN

The goal is verify that with the coupling of the two detectors, the energy loss
measurement in the scintillator gains in terms of resolution. In order to perform
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Figure 4.3: Energy deposition from different particles (16O, 14N, 12C, 10B, 9Be, 7Li) at
200 MeV/u (a) and 700 MeV/u (b). Lithium misidentification is highlighted in yellow.

the study, the two energy deposition dESCN and dEMSD/SCN are compared, as
shown in Fig.4.4. The energy resolution is defined as the ratio between the Full
Width at Half Maximum (FWHM) and the Most Probable Value (MPV) of the
considered energy distribution:

Resolution =
FWHM

MPV
(4.1)

The obtained results are summarized in Tab.4.3. Looking at the Tab.4.3, it is
immediately noticeable a gain in the energy loss measurement resolution when
the scintillator is coupled with the microstrip detector, proving that the use of
such type of detector can contribute to the energy loss measurements improving
the reliability of the whole experimental setup.

If on one hand the presence of the MSD detector positively contributes to
energy loss measurements, on the other hand, it increases the multiple scattering
and the fragmentation effects due to the detector itself.
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(a)

(b)

Figure 4.4: A simulated energy loss distribution of 12C ion beam at 200 MeV/u in the
Scintillator (SCN) and coupling with Microstrip Silicon Detector (SCN/MSD) . The Most
Probable Value (MPV) and the Full Width at Half Maximum (FWHM) are highlighted.

Table 4.3: Comparison in terms of resolution (last two columns) when the scintillator is
coupled with the microstrip silicon detector. The data refer to different ion beams at 200
MeV/u for version V13.0.0. Similar results have been obtained for the other configuration
under the same simulation conditions.

Beam
Particle

MPV
SCN
[MeV]

FWHM
SCN
[MeV]

MPV
MSD/SCN
[MeV]

FWHM
MSD/SCN
[MeV]

Res
SCN

Res
MSD/SCN

16O 90.5 3 197.2 3 3.31E-02 1.52E-02
14N 68.7 3 150.5 3 4.36E-02 1.99E-02
12C 50.2 2.4 110 3.2 4.78E-02 2.91E-02
10B 34.6 2.1 76.4 2.4 6.06E-02 3.14E-02
9Be 22.1 1.5 48.4 1.6 6.78E-02 3.31E-02
7Li 12.3 1 27.3 1.8 8.13E-02 6.59E-02

4.3 Multiple Scattering analysis

In this Section the effect of multiple scattering on track reconstruction and on
momentum measurements is introduced, showing then some relevant obtained
results. Consider a particle of momentum p passing through a region of length
L, with an applied uniform magnetic field B, whose direction is perpendicular to
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the particle motion (Fig.4.5). The deviation from a straight line s is known as
the sagitta of the track.

Figure 4.5: [56]

Given a small curvature angle theta, the
sagitta s is given by:

s = ⇢

✓
1− cos

✓

2

◆
⇡ ⇢

✓2

8
(4.2)

where ⇢ is the curvature radius. Since ✓ ⇡ L
⇢ ,

the sagitta can be written as:

s ⇡ L2

8⇢
(4.3)

A charged particle moving in a magnetic field
experiences the Lorentz Force, given by:

F = ev ⇥B (4.4)

where v is the particle velocity. Because B and
v lie in perpendicular directions, this force will cause the particles to travel in
circular trajectories. Hence, they are also subjected to the centripetal force:

m
v2

⇢
= Bev ) mv = Be⇢ (4.5)

Since mv=p, Eq.(4.5) becomes:
p = Be⇢ (4.6)

the unit of e is Coulomb (C), the magnetic field B is in Tesla (T) and ⇢ is in
meters. Multiply both sides by the speed of light c = 3x108 m/s. Then the units
are in Joule (J). Since 1 eV = 1.6x10−19 J, Eq.(4.6) can be expressed as:

pc =
Be⇢c

1.6⇥ 10−19
[eV ] (4.7)

Since e = 1.6x10−19 C, the equation above reduces to:

pc = B⇢c[eV ] (4.8)

By substituting on the right hand side the value of c, the equation becomes:

pc = 3⇥ 108B⇢[eV ] (4.9)

Now, expressing the units in terms of c and considering that 1 GeV = 109 eV:

p = 0.3B⇢[GeV/c] (4.10)

The curvature radius thus depends on the magnetic field and on the momentum
as follows:

⇢[m] =
p[GeV/c]

0.3B[T ]
(4.11)

Consider now the case of 3 measurements x1, x2, x3, as shown in Fig.4.5, obtained
by means of three different detectors. In this case the measured sagitta and the
associated error will be:

s = x2 −
x1 + x3

2
(4.12)

δs =

r
3

2
δx ⇡ δx (4.13)
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where δx is the uncorrelated error associated to a single x measurement. The
error on the sagitta measurement depends also on the traversed length L and on
the error of the curvature radius:

|δs| = L2

8⇢

δ⇢

⇢
⇡ δx (4.14)

where δ⇢/⇢ is the curvature. Since for a particle moving in a plane perpendicular
to a uniform magnetic field, the momentum and the curvature radius are related
as shown in Eq.(4.11), it can be derived that:

δp

p
=

δ⇢

⇢
(4.15)

Deriving the expression of the curvature from Eq.(4.14) and substituting in
Eq.(4.15) together with Eq.(4.11), the momentum resolution will be then given
by:

δp

p
=

8⇢

L2
δx =

8p

0.3BL2
δx ) δp

p2
=

8

0.3BL2
δx (4.16)

Some important features can be derived:

• the percentage error on the momentum is proportional to the momentum
itself;

• the error on the momentum is proportional to the coordinate measurement
error δx;

• the error on the momentum is inversely proportional to the applied magnetic
field B;

• the error on the momentum is inversely proportional to the traveled length
L2;

A good momentum resolution calls thus for a long track. Any trick that can
extend the track length can produce significant improvements on the momentum
resolution. On the other hand, particles moving through the detector material suf-
fer plastic Coulomb scatterings which may alter the original particle trajectories.
From this point of view, an additional layer of material could cause the particle
to deviate significantly from the original direction, affecting track reconstruction
and the momentum measurement itself. The optimal choice is the configuration
that allows a precise track reconstruction with reducing as much as possible the
loss in momentum resolution. It is therefore important to introduce an expression
that shows how the momentum resolution is related with the deflection angle.

Consider 3 equidistant thin detectors, as shown in Fig.4.6 and suppose that
the particle motion is largely dominated by multiple scattering. The error on
coordinate measurement due to the multiple scattering is given by:

δx ⇡ L

k
δ✓

where k is the number of detectors. The momentum resolution is thus given by
[56]:

δp

p2
=

δx

0.3BL2

p
4Ak =

δ✓

k

1

0.3BL

p
4Ak (4.17)

where Ak, for a quadratic fit, is equal to:

Ak =
3(3k2 + 6k − 4)

4(k − 1)(k + 1)(k + 3)
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Figure 4.6: Effect of multiple scattering on track reconstruction for a particle moving
through 3 thin detector layers: zi, zj , zk are the measuring detectors z coordinates, while
yi, yj , yk are the y coordinates of the measurements [56].

The momentum resolution therefore worsens with increasing scattering angles δ✓
and improves as 1/L, also the additional factor 1/k can help.
A series of simulations have been performed for all the experimental setup configu-
rations previously presented in Tab.4.2. The scattering angle has been calculated
for a single plane and without the action of the magnetic field, in order to obtain
an evaluation of the deflection angle as a function of the traversed thickness only.
Furthermore, to demonstrate the reliability of the results obtained from the simu-
lations, the values have been then compared with the expression of the scattering
angle derived by Molière theory, as presented in Chapter 1:

σ✓
⇥
rad

⇤
=

13.6MeV

βcp
Zp

s
d

Lrad


1 + 0.038 ln

✓
d

Lrad

◆’
(4.18)

where, in our case, d=0.015 cm and Lrad for the Silicon is equal to 9.37 cm. Since
the particles enter in the MSD at different angles, the total path length is greater
than the plane thickness. However, at a first stage, assuming d equal to the thick-
ness value is an acceptable approximation. Finally, the projected angle ✓plane
and the corresponding displacement in the direction transversal to the beam axis
yplane (Fig.4.7) have been evaluated by means of a simulation with different ion
beams at 200 MeV/u. On Tab.4.4 and Tab.4.5, the obtained values for version
V13.1 (single Si layer) are resumed. Similar conclusions have been obtained for
the configuration with the kapton foil.

Table 4.4: Scattering quantities for different ion species at 200 MeV/u, traversing 150
µm of Silicon: p is the average particle momentum, β = v/c, z is the particle charge,
✓Ref is the angle value derived from Molière theory while ✓sim is the angle obtained from
simulation.

V13.1 - 150µm

Beam
Particle

p [GeV/u] β z ✓Ref [deg] ✓sim [deg]

16O 10.27 0.5676 8 0.0321 0.0293±0.00015
14N 8.99 0.5677 7 0.0322 0.0295±0.00016
12C 7.71 0.5679 6 0.0322 0.0292±0.00015
10B 6.43 0.5678 5 0.0322 0.0291±0.00016
9Be 5.78 0.5677 4 0.0286 0.0260±0.00015
7Li 4.51 0.5677 3 0.0276 0.0245±0.00014
4He 1.24 0.3151 2 0.120 0.1076±0.00058

Looking at the results, one can firstly notice that, taking into account the as-
sociated relative errors for both ✓Ref and ✓sim, values coming from simulations
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Figure 4.7: Representation of main scattering quantities [25].

Table 4.5: Scattering quantities for different ion species at 200 MeV/u, traversing 150
µm of Silicon: ✓plane is the scattering angle on the y-z plane and yplane is the difference
between the final particle position and the initial position measured along y direction.

V13.1 - 150µm

Beam
Particle

✓plane [deg] yplane [µm]

16O 0.0201±0.00014 0.0670±0.00047
14N 0.0204±0.00014 0.0673±0.00048
12C 0.0213±0.00015 0.0667±0.00047
10B 0.0214±0.00015 0.0681±0.00048
9Be 0.0215±0.00015 0.0641±0.00045
7Li 0.0205±0.00014 0.0582±0.0004
4He 0.0826±0.00058 0.2362±0.0016

approach the values of the scattering angle calculated with Eq.(4.18), proving the
reliability of the performed simulations.

To underline the dependence of the multiple scattering on the particle energy,
in Fig.4.8 scattering angle distributions obtained for two different beam energies
are shown. It is noticeable that for increasing energy of the incident particle,
the scattering angle diminishes, according to the 1/E dependence of the angle
introduced with the term β in the denominator of Eq.(4.18).

To study the influence of the addition of a fourth plane, it has been also
evaluated the total scattering angle, from the entrance of the particle in the first
plane of the MSD, to the exit from the last plane. On Tab.4.6 scattering angles
obtained from simulations for different ion species at 200 MeV/u are resumed.
Overall, it is clearly noticeable that, as expected, for increasing values of the
traversed thickness, the scattering angle increases. However, the 20µm added to
each plane of configurations V13.1 (single Si plane), cause just ⇡1% of increase
in the scattering angles, with respect to versions V13.0. The presence of a fourth
plane does not sensitively affect the scattering angle with respect to the case in
which three planes are used: for configuration V13.0 (first two columns of Tab.4.6)
the presence of a fourth plane increases the effect of multiple scattering of ⇡0.83%,
while for the other configuration (last two columns on Tab.4.1) the phenomenon
is increased of ⇡1%.

4.4 Fragmentation analysis

As discussed in the previous Section, the increase in the number of planes in a
tracker detector (Fig.4.6) positively contribute to the momentum resolution. How-
ever, if on one hand the addition of a fourth plane does not significantly affect
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(a)

(b)

Figure 4.8: Scattering angle distributions for a 12C ion beam at 70 MeV/u (a) and 200
MeV/u (b).

multiple scattering phenomena, on the other hand, it could lead to a rise in sec-
ondary fragmentation events. Since it is fundamental to match the reconstructed
tracks with the hits in the scintillator and the calorimeter, fragmentations occur-
ring in particular in the last plane must be reduced as much as possible. Looking
at Fig.4.9 one can see in fact that, if a fragmentation occurs in the first planes,
it is possible to individuate possible fragments by using the information coming
from the hit in the following plane. When fragmentations occur in the last plane
it becomes difficult to follow secondary particles produced.

The addition of a fourth plane, that will ensure a better track reconstruction
and an increased momentum resolution, must not cause a considerably increase
of secondary fragmentations. For this purpose the fragmentation probability has
been evaluated for single plane, counting the number of fragmentation events
per incident particle. New simulations has been implemented, increasing the
number of primary particles up to 500000, because of the expected low value of
the occurrence probability for this kind of events. Simulations has been carried
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Table 4.6: Scattering angles for different ion species at 200 MeV/u traversing the whole
detector. Results are shown for the four different configurations of the Microstrip Detec-
tor. The thickness of a single plane (l) and the total traveled distance (L) are highlighted.

Scattering Angle [deg]

Beam
Particle

3 planes
l=0.013[cm]
L=4.013[cm]

4 planes
l=0.013[cm]
L=6.013[cm]

3 planes
l=0.015[cm]
L=4.015[cm]

4 planes
l=0.015[cm]
L=6.015[cm]

16O 0.05±1.77E-06 0.056±1.91E-06 0.058±1.96E-06 0.065±2.19E-06
14N 0.049±1.76E-06 0.056±1.89E-06 0.058±2.9E-06 0.065±2.22E-06
12C 0.049±1.7E-06 0.056±1.95E-06 0.057±1.97E-06 0.065±2.23E-06
10B 0.049±1.71E-06 0.055±1.92E-06 0.057±2.01E-06 0.064±2.21E-06
9Be 0.043±1.57E-06 0.049±1.73E-06 0.051±1.81E-06 0.057±1.98E-06
7Li 0.041±1.47E-06 0.046±1.61E-06 0.049±1.73E-06 0.055±1.95E-06
4He 0.183±6.48E-06 0.204±6.96E-06 0.212±7.25E-06 0.24±8.12E-06

out for different ion species, from 4He up to 16O at 200 MeV/u, placing again the
beam in front of the MSD. The results obtained for the configuration V13.0 are
shown in Tab.4.7. Similar results have been obtained for version V13.1.

Observing the results, the mean fragmentation probability seems not to be so
likely to occur, so the presence of a fourth plane do not significantly contribute
to the increase of such phenomenon.

x

x

x

x
x

Primary 
Particles

MSD layers

x = Fragmentation event

x

?

?

?
?

AIR

Figure 4.9: Schematic representation of fragmentation events through MSD layers. Sec-
ondary fragmentations on last plane negatively affect matching with hits in the Scintil-
lator.

Considering the configuration that foresees two Si layers, it is useful to observe
the contribute of the Kapton foil in fragmentation events. Thanks to the recon-
struction software, it is possible to find the production region of the fragments, as
shown in Fig.4.10. Each region, defined by means of the combinatorial geometry
of the FLUKA software, is identified with a number. In this way, once the number
of the region of interest is known, it is possible provide all the needed information
that are relevant for the performed analysis.
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Silicon

Kapton

Figure 4.10: Example of the production region identification of produced fragments for
configuration V13.0. The distinction between fragmentations occurring in Silicon regions
(orange) and in the Kapton foil (blue) is highlighted.

Table 4.7: Fragmentation probability per incident particle for different ion species at
200 MeV/u in a single plane of microstrip detector. The thickness value of a single plane
is shown on the top rule.

V13.0.0 - 130 µm

Beam Particle Fragmentation Probability
16O 0.074%
14N 0.072%
12C 0.076%
10B 0.067%
9Be 0.063%
7Li 0.047%
4He 0.015%

In Tab.4.8 the percentage of fragmentation events occurring in the kapton foil
for each particle type is shown. Overall, less than 1/4 of fragmentations take
place in the kapton foil. However, this is another important aspect that must be
taken into account in the choice of the definitive layout.

Table 4.8: Fragmentation probability in 30 µm thick kapton foil for different ion species
at 200 MeV/u.

Kapton foil - 30 µm

Beam Particle Fragmentationkap

16O 16%
14N 11%
12C 24%
10B 21%
9Be 29%
7Li 23%
4He 23%
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Conclusions

Heavy charged particle therapy has already evolved from physics research labora-
tories to clinical practice. There is clear evidence from physics that dose distribu-
tions from particles are more favorable compared to photon or electron treatments.
Some of the uncertainties in the Charged Particle Therapy are directly related to
the lack of knowledge in particle interactions with tissues, e.g. nuclear interaction
cross sections at therapeutic energies. In this sense, the FOOT (FragmentatiOn
Of Target) experiment has been conceived to perform a series of measurements
of target nuclear fragmentation cross sections for protons and projectile nuclear
fragmentation cross sections for heavy ions. These data will be useful for the
development of a new generation of Treatment Planning Systems (TPS).

This thesis is performed in the framework of the design study of the FOOT exper-
imental setup, with a particular attention to aspects concerning the Microstrip
Silicon Detector (MSD). The main purpose of such detector is the tracking of
fragments downstream the magnetic volumes, that is essential for the momentum
measurement and it is also fundamental to match the reconstructed tracks with
the hits in the scintillator and the calorimeter. The work described in this thesis
aims at giving some preliminary results on the strip detector performances, allow-
ing to optimize its design and to find the optimal configuration that satisfies the
requirements of the experiment. At the present there are not enough available
experimental data for this detector and to study its properties various simulations
have been performed by means of the FLUKA Monte Carlo code. The first stage
of the analysis aimed to prove that the MSD positively contributes to the energy
loss measurements. Indeed, the analysis shown that ion identification is possible
with less than 20% confusion for beam energies of 200 MeV/u. Increasing the
beam energy up to 700 MeV/u, that is of interest in the astrophysical sector, the
overlap among adjacent ions reaches a percentage of the order of 30%. However,
the use of the Low Gain Amplification Diode (LGAD) mechanism, that can be
adopted for this detector, would help in separating ion species and in recovering
at least partially the small overlapping area obtainable with lower energies. A
clear proof of the MSD contribution in the energy loss measurement comes from
the analysis of the coupling with the scintillator detector, that shown a gain in
resolution when comparing energy losses in the scintillator and the energy dis-
tributions obtained when this detector is coupled with the MSD. The successive
phase of the analysis has been devoted to study the effects of the multiple scat-
tering and of the secondary fragmentations through the detector thickness, in
order to investigate the possibility of adding a further Silicon layer to the MSD.
The original configuration foresees the use of three planes, the benefit of adding
a fourth plane is dictated by the necessity of improving track reconstruction and
therefore the performances of the whole experimental setup. For what concerns
the multiple scattering, the obtained results shown that the addition of a further
plane does not considerably affect the particle trajectory, since the comparison of
the evaluated scattering angles between the different configurations did not show
substantial differences. Secondary fragmentations has shown not to be so likely
to occur, the fragmentation probability for each single plane of the detector is
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lower than 0.08% for all the considered ion species. Both the two stages of the
study has been carried out for two different MSD layers configurations, one of
which foresees the use of two Silicon (Si) layers for each plane. Such layers are
orthogonal to each other and are glued together by means of a Kapton foil. This
solution, with respect to that one that foresees one single Si layer, is characterized
by the presence of Si inactive regions. Even if the analysis showed no considerable
differences between the two solutions, the presence of these inactive regions leads
therefore to prefer the configuration for which one single Si layer is foreseen. On
December 2017, a test beam has been carried out in the Trento Proton Therapy
Centre. The experimental devices used for such test included a model of Silicon
strip detector. Although the used Si detector presents different characteristics
with respect to the configurations foreseen for the FOOT setup, it has been use-
ful to observe its performances. It has been in particular shown that the detector
is able to reconstruct both X and Y coordinates of the beam, allowing a precise
beam profile reconstruction.

The preliminary results achieved in this thesis support the possibility of intro-
ducing an additional plane to the detector and prove moreover its capability of
identifying different ion species through the energy deposited in it. However, com-
parison with experimental data it is necessary, in order to confirm the reliability
of the obtained results.
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