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Chapter 1

Introduction

In the oil and gas field the exploitation of the subsoil during the primary production phase
can lead to compaction phenomena of deposits in depth, due to the decrease in pressure
of the interstitial fluids contained within them, which can be transmitted up to the surface.
These phenomena are called induced subsidence and consist of a lowering of the ground
level. It is important to study the development of these phenomena on the surface in terms
of vertical displacements and in terms of superficial extension in order to prevent damage to
pre-existing infrastructures around the extraction wells.

The Italian peninsula and its surrounding areas have been subjected to a complex geo-
logical evolution that originated several oil and gas systems that are mainly located in the
Adriatic Basin. In particular, the North-East area of Basin is affected by both natural subsi-
dence phenomena, such as the Venetian Lagoon, and due to the exploitation of deposits by
man. In this area there are mainly biogenic gas reservoir at moderate depths that increase
the probability of occurrence of the phenomenon.

Usually the study of induced subsidence phenomena is done by analytical approaches or
numerical models, the last has the advantage to take into consideration the lithostratigraphic
sequence and the geometry of the area of interest to which mechanical properties are as-
signed, including the stiffness moduli. In order to retrieve the values of the stiffness moduli
necessary for carrying out the analyses, laboratory tests and / or in situ tests may be used.

The thesis work is focus on studying how the mechanical response of a typical gas reser-
voir present in the Adriatic Basin evolves over time as a function of the stiffness modulus
assigned, and the consequent impact in terms of subsidence evolution. In particular, dif-
ferent scenarios were simulated and analysed, considering basically static pseudo elastic
parameters, dynamic pseudo elastic parameters and a transition curve between them. In or-
der to fully understand the mechanical behavior of soils one should take into account their
discrete nature, but in numerical and analytical models they are treated according to the
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laws of continuous mechanics. In Chapter 2, after a brief discussion of the elastic linear
Isotropic model ILE, we focused on the factors influencing the elastic parameters of soils
and rocks because the geomechanical classification of the reservoirs lies between Rock and
Soil Mechanics. Among these factors, the degree of saturation, cementation, degree of
consolidation, depth, the strain amplitude plays an important role. The whole field of defor-
mations can be subdivided into three subdomains where the stiffness modulus has different
trends:

1. Very Small Strain Domain within which the mechanical response can be assumed
elastic and the stiffness modulus, called Dynamic, can be assumed costant;

2. Small or Medium Strain Domain where the mechanical response can be assumed to be
still elastic since the plastic deformations are limited, but not linear where the stiffness
modulus can be expressed through a decay law;

3. Larger Strain Domain where the contribution of plastic strains becomes grater than
the elastic strains reducing the mechanical resistance of the material. In this field the
stiffness modulus is called static.

Static and dynamic moduli can be measured through laboratory tests and in situ tests as
described in the chapter.

In Chapter 3 we briefly described the Italian geological context. So we focused our study
on a typical offshore biogenic gas field in the North East of the Adriatic Basin, creating nu-
merical models of synthetic case study through the use of a mechanical simulation software
within the Petrel E&P software platform (Schlumberger).

We studied different cases. Each case has been analysed through three different mechan-
ical configurations:

1. static configuration;

2. dynamic configuration;

3. dynamic initial configuration with additional information about the decay of the stiff-
ness modulus inside the reservoir.

The aim of thesis work is to assess the effect on compaction and subsidence phenomena of
deformation behavior of a reservoir clastic gas bearing formation during gas exploitation.

Preliminary sensitivities were perform to assess the effect of:

1. timesteps: we changed the timestep to see which was the best resolution of the results;
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2. sampling points of the E decay curve: we used three different decay curves in terms of
number of sampling points in order to reduce the approximation error of the software;

3. different reservoir shapes: we studied a base case with a lens shaped reservoir. Subse-
quently we changed the shape of the reservoir by creating a disk-shaped and sphere-
shaped reservoir.

All the results obtained from the different scenarios were then compared and critically anal-
ysed.

Finally, in Chapter 4 there are the main conclusions of the thesis work and some tips on
further possible sensitivity analysis that could be developed in future.



Chapter 2

Literature review

To fully understand the mechanical behavior of the lands, one must take into account their
discrete nature, but in the mathematical models, they are treated as continuous medium.
Therefore it is necessary to know the basic concepts of continuum mechanics, such as the
state of stress and strain. In this way, it is possible to treat the land with the same methodol-
ogy with which all the engineering materials are described. These materials, and therefore
also the rocks, have a behavior defined by two main aspects: the way how deformation
occurs under stress and the maximum value of the strength that can be sustained before
failure.

The lands have a discrete nature that makes their behavior nonlinear and inelastic, but
there are particular circumstances where it is possible to consider the hypothesis of elastic
behavior which represents only the first phase of the behavior of a material which in fact
presents a threshold of stresses called the elasticity limit where, above it, it has no more
elastic but inelastic elastic features. This threshold is represented by the yield stress in
ductile materials while it is associated with the breaking of the material for brittle materials,
called brittle failure. The simplest mathematical model that describes the elastic behavior is
linear and refers to isotropic materials and is known as an elastic linear isotropic model that
we will explain below. Furthermore, it is important to note that the theory of elasticity allows
to obtain solutions in a closed form, so although there are limitations in the application of
this theory. In fact, elastic models are very used to have an initial estimation. The results
will be affected in some cases by a too simplified approach, but they are quick to obtain and
require input parameters easily available from literature or routine tests.
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Figure 2.1: Stresses acting on a small element of volume

2.1 Elastic constitutive law

With the concept of the elastic body, we define a deformable body whose energy of defor-
mation, that is the work done from outside to bring it to a certain state of deformation, or
in a certain stress state, does not depend on the loading process, but only from the final
state. The behavior of these bodies during their deformation is described by linear or non-
linear elastic constitutive law. The first is the simplest case which states that stress dσi j and
increase of strain dεkh are related through the relationship

dσi j =Ci jkhdεkh

where C is called stiffness tensor and is made up by independent scalar quantities called
elastic constants. Conventionally the subscript i identifies the direction normal to the surface
on which the stress acts, while the second j identifies the axis where it is projected; therefore
using this nomenclature, the term dσi j means the stress acting on the face having normal i
and acting in j direction as schematized in Figure 2.1.

In continuum mechanics, a body is in equilibrium when all the forces acting on it are
balanced and for the Cauchy reciprocal theorem the stress tensor is symmetrical or σi j = σ ji

reducing the elements of the stress tensor from 9 to 6. For this reasons the independent
elastic constants are 36.

The linear elastic constitutive law allows thus to calculate the stress tensor known the



2.1 Elastic constitutive law 6

strain tensor and vice versa. Generally speaking for anisotropic materials, the matrix of the
elastic coefficients is symmetrical and therefore 21 elements of this are needed to character-
ize the material. When the elastic constants are independent of the choice of the reference
system, that is, if the elastic characteristics of the material do not depend on the direction
in which I go to calculate them, then the material is isotropic. For these Isotropic Linear
Elastic (ILE) materials the matrix of elastic coefficients is made up of three elements to be
determined of which only two of them are independent, while the third element is obtained
from these two. In addiction if the mechanical characteristics of the material are constant in
all points, we define it homogeneous.

2.1.1 Isotropic Linear Elastic Model

If we focus on an Isotropic Linear Elastic Model (ILE), the simplest constitutive law is
written with the following hypotheses:

• linear field, which implies that the stress is proportional to the strain;

• elastic field, the material returns to its original shape when the loads are removed, the
unloading path is the same as the loading path and there is no dependence on the rate
of loading or straining;

• isotropic material, the mechanical response is independent of the orientation of the
applied stress.

This model well represents the engineering materials up to their elastic limit.
As described before, in order to characterize completely the mechanical response of

an isotropic material only two elastic coefficients are needed, and a third can be obtained
through the first two. In this case, the matrix of elastic coefficients takes the following form:

[C] =



C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44


These elastic constants (C11,C12,C44) are defined through elastic parameters called the

elastic modulus or Young’s modulus E and the Poisson’s coefficient υ and therefore the
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generalized constitutive law of an ILE material can be written in terms of E and υ as:



σx

σy

σz

τxy

τyz

τzx


=

E(1−υ)

(1+υ)(1−2υ)



1 υ

1−υ

υ

1−υ
0 0 0

υ

1−υ
1 υ

1−υ
0 0 0

υ

1−υ

υ

1−υ
1 0 0 0

0 0 0 1−2υ

2(1−υ) 0 0

0 0 0 0 1−2υ

2(1−υ) 0

0 0 0 0 0 1−2υ

2(1−υ)





εx

εy

εz

γxy

γyz

γzx


This is known as the generalized Hooke’s Law. Definitely the elastic parameters nec-

essary to characterize an isotropic material are two, the elastic modulus and the Poisson’s
coefficient, while the third parameter can be calculated from these two.

2.2 Elastic parameters

Let’s now see in detail how these elastic parameters are defined and how they are linked to
each other.

The Young modulus E represents the stiffness of the material and on the ε-σv plane is the
positive angular coefficient of the straight line passing through the origin which describes
the loading process and can be calculated as

E =
σz

εz

The Poisson modulus or transverse contraction coefficient ν represents the ratio between
the dilations induced in the orthogonal directions to the stress applied εx and dilatation in
the direction of stress εz

ν =−εx

εz

The third parameter that takes part in the characterization of anisotropic material is cho-
sen according to the case to be analyzed and can be one of the following:

• shear elasticity modulus G can be calculated knowing the previous elastic moduli, in
fact, it is given by

G =
E

2(1+ν)

and it is the ratio of an applied shear stress to a corresponding shear strain;
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• Bulk modulus K, is the stiffness of a material in hydrostatic compression

K =
p
εv

=
E

3(1−2ν)

p =
σx +σy +σz

3

εv = ε1 + ε2 + ε3 =
∆V
V

where p is the mean normal stress equal to one third of the trace of the stress tensor
and εv is the volumetric strain (the ratio of volumetric variation ∆V to initial volume
V ) equal to the trace of the strain tensor; these traces are invariants of the tensors or
independent by the reference system and for this reason they are used.

• Oedometric modulus Eoed , is the stiffness in confined uniaxial compression (no lateral
strains occur)

Eoed =
E(1−ν)

(1+ν)(1−2ν)
=

1
Cm

where Cm is the uniaxial compressibility;

• Lamè constant λ, defined as

λ =
νE

(1+ν)(1−2ν)

Clearly, all these elastic parameters are influenced by several factors that we now see in
detail.

2.2.1 Factors affecting the elastic parameters

This thesis work deals on issues related to the world of reservoirs geomechanics, which
characteristics can vary greatly due to their lithological nature, depth and in situ state of
stress. Generally for these reasons the geomechanical classification of the reservoirs lies
between Rock and Soil Mechanics, [6]. So a preliminary knowledge of these two worlds
allows us to better identify the case study and the orders of magnitude that we might expect
to obtain from the analysis.

Soils are a natural aggregate of mineral particles linked together by normal and tan-
gential contact forces that can be separated by simple mechanical action. Based on their
granulometry they can be classified into four groups:

• gravels, characterized by grains from 2 mm to 8-10 cm;
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• sands, with particles between 0.06 and 2 mm;

• silts, with particles between 0.002 and 0.06 mm;

• clays, with particles smaller than 0.002 mm.

Rocks are natural, hard and compact aggregates of particular minerals linked together by
permanent and strong bonds, which can be considered as a continuous system. The easiest
way to classify rocks is based on their composition, texture, and origin as:

• sedimentary rocks, i.e. deriving from the decomposition of pre-existing rocks as a re-
sult of chemical and mechanical activities of atmospheric agents and theirs mechan-
ical behavior depends on diagenetic phenomena, that is the degree of compaction,
cementation and recrystallization, i.e. an increase in the original crystals;

• magmatic rocks, which derive from the solidification of magma and whose mechan-
ical characteristics vary considerably according to the speed of cooling, or rather,
slowly cooling the minerals have time to organize themselves in ordered structures
resulting stiffer;

• metamorphic rocks deriving from the transformation of rocks due to strong pressures
and/or temperatures or reactions with magmatic fluids without a complete fusion of
the minerals that constitute them. These processes often lead to a recrystallization
phase.

The type of bond existing in soils and rocks is the main difference the mechanical response,
in fact, the latters are characterized by elastic moduli of about three orders of magnitude
higher than soils.

Usually, the rocks are affected by discontinuity, fracture or surfaces of weakness, which
identify blocks of rocky matrix or intact rock and the whole is called rock mass.

The great variability of the characteristics and of the physical and mechanical properties
is reflected both in the intact rock microscale and in the macroscale of the fractured rock
mass. Therefore the factors affecting the mechanical response will have a different role
depending on the scale factor considered

The stiffness value of the intact rock represents an upper limit of the rock mass values
because both contain pores and interstices but the rock mass also has discontinuities that
degrade its mechanical response. The bigger the discontinuities, the lower the stiffness.

The problem, therefore, is to determine the characteristics of deformability of the rock
mass, that is to identify the scale factor (reduction factor) that must be taken into account
when the intact rock or the rock mass are considered (see Figure 2.2).
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Figure 2.2: Scale factor [2]

Porous media such as soils and some rocks have a mechanical behavior that depends on
solid matrix, discontinuities present inside like voids, pores or fractures.

The presence of pores, voids or fractures is taken into account by the porosity that is de-
fined as the ratio between the volume of voids and the total volume of the element considered
indicated as φ for rocks, while for soils is called void ratio e representing the relationship
between the volume of voids and the volume of solids. Higher the porosity or void ratio,
greater the deformability of rocks and soils.

A parameter related to porosity is density. The rock density or bulk density ρbulk is given
by the density of the matrix ρmatrix (solid part) multiplied by the fraction of the volume
occupied by the matrix plus the density of the fluid ρ f luid contained in its pores multiplied
by the fraction of volume occupied by the fluid:

ρbulk = φρ f luid +(1−φ)ρmatrix

The mineral particles of the porous medium subjected to external actions slip and rotate
between them, but they can be considered non-deformable. For these reasons, materials
with high porosity values or voids ratio, and therefore low density like soils, have lower
elastic moduli compared to ones having a greater density like rocks. Generally, the range
of porosity of rocks can vary between 15% and 30% while clastic, volcanic and altered
sedimentary rocks may have higher values.

The pores of the medium can contain fluids inside them, If these are only in gaseous
phase the material is defined dry, if they are only in liquid phase it is called saturated, instead
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in the case in which liquid and gaseous phase coexist the material is defined unsaturated.
Moreover, in this last case, if the fluids are also immiscible, capillary phenomena occur that
influence the values of the effective stress of which we will discuss later. The easiness with
which these fluids are able to circulate inside the porous materials is defined permeability
K which is independent of the type of fluid but is an intrinsic characteristic of a porous
medium and depends on:

• Granulometry. The smaller are the grains size and the lower is the permeability. For
example, gravels and sands do not hold liquids while clays have a high water retention
capacity.

• Density. If we consider a constant granulometry, if the density increases the perme-
ability decreases.

• Shape and orientation of the particles. The permeability can vary according to the
direction of the fluid flow.

Generally rocks have a lower permeability than soils while in rock masses the permeability
is given by their discontinuities. The latters can be considered so big to assume that their
permeability values tend to infinity. For this reason fluids move more easily within the
discontinuities.

Density is influenced by the depth at which the considered medium is located through
the concept of geostatic stress. In the absence of applied external loads, the initial in-situ
stresses are represented by geostatic (or lithostatic) stresses, or by the stress present in the
subsoil in its natural state induced by its own weight. These stresses depend also by the
granulometric characteristics of the ground and on the stress history with which we com-
monly refer to the sequence of stress, in terms of entity and duration, which have affected
the deposit from the beginning of its formation to the current conditions.

The value of the total vertical stress state σv0 at depth z, in the case of a deposit made up
of several horizontal layers characterized by different density values ρi considered constant
within each layer, is given by:

σv0 = ∑
i

gρi∆zi

being ∆zi the thickness of the i-th layer and g the gravity acceleration constant. The
higher the depth the bigger will be the weight on the considered layer which tends to com-
pact the medium more and more. For these reasons as depth increases the medium become
stiffer and stiffer and vice versa.

The main events of the stress history of a deposit are divided into phenomena of loading,
or compression such as deposition, and of discharge, for example erosion. To understand
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such phenomenologies it is necessary to introduce the concept of effective stress enunciated
by Terzaghi (1936):

“All measurable effects of a change of stress, such compression, distortion and a change
of shearing resistance, are exclusively due to changes in the effective stresses.

The effective stress σ ′ is equal to the difference between the total stress σv and the inter-
stitial pressure u, σ

′
= σ −αu”

where α is a correction factor that measures the effectiveness of the pore pressure in
counteracting the total applied load. The value of α , which varies between 0 and 1, depends
on the pore geometry and the physical properties of the constituents of the solid system. In
the extreme cases when α is equal to 0, the pore pressure has no effect on the behavior of
the rock, and when α = 1 the pore pressure is 100% effective in counteracting the applied
load. We assume α = 1 for soils, while values lower than unity are characteristic of rocks.
The coefficient α in isotropic linear elastic rocks is equal to the so-called Biot coefficient:

α = 1− K′

Ks

where K’ is the drained bulk modulus of the solid skeleton and Ks is the bulk modulus
of the solid phase.

The term compression is used to describe the variation of the voids ratio associated with
a variation of the effective stress, without any indications about the duration of this variation.
Generally, it is assumed to calculate these variations in the monoaxial case along the z-axis
as they are predominant along this direction. On the other hand, if we want to consider the
transient phenomenon which couples the fluid flow and the deformation of the solid phase
we talk about consolidation.

The compressibility expresses the easiness of a material to deform as a result of a change
in the stress equilibrium. In porous media we can distinguish two types of compressibility,
pore compressibility Cp and bulk compressibility Cb:

Cp =− 1
Vpores

dVpores

dP

Cb =− 1
Vb

dVb

dP

Where Vpores is the volume of the pores and Vb is the bulk volume of the rock.
Depending on the type of phase contained in the pores, the compressibility varies con-

siderably, in particular, it varies approximately between 2÷4 10−4 psi−1 for gases, 0.5÷4
10−5 psi−1 for oils, 2÷4 10−6 psi−1 for water and rocks.
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In ideal cases, i.e. in absence of interaction between fluid molecules, we can consider
water and rock as incompressible respect to gases. Therefore in this condition, the com-
pressibility of a saturated porous medium will be lower than unsaturated medium due to
the absence of gaseous phases. As a consequence, the elastic modulus will be greater in
saturated materials, while in non-saturated ones it will vary according to the percentage of
gaseous phase with respect to the liquid one.

Generally, the deposits after the sedimentation and consolidation phase can undergo a
subsequent stress history which can be described by means the Over Consolidation Ratio
OCR which is the ratio between the maximum historical vertical effective stress or the over-
consolidation stressσ ′

p and the current vertical effective stress σ ′
v0

OCR =
σ ′

p

σ ′
v0

We define Normalconsolidated a material with OCR = 1 and overconsolidated if OCR >

1. Under the same conditions, the deformability of a overconsolidated material is con-
siderably lower than a normal-consolidated deposit, this happens because the reduction of
the volume of voids will be lower in the first case. Moreover, the over-consolidated de-
posits behave in an approximately elastic way, whereas the normal-consolidated behaves
like elastoplastic materials. Assigning to the yield stress the meaning of boundary of the
elastic domain, we can say that if the induced stresses do not exceed this threshold, the cor-
responding deformations will be relatively modest and also in the elastic; on the contrary,
overcoming this threshold the strains become significant and predominantly plastic.

It is possible to assume that in very permeable materials with big grains strains and load
application occur simultaneously. In contrast for low permeable materials with small grains,
the time required to reach the final equilibrium condition after the application of the load
is extremely long and therefore not negligible. The latter condition is defined undrained
condition beacuse the overpressure generated inside the fluid by the applied load cannot
be dissipated instantaneously. Furthermore, in this condition, a saturated deposit is not
subjected to any volume variation and the engineering problem must be addressed in terms
of total stresses, i.e. considering the element as a single-phase system. Finally, we define
"drained" conditions when the induced overpressures on a saturated medium are instantly
dissipated and the mechanical response is given only by the solid matrix.
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2.2.2 Static and Dynamic elastic moduli

Another factor affecting the values of the elastic parameters is the deformation threshold
at which the material is subjected. In fact, the strain amplitude at which the deposit is
subjected, we can define three different domains, where it’s possible to observe different
rheological behaviors (Figure 2.3):

1. Very Small Strain Field where the mechanical behavior is linear elastic;

2. the Field of Small or Medium Strain where the mechanical response can be assumed
to be still elastic since the plastic deformations are limited, but not linear;

3. Field of Larger Strain where the contribution of plastic strains becomes grater than
the elastic strains.

Figure 2.3: Theoretical decay curve

To understand the difference between the static and dynamic moduli we must introduce
the concept of strain rate, that is how much time is necessary to reach a predetermined strain
or the velocity at which this strain occurs. In a general way we talk about static conditions if
applying a stress the strain occurs in terms of hours while we refer to dynamic conditions if
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the strain occurs within minutes or seconds. Furthermore, if the same material is subjected
to different stresses, that is, in terms of stress magnitude, different strains are obtained.

By subjecting a material to an uni-axial compression load slowly enough, a curve of the
deformation trend is obtained on the stress-strain plane containing all the domains described
above, as visible in Figure 2.4. The elastic linear relationship between the applied stress and
the deformation produced in the direction of application of the force is called the static
elastic modulus. We define the static elastic modulus as the ratio between the applied stress
and the induced deformation in the same direction of the applied stress, as well as the
angular coefficient of the traced curve on the stress-strain plane up to the yield stress.

Figure 2.4: Theoretical stress-strain curve from uni-axial compression load

When a material is excited by a small force, that is, in the field of small strains, sonic
waves are generated and propagated within it. The propagation velocities of these longitu-
dinal and transversal elastic waves, respectively Vp e Vs , through the material, depend on its
density and stiffness, defined respectively through the dynamic elastic modulus Ed and the
dynamic shear modulus Gd , through the following formulas

Ed = 2ρbulkV 2
p (1+ν)

Gd = ρbulkV 2
s

The equations used to calculate dynamic moduli assume the material ideal or homo-
geneous, isotropic linear elastic rock. Reservoir rocks, of course, are not ideal and also
heterogeneous.

The values of the seismic wave velocities, and consequently also those of the dynamic
moduli, will be different depending on the type of formations, lithotypes and also in general
increase going in depth and with age.
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The values with which the longitudinal seismic waves cross the subsoil vary from hun-
dreds of m/s for the superficial aerated layers, up to about 6000-7000 m/s for the dens-
est and most compact rocks (igneous and metamorphic rocks). Some reference values are
shown in the Table 2.1.

For soils the velocity values of the longitudinal waves vary within a range that goes from
1400 m/s for loose soils to a maximum of 2000 m/s for very dense soils, while for rocks
this range varies between 1000 m/s and 6000 m/s. Moreover, the Vp not only provides
the value of the dynamic elastic modulus, but also allows to obtain informations about the
rock quality. In fact, values lower than about 1000 m/s are a clue of phenomena such as
alteration, porosity and discontinuity of the rock. In general, the clay-rich and sedimentary
rocks are the most vulnerable to the processes of physical alteration while the igneous and
metamorphic rocks are chemically unstable and therefore subject to chemical alteration.
In both cases these materials have values below 1000 m/s (threshold value) indicating a
degradation of the rock. If the rocks have negligible porosity and values of Vp are lower
than the threshold value, this means that there are discontinuities inside them. Or in porous
materials it is always true that the speed of the compressional waves is lower than the same
material assuming negligible porosity. In addition the type of fluid, or more generally the
degree of saturation, alters these velocity values thus affecting the dynamic elastic modules,
since the latters are directly proportional to the square of Vp, varying significantly.

In particular, it has been seen that the velocity of the shear waves is independent from
the degree of saturation, and more in general from any kind of fluids because the latters
have a shear strength negligible. On the other hand, the velocity of the longitudinal waves
depends on it. Vp values, in fact, are 1500 m/s in water while 330 m/s in air (see Table
1). This means that on average for the same material, a saturated porous medium will
have a higher propagation velocity than a unsaturated one and even more for dry medium
and therefore, the dynamic Young modulus of the former will be greater than the second
medium. Generally in these last cases, in order to obtain more accurate results, it is best
practice to retrieve the dynamic shear modulus G experimentally and, known the Poisson’s
coefficient, it’s possible to calculate the dynamic Young modulus through the following
formula

Ed = 2Gd(1+ν)

As a first approach, we can say that static and dynamic moduli have the same meaning
but not the same values. In fact, usually the dynamic Young modulus is greater than the
static one, but it’s not always true. As visible in Table 2.2, as we said before, due to the high
variability of physical properties, i.e. porosity, mineral structure, cementation, etc. , and the
anisotropic characteristic of some lithotypes both the static and dynamic values of the same
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deposit are not fixed but vary within a wide range.

Table 2.1: Wave velocities and the related moduli. Data collected from [6] [11]

In order to provide a preliminary comparison between the moduli, the ratio between the
minimum value of the dynamic modulus and the minimum value of the static modulus for
each type of material was calculated from the Table 2.2, and the ratios of the maximum
values were calculated in the same way. These ratios have been calculated in order to give
an approximate and qualitative idea of the differences in orders of magnitude between the
two moduli but not usable for practical purposes, due to the fact that the data collected do
not refer to measurements carried out under the same laboratory conditions. Generally the
values of these ratios are widely larger in the case of soils than rocks. This might mean that
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the difference between static and dynamic moduli is more pronounced in soil than in rocks.
Furthermore, for the same material, in most cases, the ratios between the minimum values
are larger than the ones obtained from the maximum values. Instead, this might mean that
as the stiffness of the material increases the difference between the two moduli decreases.

Table 2.2: Static and Dynamic Moduli for soils and rocks. Typical rocks and soil in oil field
are written in red. Data collected from [6]
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These ideas could be confirmed by experimental tests performed by Yagi et al. [26]
where the static and dynamic moduli were measured on clay and mortar specimens. The
latters was used because it was difficult to obtain a uniform rock samples, and different
sand cement ratio was used to simulate different stiffnesses of the same rock. As shown in
the Figure 2.5, it has been observed that for soil Ed increases as Es increases, and it seems
that the relationship between Ed and Ed/Es is represented by an hyperbola, where for low
stiffness values the difference between static and dynamic moduli is very high and very low
for high stiffness values. While, in general, for mortars, the Ed/Es ratio is much smaller
than that of soils.

Figure 2.5: Leftside, the relationship between Young’s modulus ratio Ed/Es and dynamic
Young’s modulus for clay; rightside, the relationship between Young’s modulus ration and
dynamic Young’s modulus for mortar [26]. Pay attention to the different orders of magnitude
on the x axes.

For the aforementioned considerations, either for soils or rocks, if the material is the
same, stiffness moduli rise as depth increases. This means that the difference between the
static and dynamic moduli of a same material reduces as the depth increases. A similar
observation can be done about the degree of consolidation since, by definition, an over-
consolidated material possesses a stiffness modulus higher than that of the same normal-
consolidated material. We can deduce that as OCR ratio increases, the difference between
static and dynamic moduli decreases.

2.2.2.1 Lab Tests

Rock mechanical properties such as Poisson’s ratio, shear modulus, Young’s modulus, bulk
modulus, and compressibility can be obtained from laboratory measurements, which allow
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direct measurements of strength parameters and elatic behaviour on recovered core material
from discrete depths.

The static elastic parameters can be obtained from static laboratory tests such as the
uniaxial unconfined compression test, the triaxial test and the edometric test. While the
dynamic ones can be obtained from Cyclic Torsional Shear tests, Resonant Column and
through the cyclic triaxial test.

The simple uniaxial compression test (Figure 2.6) consists in placing a cylindrical spec-
imen in a normal press and breaking it by simple compression without any lateral confine-
ment. This test allows to determine:

• the uniaxial or unconfined compressive strength (UCS) Co or σc or the ultimate strength
of a rock, that is, the maximum value of stress attained before failure;

• the Young modulus E;

• the Poisson ratio.

In conventional instruments, the variable is represented by the force, whose intensity and
speed of application can be controlled. The axial deformations produced on the specimen
are measured by comparators or strain gauge bands. During the test, the pairs of axial stress-
strain values or radial deformations are recorded. The initial part of the plotted stress-strain
curve can be assumed linear and also that the Hooke’s law is valid E =

σ

ε
= constant.

Although it is assumed that the fracture in the rock occurs when the unconfined compres-
sive strength (UCS) is reached, experimentally it has been verified that the breaking process
and the generation of micro-cracks begin at stresses below to Co, in particular between 50%
and 95% of its value (Brady and Brown, 1985).

Figure 2.6: Uniaxial compression test
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The triaxial compression test allows to represent the conditions of the rocks in depth, i.e.
subjected not only to the overlying load but also to the horizontal stresses called confinement
stresses by applying a uniform hydraulic pressure around the specimen making possibile the
control the radial and axial stresses independently, thus allowing the realization of any stress
paths.

This test allows to determine the failure envelope or the resistance line of the material
on the stress-strain plane from which it is possible to extrapolate two resistance parameters
to build a failure criterion (Mohr-Coulomb criterion), the cohesion c and the friction angle
ϕ ′, discussed later in the Section ??, and then the static elastic modulus E and the Poisson’s
coefficient are obtained.

The test is carried out on specimens similar to those of the uniaxial test, which are
introduced into steel cylinders in which a hydraulic pressure is applied to the walls of the
specimen. This is surrounded by a waterproof and flexible membrane to isolate it from the
liquid under pressure. The deformations are measured through strain gauge bands fixed
directly on the specimen.

Using the triaxial cell, different types of tests can be carried out, based on the material
and on in-situ conditions to be reproduced, which can be identified using a code composed
by two or three letters as shown in Figure 2.8.

Figure 2.7: Typical triaxial compression test curve and the influence of the confining pres-
sure and consequent change in failure mechanism, from brittle to ductile. In the figure below
is visible the dilation phenomena if the confining pressure (2.0 Mpa) is low [7]

The first phase can be carried out in two different ways: consolidating the specimen (let-
ter C) or leaving it unchanged (letter U). In the C case the consolidation can be done in three
different ways, that is applying an isotropic effective stress state (I), or a pre-established
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anisotropic state (A), or applying in -situ state of stress (K0). Once the desired confining
pressure level is reached, this confining pressure is kept constant and only the axial load is
increased until failure of the specimen occurs. During the loading phase of the specimen,
shear stresses are generated which can generate dilation phenomena which are a volume
variation. This phenomenon physically represents the effect of the mutual interlocking be-
tween particles that start to slide. In general, and therefore also for high depth rocks, the
dilatation phenomenon decreases as confining pressure increases. Furthermore, increasing
the confinement pressure the mechanical response changes from brittle to ductile. The load-
ing phase is called second phase and it can be done in drained (D) conditions, allowing to
measure the volume variation, or in undrained (U) conditions measuring the overpressure
due to the fact that the change in volume is impeded. In addition, every drained test is an-
alyzed in term of effective stress while every undrained test is analyzed in terms of total
stress. For example, using the term CID, the specimen is subjected firstly to an isotropic
consolidation and after is brought to failure in drained condition; This kind of test is per-
formed in order to simulate the reservoir conditions during production, which are permeable
rocks and fluids are easly drained. While, in oil and gas industry, CIU or CK0U tests are
used to simulate the performance of sealing rocks which are not permeable. In case of
Normal Consolidated clay, which are very low permeable, it is usually to perfom UU tests.

Figure 2.8: Kind of tests on triaxial cell

The edometric tests are the most widely used tests to determine the compressibility
parameters and the history of a deposit in terms of OCR.

A cylindrical saturated sample is confined laterally by a rigid ring in such a way that
only axial deformation is permitted (see Figure 2.9). Furthermore, two porous stones are
used in contact with the upper and lower surfaces of the specimen, allowing the flow of
water, i.e. allowing the specimen to consolidate. The reduction in volume of the specimen



2.2 Elastic parameters 23

corresponds to a variation in the voids ratio, which implies the expulsion of an equivalent
volume of interstitial water.

The specimen is loaded by a uni-axial load in a geometrical way (i.e. 5, 10, 20, 40,
80, 160, ..., etc kPa) by measuring the voids ratio in Figure 2.10. Each loading step is
maintained constant for long times after which the load is removed, terminating in this way
the so-called first loading cycle, branch from A to D shown in the same figure. A second
load cycle is carried out not exceeding the maximum value of the effective stress to which
the specimen was subjected during the first cycle, the branch from D to E, to analyze the
purely elastic behavior of the material.

The stiffness of the sample increases as the applied axial force increases and the number
of cycles performed increases, while the compressibility decreases.

Figure 2.9: Oedometer test [17]

Figure 2.10: Examples of results obtained from an Oedometric test
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Speaking about dynamic tests, these allow to determine experimentally the decay curve
that represents the variation of the secant stiffness modulus G as a function of the deforma-
tion level γ , shown in Figure 2.12.

Due to the fact that the material has not a ideal beahaviour, we need to introduce a Gt

tangent modulus

Gt =
dτ

dγ

which describes the variation of the stress due to a small variation of deformation around
the current state, or a Gsec secant modulus

Gsec =
τ

γ

that identifies a mean stiffness in a stress interval determined from a reference zero as
shown in Figure 2.11, where G0 means Gt or Gsec at the beginning.

Figure 2.11: G moduli variations as function of deformations

It is clear that the two values of the moduli coincide in the initial phase of the test
(Gsec/Gt = 1), while as deformation increases more and more the two values become very
different.

It’s possible to distinguish from the decay curve 2.12 three zones:

1. Very Small Strain Domain where a linear threshold (εt or γt used for E or G respec-
tively according to the kind of test) of the order of 10−5% exists , below which the
stiffness can be assumed constant;

2. Over εt range in the Small or Medium Strain Domain the behavior is non linear but
still elastic. Here the stiffness modulus decreases significantly as deformations be-
come larger and larger and now every loading cycle is characterized by hysteresis
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phenomena until creep phenomena start to occur and it means that the upper limit of
this region is reached. This boundary is called critical strain threshold εcrit ;

3. Beyond εcrit the Larger Strain Domain exists where the total deformation is given by
an elastic and plastic contributions. The further we move away from εcrit , the more
the plastic deformations are predominant over the elastic ones. This is a transitional
region where the behaviour is not well defined.

Figure 2.12: Normalised stiffness degradation curve [18]

It is possible to notice how at each test is associated a deformation levels according to
the measurements of interest. Obviously, each test has its own resolution (Figure 2.12).

The resonant column test is based on the application of the concept of resonance to a
cylindrical sample subjected to torsional excitation. The test is generally carried out by the
application of constant amplitude cyclic stresses and variable frequency at the top of a speci-
men which is embedded at the bottom base. Monitoring the induced rotations the frequency
of resonance can be detected and then it is possible to retrieve, through a mathematical in-
version process, the shear modulus G. Varying the amplitude of the stress and therefore the
average deformation induced on the sample, is possible to reconstruct the G modulus decay
curves.
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In the case of cyclic torsional shear test, using a similar kind of stress of the resonant
column, secant shear modulus and is determined directly from the cyclic stress-strain curve.

The cyclic triaxial test is performed in a similar way as the standard triaxial test. The
difference remains in the application of the load that now occurs cyclically in a range where
failure doesn’t occur. This is the only dynamic test that allows an evaluation of Young’s
modulus and its decay curve experimentally. In order to obtain the relative G decay curve
is necessary to fix one value for the Poisson’s coefficient and then apply the realtionship
Ed = 2Gd(1+ν).

Performing the standard triaxial test on a specimen and reaching the failure condition
in a static way, it is also possible to reconstruct the decay curve of the modulus for high
deformation values, although in this case, it is difficult to obtain the values corresponding
to the small deformations. However, a more satisfactory approach is to make use of local
instrumentation which can be attached directly to the sample while performing a standard
test. These local transducers employed in the triaxial cell are reliable and simple to install
directly on the specimen. The main advantages of this type of instrumentations are that the
small strain behavior of a material can now be investigated to a high level of accuracy and
remain undamaged at strains of up to 35%.

So laboratory tests are useful because:

• allow a better control of measurement accuracy;

• a well-defined correspondence between the applied effective stress and strain;

• the possibility of exploring a very wide range of strains;

• the ability to control the stress path, or to give a voluntary stress history to the speci-
men.

On the other hand, there are some disadvantages in the use of laboratory tests including:

• disturbance of rock samples during the drilling, recovery and storage operations that
weakens the sample structure and limits the representativeness of the real behavior;

• samples of the same deposit but of different sizes may have a different mechanical
response.

2.2.2.2 Factors affecting the decay curve

As a first approach we can state that the thresholds of the decay curve are not fixed but may
vary according to the nature of the material, the stress history and the conditions at which
the tests are performed.
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Generally the very small strain domain is more extended in strongly cemented materials
and also easier to detect than soils. In fact for the latters this region is not always recog-
nizible. In the case of cemented materials drained tests show an extensive range where the
behaviour is nearly linear elastic and the failure is brittle. In this case the other two do-
mains don’t exist but they are engulfed in the very small strain domain. This means that the
stiffness modulus is nearly constant for the entire load cycle if the peak strength is not ex-
ceeded, a trend that best approximates the ideal case. Instead in undrained tests these linear
thresholds may not be recognizible regardless of the nature of the material either cemented
or uncemented.

εcrit are case dependent, Table 2.3, but from Lo Presti et al. (1989) it appears that this
value is smallest in loose uniform clean sand and increases when active clay minerals or
some chemical bonding are present. In the Small Strain Domain it is important to take into
account the degree of consolidation of the material. In fact, static laboratory tests on slightly
Overconsolidated materials have shown that if a high-resolution instrument is not used for
small strains, the stiffness modulus measured in this field is greatly underestimated [12, 14].

Table 2.3: Variation of εcrit with soil type, [13]

Beyond the critical strain threshold rapid changes in secant and tangent moduli can occur
according to the yielding point of the material which is dependent on the OCR (see Figure
2.13). In fact beyond the yielding point we have a fast increment of the plastic strains and at
the same time the contribution of the elastic strain becomes negligible. In general the OCR
ratio allows to identify a threshold called Bounding Surface BS beyond which there are only
unrecoverable strains. This BS is reached earlier by Normally consolidated materials than
the Overconsolidated ones.
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Figure 2.13: Relationships between permanent and total strains for Magnus Till, [13]

The decay curve varies in magnitude and shape depending on the type of the material.
An example is visible in the Figure 2.14 where the decay curves of different types of soils are
shown. It is possible to observe how the high and low plasticity clay and sand have a stiffness
modulus lower than gravel but they have a linear elastic threshold clearly identifiable respect
to the gravel in the very small strain field. Moreover, it is possible to notice on the right
of the Figure how the decay of the curve is more pronounced for gravel and sand, while
the stiffness of the low and high plasticity clay assume a limited variation in the whole
deformation field, i.e. the decay of the curve is lower.

Figure 2.14: G/G0 − γ curves and relative range for different kind of soil, [10]

Another parameter affecting the decay curve is the number of cycles done on the spec-
imen, Figure 2.15. As the number of cycles increases, the degradation of the material in-
creases and therefore the corresponding stiffness modulus decreases. If the number of cycles
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are equal, the cyclic degradation increases if the strain amplitude increases. While cyclic
degradation reduces if the OCR ratio increases, [10].

Figure 2.15: Influence of the number of cycles (Degradation), [10]

The confinement pressure also affects the decay curve. From the Figure 2.16 it is possi-
ble to notice that if the material is the same, the decay of the curve is delayed or anticipated
as the confining pressure increases or decreases respectively.

Figure 2.16: Influence of confining pressure on Toyoura sand, [10]
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2.2.2.3 Effects of stress cycles

Plona and Cook [22] have emphasized the importance of stress cycles in order to understand
the relationship between static and dynamic moduli. Performing an unconfined uniaxial
compression test on very permeable and dry rock, Castlegate sandstone.

In Figures 2.17 and 2.18 stress-strain curves relating to static and dynamic measurements
and the related values are shown. About static tests, it is possible to notice the large load-
unload cycle called major cycle within which 10 load-unload cycles called minor cycles are
contained. It is clear that the difference between the two moduli is greater when the static
elastic moduli are taken from the big cycle, especially at very low stress. From this point of
view, the difference between the two moduli is due to the strain-rate with which the tests are
carried out. While the difference between the static and dynamic elastic moduli is negligible
when the static moduli are retrieved from the minor cycles within the big cycle mostly at
high stress, confirming what was said in the Subsection 2.2.2. This last case shows that
the static and dynamic moduli thus obtained are dependent on the amplitude of the load-
unload cycles. In fact, reducing more and more the amplitude of the minor cycles of stress,
hysteresis phenomena are not present and the minor cycles reproduce exactly the definition
of the elastic modulus.

Finally, from [22] static and dynamic values of the elastic modulus differ approximately
of 10% and not as usually thought by an order of magnitude (as shown in Figure 2.5 ).

Figure 2.17: Static and Dynamic moduli retrieved from Unconfined Compressional test on
Castlegate Sandstone: first major load and unload cycle [22]
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Figure 2.18: Static and dynamic moduli vs stress [22]

2.2.2.4 In situ tests

The Radioactive Marker Technique RMT is a in situ test based on measurement of the
vertical distance between radioactive bullets called markers shot radially into the formation
at regular intervals every 10.5 m inside a vertical monitoring well before casing operations,
Figure 2.19.

The markers having a bullet-shaped and made of steel, contain a radioactive source (
low-emission isotopes Cs137 or Co60) sealed inside them to avoid problems of environmental
contamination.

Then two pairs of gamma ray detectors spaced again appoximately of 10.5 meters are
lowered at the bottom of the well. The positions of each marker can be determined by
these specialised wireline Gamma Ray (GR) logs, which are run at regular time intervals to
estimate the possible temporal changes in the distance between the markers. In fact, moving
a set of radioactivity detectors at a constant speed results in a correlation of the GR count
rate versus time, which can be transformed in distance [19].

Marker spacing is periodically surveyed in terms of few years, depending on the reser-
voir depressurisation. During the measurements, the static reservoir pressure is recorded for
each interval, which is necessary for the estimation of the effective uniaxial compressibility
Cm retrieved by

Cm =
∆h

h0∆p

where ∆h = ht − h0 is the average vertical deformation (expansion if positive, com-
paction if negative) of the marker interval; h0 and ht are the average distance between two
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adjacent markers at the initial time and at time t, respectively; and ∆p is the fluid pres-
sure variation (rise if positive, drawdown if negative) occurred within the monitored depth
interval over the time period 0-t [9].

Figure 2.19: Schematic illustration of the radioactive marker technique

The nominal RMT precision, i.e., the expected average measurement error of the vertical
strain measurement, is on the order of 10−4, that is 1 mm for a vertical distance range of 10
m.

The advantages of the RMT are:

• the possibility of testing a large-scale sample in its natural environment;

• there is no need to assume initial conditions to be submitted to the specimen as it
happens in the laboratory. Furthermore, it is possible to monitor the behavior of the
material in the long period of its stress history.

while the disadvantages are:
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• it is a very expensive method due to the fact that the markers must be installed in
dedicated wells and not usable for production. Furthermore, this instrumentation must
be installed before completing the casing operations of the well;

• measurement of marker displacements must be performed using tools that operate at
high depths in difficult conditions;

• Attention should be paid to the measurement of Cm as it is very influenced by the
degree of saturation of the deposit and by the cementating operations of the well after
drilling.

The phase of casing cementation improves the mechanical characteristics of the rock near
the well, area affected by marker measurements. Therefore the values of Cm may be lower
than the real compressibility of the reservoir.

In the Oedometric test the specimen is always saturated while in situ tests these con-
ditions are not always present like in gas reservoirs. In these latter conditions, only part
of the pores is filled by gas while the remaining pore space is occupied by water, which
forms menisci around the contact points of the grains. This phenomenon, defined capillary
pressure, acts between the different phases increasing the inter-particle forces as shown in
the Figure 2.20. These forces act in a roughly normal direction with respect to the particles’
contact, acting as a binder between pores and grains. The net result is an increase of the
resistance of the porous media to deformation and failure [20].

Figure 2.20: Schematic rappresentation of an unsaturated medium. Intergranular forces due
to capillary effects are indicated [20]

As water content increases, the degree of saturation increases and lower will be the cap-
illary forces. In fully saturated conditions these forces do not exist and the compressibility
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increases significantly. For this reason the values of Cm measured in the RMT tests are un-
derestimated with respect to the real behavior of the entire reservoir. For a fixed value of
the Poisson’s coefficient, the Young’s moduli that are obtained using these values of Cm are
overestimated and are closer to the dynamic moduli erroneously. So it means that the real
compressibility will be greater than the measured one so that the real value of the elastic
modulus will be better represented by static elastic moduli.

2.2.3 Empirical law for Uniaxial compressibility

Analytical relationships are general but approximated simplified models while empirical
relationship are accurate but of limited validity site/material dependent.

The large amount of data collected with the RMT tests done in the Po River Basin (Italy)
has been statistically processed to generate a basin-scale compressibility law that links the
vertical uniaxial compressibility Cm as an exponential function of the vertical effective stress
σz [1]

Cm = 1.3696×10−2
σ
−1.1347
z

where Cm is in bars−1 and σz in bars.
This equation is valid for:

• Isotropic system;

• only for sand and clay typical of the Po Plain;

• rock compression in virgin loading conditions (I loading cycle);

• for a depth range between 1000 and 1500 m in normally pressurized conditions, tipical
value of this basin.

While rock expansion is controlled by a new uniaxial compressibility called C′
m that de-

scribe the unloadind/reloading phase or the second loading cycle. In the oil field the first
and second loading cycles can be assimilated to in situ loading conditions during primary
production and subsequent storage activity, respectively. In fact C′

m plays a key role for the
characterization of the geomechanical reservoir behavior during UGS operations when the
seasonal fluctuations of the effective stress due to gas injection/removal usually occur at
stresses less than the preconsolidation stress [23]. Being the formulation of Teatini deriving
only from data obtained from RMT test, this presents the same criticality of the measure-
ments made with the raioactive markers, then underestimates the value of Cm when the fully
saturated conditions do not exist in reservoir.
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In addition, Baù et al. [1] and Ferronato et al. [8] have observed that the correlation
itself tends to underestimate the compressibility Cm for low values of effective stress, i.e.
at relatively low depths. Therefore, it has been recommended as a precautionary measure,
for depths that are less than 1500 m, the values of Cm calculated with the aforementioned
formula should be corrected multiplying them by 2.

Moreover, comparing the data obtained with the RMT test and the results obtained from
the odometer test, they argued that the ratio of virgin loading Cm to C′

m varies between 1.8
and 3.5 in a depth range between 1000 and 6000 m under hydrostatic condition.

2.3 Compaction and induced subsidence in reservoir rocks

Before any production the system is in equilibrium and is subjected to a lithostatic load
due to the overlying formations called overburden. This load is carried partly by the solid
skeleton of the reservoir rock and partly by fluids contained whitin the porous medium as
a function of their elastic moduli and compressibility respectively. The pore fluid is acting
in the pore spaces between the mineral grains and the rock structure and presses out against
the overburden (vertical) and the horizontal reservoir stress.

Figure 2.21: Stress arch effect [24]

The fluid extractions from the reservoir during production induce a pressure drop within
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the pores previously occupied by the fluids. At the same time, due to the fact that the weight
of the overburden remains constant the variation of the total vertical stress is negligible
only if the stress arch effect is not generated and, according to the Terzaghi’s Principle, the
effective stress on the solid skeleton icreases.

Instead, in the case where the stress arching effect is generated, partial weight of the
overburden is transferred to the sideburden during reservoir compaction (see Figure 2.21).
This phenomena occur frequently when the reservoir is soft compared to the surrounding
rocks and increases when the reservoir approaches the shape of a sphere, or for high shape
factor. The stress arching ratio is defined as the change of overburden pressure divided by
the change of pore pressure, and it is controlled by reservoir geometry, rock properties of the
reservoir and surrounding rock, and pore pressure distribution within the reservoir during
production, [25].

The reservoir rock will be compressed (compacted) until a new equilibrium is reached.
However, in order to study the mechanical response of the reservoir we assume an uni-

axial strain in vertical direction during compaction. This assumption is valid if the vertical
extent of the reservoir is small compared to its lateral extent [15]. This simplification allows
an easier characterization of rock properties using data from uni-axial lab measurement.

Figure 2.22: Schematization of a reservoir before, during and after production

The variation of the ground level is due to both natural and anthropogenic causes. The
latter depend mainly on the fluid withdrawal from the underground (aquifers or producing
hydrocarbon). For this reason it’s important to verify if the potential subsidence induced by
the extraction of fluids has no relevant impact on existing buildings and infrastructures in
the area of interest. Therefore the extension of the cone of subsidence and the maximum
displacements should be assessed [3].

Reservoir compaction and subsidence can cause wellbore-casing deformation and sig-
nificant pipeline damage due to excess compressional or tensional strain [21], loss of the
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well and in the worst case fault reactivation generating earthquakes.
Many factors play an important role on subsidence magnitude. Necessary condition for

the subsidence phenomena to occur is the high compaction of the reservoir and therefore
the compressibility and the thickness of the rock are very important parameters. Moreover,
the presence of a strong aquifer can keep constant the pressure of the reservoir even during
production, reducing the occurrence of this phenomenon. Finally, the overburden may shield
the reservoir and prevent subsidence according to its geometry, depth and the contrast in
mechanical properties of the surrounding rocks.

2.3.1 Uniaxial reservoir compaction and uniaxial compressibility

In Petroleum applications the Oedometric test in drained conditions is thought to simulate
the compaction of a reservoir during depletion.

So, as mentioned before, if the lateral extent of the reserovir is much larger than its
thickness (ie if we can assume that the field is infinitely extended horizontally, we have
geometric symmetries on the field of stresses and deformations) the analysis models show
the absence of lateral deformations only along the center of the baricentric axis at which the
longitudinal elastic modulus E ′ in drained conditions is reduced to the edometric.

So assuming that our model is Isotropic linear elastic, then the deformation of the reser-
voir can be expressed by the generalized Hooke’s law and the uniaxial strain condition in
terms of effective stresses [7]:

εh =
1
E ′ [∆σ

′
h −ν(∆σ

′
H +∆σ

′
v)] = 0

εH =
1
E ′ [∆σ

′
H −ν(∆σ

′
h +∆σ

′
v)] = 0

εv =
1
E ′ [∆σ

′
v −ν(∆σ

′
h +∆σ

′
H)]

where H and h indicate the maximum and the minimum stress and strain respectively,
orthogonal to the z axis.

If the change in reservoir thickness is:

∆h =−εvh

and in order to maintain uniaxial vertical compaction during depletion the effective hor-
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izontal stresses must increase:

∆σ
′
h = ∆σ

′
H =

ν ′

1−ν ′∆σ
′
v

According to Terzaghi’s principle, we assume that total vertical stress remains constant
during production:

∆σ
′
v = ∆σv −α∆u =−α∆u

Combining all the equations we obtain the compaction formula:

εv =
∆h
h

=
1
E ′ [

(1+ν ′)(1−2ν ′)

1−ν ′)
]α∆u

where
1
E ′ [

(1+ν ′)(1−2ν ′)

1−ν ′)
] =

1
Eoed

=Cm

where Cm is the compaction coefficient or uniaxial compressibility.



Chapter 3

Case study

3.1 Geological context

The Italian peninsula and its surrounding marine areas have been subjected to a complex
geological evolution that originated several hydrocarbon systems. The three main Italian
tectono-stratigraphic systems can be classified as [4]:

1. Biogenic gas in the terrigenous Plio-Quaternary foredeep wedges;

2. Thermogenic gas in the thrusted terrigenous Tertiary foredeep wedges;

3. Oil and thermogenic gas in the carbonate Mesozoic substratum.

In Italy gas reservoirs contain mainly biogenic gas and they are located in the Po Plain and
in the Northern and Central Adriatic Basin. Tectonostratigraphically, the area is composed
by a carbonate substratum deposited during Permian-Mesozoic overlayed by a Cenozoic
succession made of thick turbidite sequences with alternating sandstones and shales layers,
which are interbedded combinations of sources and reservoirs [5].

The Biogenic gas is trapped in structural traps, generally anticlinal, in the internal part
of the foredeep near to the Apennines chain; this kind of field is composed by a number
of superimposed pools, which are made up of single or multiple reservoir intervals. While
in more external parts of the foredeep the gas is accumulated in sandstone layers of strati-
graphic traps. Going in the Adriatic foreland we have gentler anticlinal traps that are sealed
by Pleistocene shales (Argille del Santerno). Structural traps with hydrodynamic compo-
nent are commonly present while hydrodynamic traps are rare in the Adriatic basin. The
latter are caused by the differences in water pressure, that are associated with water flow,
creating a tilt of the hydrocarbon-water contact, like in Ravenna field where the GWC is
tilted of about 40 meters. Reservoir rocks of biogenic gas in the Adriatic Basin are mainly
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Pliocene-Pleistocene successions of turbidite sands and silts of several thousands meters
thick. The biogenic gas was originated from organic matter of terrestrial origin and comes
from turbiditic and hemipelagic shale and clay source rocks.

Figure 3.1: Oil and thermogenic gas occourence in the carbonate Mesozoic substratum,
leftside; Gas occurences in the terrigenous foredeep wedges, rightside [4]

The others gas reservoirs contain thermogenic gas. This kind of system are made up
of older turbidite deposit from the Southern Alps and of the Apennines. The deep burial of
these deposits allowed an early thermogenic generation of gas from the deepest organic mat-
ter. This reservoirs are located mainly in the Southern Alps and in the Northern Apennines
but the most important are in the Southern Apennines and in Sicily. Finally Oil and ther-
mogenic gas reservoirs involve the Mesozoic carbonate substratum of the foredeep/foreland
area and of the external thrust belts, Figures 3.1 and 3.2. Traps of crude oils and associ-
ated thermogenic gas can be both structural and hydrodynamic in the central and southern
Adriatic. These hydrocarbons are contained in Mesozoic reservoir rocks that are mainly
carbonates deposits with different genesis related to the Middle Triassic, Late Triassic/Early
Jurassic and Early Cretaceous stages. In the Central Adriatic area there is heavy oil ranging
from 5° to 22° API while the oil is lighter in the Southern Adriatic (e.g. 37° API at Aquila
field).
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Figure 3.2: Stratigraphic distribution of source rocks and hydrocarbon occurrences in the
Apennine-Adriatic area, Italy, [5]

Summarizing, the Biogenic gas has been produced at relatively shallow depths from the
Apennine Plio-Quaternary foredeep basins, both onshore (Padana and Bradanica foredeeps)
and offshore (central-northern Adriatic Sea), while oil and thermogenic gas are at greater
depths in the Western Po Plain, in the Southern Italy and in the Adriatic foreland Basins.

3.2 Case 1

The synthetic case study is an offshore reservoir in the North-East of the Adriatic Basin
where there is the greatest concentration of deposits of biogenic gas, as shown in Figure
3.1.

The analysed area is a stratigraphic alternation of sand and clay layers. This configura-
tion allowed an accumulation of biogenic gas in a sandstone reservoir that lies at the depth
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of 1500 meters below the sea level. The sealing is guaranteed by a layer of clay overlying
the deposit. The schematization of the stratigraphy of the case study is shown in Figure 3.3,
while in the Table 3.1 are shown in detail the data related to each lithological unit and their
stratigraphy. To be more precise, the gas is stored in a sand “lens” surrounded entirely by
clayey deposits.

Figure 3.3: Scheme of typical biogenic gas reservoir in Northern Adriatic Basin

This configuration has been studied in this thesis work through the use of a mechanical
simulator within the Petrel E&P software platform (Schlumberger) with which it is possible
to construct a numerical model of the problem under examination. The software use a FEM
(Finite Elemenet Method) 3 D numerical approach : the basic idea is to break down the
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domain of the modeling into a finite number of well-defined elements, called elementary
cubes, which are connected to each other by nodes. All these elements form a grid and in
this way the problem is discretized.

Table 3.1: Lithological units and stratigraphy

Figure 3.4: Regional scale model and relative stratigraphy (values in meter)

The phenomena of our interest are those that involve the compaction of the deposits and
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the potential subsidence induced during primary production. For this reason our geome-
chanical grid has been built on a regional scale in order to analyze the variations of strains,
stresses and displacements not only of the reservoir but also of the neighboring areas such
as overburden, sideburden and underburden formations, see Figure 3.4. Since the reservoir
is the area where there is the greatest variation of effective stress due to the withdrawal of
gas the grid is much packed around the reservoir in order to provide more accurate results.

Figure 3.5: Lithostatic load and hydrostatic conditions of the model

For the entire model a constant porosity of 0.21 was considered both inside and outside
the reservoir. We assume that the reservoir is saturated with gas and all the rest is saturated
with water, the gas-water contact (GWC) is considered at a depth of 1575 meters or at
the lower edge of the lens. The horizontal and vertical permeability in the reservoir are
assumed equal to 50 and 5 mDarcy respectively and a Net To Gross equal to 0.8. There
are neither faults nor active aquifers, all the layers are considered isotropic, homogeneous
and continuous, and their mechanical properties vary only according to the depth using the
empirical Teatini’s formula described in chapter 2. In this case the initial state of stress of the
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reservoir and surrounding rocks is due to the simple lithostatic load and the fluid pressure is
in hydrostatic conditions on the whole model assumed equal to 0.1 bar/m, see Figure 3.5.

Instead the reservoir has been modeled as a lens having a height of 75 meters and a
radius of 1.5 kilometers inside which is contained an initial volume of gas (GOIP) equal to
4.295× 109m3

sc . The average static pressure in the reservoir measured at a depth of 1500
meters is equal to 158.82 bar, see Figure 3.6.

Figure 3.6: Distribution of the initial Pressure [bar] of the reservoir before production and
position of the four production wells.
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The model hypotheses consider the reservoir a closed system, or during production the
pressure varies only within the reservoir and remains constant for all the sourrounding for-
mations equal to the previously assigned hydrostatic value.

The production mechanism is a depletion drive and we assume a constant pore volume.
Furthermore, no interaction between the formation induced by pressure variation and petro-
physical parameters (i.e. porosity and permeability) is considered: i.e. during fluid flow
simulation the petrophysical parameters remain constant. Generally for shallow gas reser-
voirs and for low degree of cementation of the reservoir rock, permeability and porosity
vary during compaction phenomena, but in the analized case they are assumed constant,
considering the study of this phenomena as a possible future continuation of the present
work.

There are four production wells and production took place on January 1st 2016, while
the end of production is planned for the end of April 2025 with a Recovery Factor of about
63%, Figure 3.7.

Figure 3.7: Average static bottom hole pressure

In order to populate the stratigraphies of the model with the relative mechanical charac-
teristics we have assigned all the mechanical properties of each single material to a class and
subsequently the latter have been associated to the relative hierarchical zone of the model,
see Table 3.2.
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Table 3.2: Geomechanical classes where f(z) is the stiffness modulus obtained from Teatini’s
formula

Our goal was to make a sensitivity analysis on different casess. Each case has been
analyzed through three different mechanical configurations or models:

1. static configuration;

2. dynamic configuration;

3. dynamic initial configuration with additional information about the decay of the stiff-
ness modulus inside the reservoir, the only area subject to large stress variations.

Since the study is focused on the entire primary production phase, the geomechanical model
must be populated by assigning the first loading stiffness modulus. In this way the geome-
chanical model has been populated by assigning to each layer an average stiffness value
through the use of the empirical Teatini’s formula, Figure 3.8, where the value has been
doubled for depths less than 1500 meters in accordance with the recommendations of Baù,
2.2.3. In this way we have assigned static characteristics for the entire model. Furthermore
the geomechanical model was repopulated by assigning a dynamic stiffness (higher than the
static one) to each layer equal to four times the value of static one, i.e. the ratio between the
dynamic modulus at the first loading cycle and the static modulus at the first loading cycle
was assumed to be equal to 4.

Since we want to extend in detail the study for the entire strain domain of the reservoir,
a decay curve has been obtained from literature, Figure 2.14, assuming that the deposit is
100% sand and sampling 38 points from this curve. This new curve, called curve 1, was



3.2 Case 1 48

constructed starting from the static and dynamic moduli previously assigned to the reservoir,
but adding the information of the decay of the stiffness modulus as a function of the strain
level, see Figure 3.9.

Figure 3.8: Young modulus variation as a function on depth

Figure 3.9: E decay curve
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3.2.1 Static and Dynamic cases

A first comparison can be made between the results obtained by initializing the model in
a static and dynamic way. Having assumed the hypotheses of ILE model, from the related
theory we have seen how the strain level depends linearly on the stiffness modulus. Since
the static stiffness modulus is four times smaller than the dynamic one, we expect to obtain
greater strains in the static case than the dynamic. The goal of this thesis work is to study
the mechanical response of the reservoir assuming a high pressure variation from an initial
pressure of 158 bar with a continuous production until the abandonment pressure of 63 bar
is reached causing a high variation of effective stress inside the reservoir.

How is visible from Table 3.3 and Figure 3.10, the results obtained show as the strain
level of the static configuration is greater than the dynamic at the end of production, but they
have the same order of magnitude and they are mainly in the transitional zone of the decay
curve.

Table 3.3: Case 1: static and dynamic results obtained using a two-year timestep (values in
the domain of large strain in red)

The Figure 3.11 shows the comparison of the previous results with those obtained by
initializing the model with the stiffness decay curve 1. The results obtained are encouraging
since the stiffness modulus is quite identical to the value of dynamic modulus at very small
strains and increasing the stress level over time we observe, a decay of the E modulus up to
the static value approximately. It must be noticed that, at the end of production, using the
curve 1 the average strain level in the reservoir is almost equal to the static configuration,
but unlike the latter the large strains domain is never reached. So from this comparison we
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can suppose that the final strain level reached using the curve 1 is more similar to the static
case than the dynamic.

Figure 3.10: Case 1: average stress-strain graph of static and dynamic results obtained using
a two-year timestep

Figure 3.11: Case 1: average stress-strain graph of static, dynamic and curve 1 results
calculated using a TWO-YEARS TIMESTEP
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For the sake of completeness we report the evolution over time of the average effective
stress inside the reservoir on the x-z plane of all three configurations to show that we are
widely within the range of the admissible stress field in order to exclude failure phenomena,
Figure 3.12. Moreover, in all the configurations there are no plastic strains.

Figure 3.12: Case 1. Mohr-Coulomb Criterion

3.2.1.1 Sensitivity analysis on timesteps

Up to this point the results presented have been obtained using a two-year timestep. Now we
want to understand if the choice of timestep influences the results by making a sensitivity
analysis on this parameter.

The results of the static and dynamic cases are represented on the stress-strain graph by
a straight line and therefore decreasing the timestep for these two cases would not lead to
any additional information, but would get redundant information of the line drawn with a
larger timestep. The same considerations can not be made for the case with a decay curve
and therefore we have to made a study on the choice of timestep.

The Figure 3.13 shows that the results of the case with the decay curve obtained with
different timesteps have generally similar trend or both have an initial stiffness modulus
similar to the dynamic one and decreases increasing the stress level reaching almost the
static value. In reality, the two-year timestep case overestimates the mechanical properties of
the reservoir, especially in the first few years of production respect to the one-year timestep
case, since the E modulus must decay immediately beyond the very small strain threshold.
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Figure 3.13: Case 1: average stress-strain graph of static, dynamic and curve 1 results
calculated using a TWO-YEARS TIMESTEP and ONE-YEAR TIMESTEP

These results suggest that the analyzes performed using curve 1 with a one-year timestep
are more reliable than those performed with a two-year timestep. As we have seen, decreas-
ing the timestep for the case initialized with the curve means having more information about
the non-linear trend of the results on the σ ′

zz − εzz graph.

3.2.1.2 Sensitivity analysis on number of sampled points of the curve

When the case is initialized with a E decay curve, which is described by a fixed number of
value pairs of εzz −E and not by a continuous law, the software, known the deformation,
search within the same curve the respective value of the elastic modulus. When a precise
pair of εzz −E points is not associated with the known strain value, the value of the elastic
modulus is approximated by the calculator. In order to reduce the approximation error of the
elastic modulus, we increased the number of sampling points of the E decay curve creating
two different variants of the curve 1 with 131 and 1503 pairs of points called curve 2 and
curve 3 respectively.

We have observed that using input curve 2 and 3 for simulation is time consuming. The
test with curve 2 gives results slightly lower than those obtained from the use of curve 1
as input and requires more time to complete the simulation. Instead, curve 3 did not allow
to complete the simulation due to very long execution time. So we decided to carry out
the following simulations using only the curve 1 as input and trying to do the sensitivity
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analysis using curve 2 and curve 3 directly as output. Or, from the εzz values obtained from
the simulation the three different curves were used to recalculate the history of the respective
associated values of E, as visible in Figure 3.14.

Figure 3.14: Case 1: E-axial strain graph using a one-year timestep, simulation run with
Curve 1 in input and comparison between Curve 1, Curve 2, Curve 3 in output

From the εzz −E graph obtained with a one-year timestep, it is clearly visible how the
trends obtained using the input curve 1 and the output curve 2 and 3 are perfectly equal,
while the trend deriving from the use of output curve 1 shows slight fluctuations after the
early years of production. It should be kept in mind that in the field of small strains the E
modulus must decrease continuously as axial deformation along z increases, but this does
not happen in the configuration initialized with the input curve 1 and the output curve 1.
Therefore, for this reason, one might think that the best solution to be used for the study of
this synthetic case is to use curve 1 as input and curve 2 or curve 3 as output.

In reality, this comparison was also carried out in the same conditions with a two-year
timestep. In this last case (Figure 3.15) the results obtained using curve 1 as input and curve
2 and 3 as output are again identical, while using the output curve 1 differ even more clearly
than in the case studied with a one-year timestep overestimating the mechanical properties.
Moreover, in the last time step we see again a smoothing of the stiffness modulus not only
in the case of the curve 1 as output, but also using the curve 2 and 3 as output. This is in
contrast with the theory and again suggests that the best solution to perform the analysis is
to use the input curve 1 and the output curve 2 or 3 with a one-year timestep.

All of this confirms the fact that the timestep factor affecting the results.
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Figure 3.15: Case 1: E-axial strain graph using a two-year timestep, simulation run with
Curve 1 in input and comparison between Curve 1, Curve 2, Curve 3 in output

Figure 3.16: Case 1: E-strain graph of static, dynamic and curve 1 results. The arrows
indicate respectively the average axial strain level of each model at the end of production

Concluding after all these considerations we assumed the definitive one-year timestep
for the model with a E decay curve and two-years for the static and dynamic models and we
compared the average deformation level in the reservoir at the end of production, as shown
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in Figure 3.16. In all three cases the mean deformation thresholds are of the same order of
magnitude and are similar to the static configuration.

3.2.1.3 Displacements and induced subsidence

Figure 3.17: Case 1 if we consider an allowed vertical displacement less than 1 centimeter.
South and top view, to the left and to the right respectively, of displacements along z-axis
on a determined section of the model: static, dynamic and curve 1 cases
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Figure 3.18: Case 1 if we consider an allowed vertical displacement less than 2 centimeter.
South and top view, to the left and to the right respectively, of displacements along z-axis
on a determined section of the model: static, dynamic and curve 1 cases

Observing the results obtained in Figure 3.17 and in Table 3.4, in all the analysed cases it
is appreciable the development of a subsidence cone that extends from the reservoir, where
the displacements are greater, up to the surface, where the displacements are less. However,
the magnitude of the displacements and the extension of the subsidence cone are function
of the elastic parameters assigned, or: the statically initialized model presents the absolute
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displacements greater compared to the other two configurations, while the dynamically ini-
tialized one has the lowest displacement values. In this way the induced subsidence is four
times greater in the model statically initialized than the dynamic configuration and twice
higher using the E decay curve. Horizontally the subsidence cone in the static configu-
ration, as shown in Figure 3.17, is much more extensive than the other two configurations
which have a radius of influence smaller than about 1 km from the static configuration value.

Table 3.4: Case 1. Overall displacements and areal extent of the subsidence cone expressend
in terms of radius at the end of production (May 2025)

3.3 Shape Factor (SF) effect

Starting from case 1 as a reference case, we want to analyze how the shape of the reservoir
changes the mechanical response of the model. To do this we maintain unchanged all the
properties of the materials, the depth at which the deposit and stratigraphy is located, bound-
ary conditions and reservoir pressure drop set for case 1 and we only modify the shape of
the reservoir while maintaining constant the GOIP equal to 4.295x109m3

sc.

Table 3.5: Overall dimension (H height and R radius) of reservoir in the tree different ana-
lyzed cases
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We have thus created two more new cases with diametrically opposed reservoir shapes
with respect to case 1. In case 2 we have a disk-shaped reservoir, so it is less thick and more
extensive than case 1, whereas in case 3 the reservoir has a spherical shape and has a height
greater than case 1, but a smaller extent. The different shapes of the analyzed reservoirs are
visible in Table 3.5.

Since the pressure data are the same for all the analyzed cases, see Figure 3.19, it is
possible to compare the results of the simulations at any point of the production history.

Figure 3.19: Average Static Bottom Hole Pressure as a function of time for all cases.
Planned shut-in for all wells: May 1st 2025

Sensitivity analyses were performed on case 2 and case 3 considering all the possible in-
put elastic parameters, i.e.: static values, dynamic values and decay curve. The results were
critically compared in order to understand the influence of the shape factor on compaction
and subsidence phenomena.

Figure3.20, show the comparison of the results obtained from the simulations made
inputting the static and dynamic parameters in case 2 and in case 3: the shape factor does
not affect in any way the deformation level. In fact, the stress-strain trends of all the dynamic
configurations are the same except for the initial vertical effective stress. This discrepancy
between the initial σ ′

zz is due to the different distribution of effective stress on the reservoir
influenced by the shape factor of it. In fact, in the disk-shaped reservoir there is a constant
distribution of the effective stress over the entire field, while in the sphere and lens shape
there is an increase of effective stress at the boundary of the reservoir due to the increase
in depth of the reservoir moving away from the center, increasing the average value of the
initial vertical effective stress for case 1 and case 3. The same considerations apply to the
trends of all static configurations.
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Figure 3.20: Average Stress-Strain graph of all static and dynamic cases

The comparison was made between the results obtained using the best configuration with
input curve 1 and the curve 2 (or curve 3) as output with a one-year timestep. From Figure
3.21, the results show how in all cases there is a progressive decrease of the E modulus as
the strain level increases and they have the same trend in all three cases. Again we note how
the shape factor does not affect the strain level. From Table 3.6, the results show how in
each case the average volumetric strain is always equal to the mean vertical axial strain since
the mean horizontal strain is always equal to zero in the reservoir. However, in case 2 the
compaction phenomena is exclusively linked to vertical axial deformation in the reservoir
and it differs from case 1 and 3. In fact, only in case 2 the horizontal strain evaluated both
on average and punctually (see maximum horizontal strain column in Table) is always equal
to zero.

Moreover, in all cases and configurations there are no plastic strains.
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Figure 3.21: Young Modulus - Average Axial Strain for all cases obtained using curve 1 as
input and curve 2 as output
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Table 3.6: Comparison between different kind of strains for all cases using input curve 1
and output curve 2

Let’s now analyze the influence of the shape factor in the three cases in terms of displace-
ments. From Table 3.7 and Table 3.4, is evident how the shape factor affects the amplitude
of displacements and the relative induced subsidence in all cases and configurations. At low
shape factors correspond low displacement and low induced subsidence values at the end of
production and vice versa, Figure 3.26. In fact, there is a certain proportionality between the
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various configurations in all cases regardless of the shape factor. For any type of displace-
ment the ratios between the configurations of the same case are constant and approximately
equal to 2, or the ratio between the displacement in static configuration and that in config-
uration with curve is about two. The same proportionality is maintained between the curve
configuration and the dynamic one.

Figure 3.22: Case 2 if we consider an allowed vertical displacement less than 1 centimeter.
South and top view, to the left and to the right respectively, of displacements along z-axis
on a determined section of the model: static, dynamic and curve 1 cases
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Figure 3.23: Case 2 if we consider an allowed vertical displacement less than 2 centimeter.
South and top view, to the left and to the right respectively, of displacements along z-axis
on a determined section of the model: static, dynamic and curve 1 cases
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Figure 3.24: Case 3 if we consider an allowed vertical displacement less than 1 centimeter.
South and top view, to the left and to the right respectively, of displacements along z-axis
on a determined section of the model: static, dynamic and curve 1 cases



3.3 Shape Factor (SF) effect 65

Figure 3.25: Case 3 if we consider an allowed vertical displacement less than 2 centimeter.
South and top view, to the left and to the right respectively, of displacements along z-axis
on a determined section of the model: static, dynamic and curve 1 cases
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Table 3.7: Case 2 and 3. Overall displacements and areal extent of the subsidence cone
expressend in terms of radius at the end of production (May 2025)

Figure 3.26: Maximum vertical displacements @top of reservoir of all cases in all configu-
rations at the end of production (May 2025)

In conclusion we noticed that the shape factor:

• does not affect on strain magnitudo in all cases and configurations;
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• affects on the amplitude of any kind of displacements both in reservoir and at surface
in all cases and configurations: greater the shape factor value, greater the displace-
ments.



Chapter 4

Conclusions

This thesis work focus on studying the evolution of the mechanical response over time of
a reservoir clastic gas bearing formation present in the Adriatic Basin as a function of the
assigned stiffness modulus and assessing the consequent impact on compaction and subsi-
dence phenomena during primary production. In particular, different scenarios were simu-
lated and analysed using a FEM 3 D numerical approach, considering basically static pseudo
elastic parameters, dynamic pseudo elastic parameters and a transition curve between them.

In order to fully understand the mechanical behavior of soils one should take into ac-
count their discrete nature, but in numerical and analytical models they are treated according
to the laws of continuous mechanics.

After a brief theoretical description of the ILE models we studied some factors that in-
fluence the elastic parameters. Among these the strain amplitude plays an important role.
The entire field of strains can be subdivided into three sub-domains within which the ma-
terial has three different mechanical responses. In this way we defined dynamic and static
elastic modulus and its decay curve.

After a brief discussion of some laboratory and in situ tests to measure the static and
dynamic moduli, in the absence of real data, in order to assign the mechanical properties to
our synthetic model we used the empirical Teatini’s formula which is valid for the whole
Adriatic Basin and derives from in situ tests made through the use of radioactive markers.
Radioactive markers allow to investigate the entire strain domain, but overestimate the stiff-
ness modulus if the material is not saturated, like gas reservoirs, due to the presence of
capillary forces.

We created the numerical model of a synthetic case study, called case 1, which repre-
sents a lens shaped gas reservoir at 1500 meters deep in hydrostatic condition in the North-
ern Adriatic Basin, where mainly there is a stratigraphic succession of sands and clays,
through the use of a mechanical simulation software within the Petrel E&P software plat-
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form (Schlumberger). The model was adopted to analyse the effects in terms of compaction
and subsidence phenomena of different factors, among with the effect of elastic modulus
parameters. Three different mechanical configurations were simulated:

• static configurations with E modulus in the first loading cycle equal to 1.67 GPa (from
Teatini’s formula);

• dynamic configuration with E modulus in the first loading cycle equal to 6.66 GPa, or
four time the static one, Figure 2.18;

• dynamic initial configuration with additional information about the decay of the stiff-
ness modulus inside the reservoir. This E decay curve, curve 1, was constructed from
a normalized curve of the same material present in literature, adapting it to the depth
/ pressure of our case study.

We analysed the base case, or case 1, with a two-year timestep and we observed that in all
the configurations there are no plastic strains and that:

• using the static configuration a greater mean deformation level in reservoir is reached
than the other two configurations and it is the only one that is beyond the small strain
threshold;

• using the dynamic configuration the mean deformation level in reservoir is lower than
the other two configurations;

• using the configuration with curve 1 the mechanical response of the reservoir is similar
to the dynamic one in the first years of production, i.e. in the field of small strains
when the stress is small, and similar to the static at the end of production, but it never
reaches the static value and it does not exceed the small strain threshold.

For this reason we made a sensitivity analysis on the timestep and we observed that:

• the results of the static and dynamic cases are represented on the stress-strain graph
by a straight line and therefore decreasing the timestep for these two cases would not
lead to any additional information, but would get redundant information of the line
drawn with a larger timestep;

• the results related to the configuration with curve 1 and one-year timestep show a
decay of the E modulus on the stress-strain graph immediately after the very small
strain threshold, confirming the theory.
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We made a sensitivity analysis on the number of sampling points of the curve. When the
case is initialized with a E decay curve the software, known the deformation, search within
the same curve the respective value of the elastic modulus. When a precise pair of εzz −E
points is not associated with the known strain value, the value of the elastic modulus is
approximated by the calculator. In order to reduce the approximation error of the elastic
modulus, we increased the number of sampling points of the E decay curve creating two
different variants of the curve 1 with 131 and 1503 pairs of points called curve 2 and curve
3 respectively. We observed that using more sensitive curves such as input curve 2 and 3 the
simulation time just increases, but using them to convert the strain output in terms of Young
modulus calculated by the simulator and adopted during simulation lead to more accurate
results. So the best solution is to use input curve 1 and output curve 2 or 3 with a one-year
timestep.

Finally, we have analysed the effect of input deformation parameters (static, dynamic
and decay curve) on the entity of displacements both in the reservoir and on the surface and
we noticed that they depend on the chosen configuration, i.e. they are maximum in the static
configuration, average values in the configuration with curve and minimum in the dynamic
one.

The last sensitivity analysis was the influence of the reservoir shape factor. We changed
the shape of the reservoir by creating a disk-shaped and sphere-shaped reservoir, case 2 and
case 3 respectively. For each of these two new case, stress-strain analyses were performed
considering: static input parameters, dynamic input parameters and the decay curve. In all
cases and configurations there are no plastic strains and we deduced that the shape factor:

• does not affect on deformations in all cases and configurations;

• affects on the amplitude of any kind of displacements both in reservoir and at surface
in all cases and configurations: greater the shape factor value, greater the displace-
ments. For this reason the worst case is case 3 in static configuration.

In this thesis work we have seen how timestep, number of sampling points of the decay
curve and shape factor affect the mechanical response of the reservoir, but further sensitivity
analysis can be done on:

• GOIP;

• reservoir depth because the mechanical properties vary according to the depth as well
as the initial pressure in the reservoir and the maximum variation of pressure which
can be impressed.
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Appendix

Table 1: P-wave velocity values
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Table 2: Types of friction angle for sands

Table 3: Summary of friction angle data for use in preliminary design Lambe and Whitman
[16]
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Table 4: Collected data of some of the mechanical properties of soils and rocks, de Vallejo
et al. [6], Lambe and Whitman [16]. In blue calculated values
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Table 5: Strength parameters, longitudinal and transversal waves velocities of some intact
rocks, de Vallejo et al. [6]
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Figure 1: Strength parameters of some rocks with discontinuities, de Vallejo et al. [6]
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Table 6: Case study stratigraphy along z axis, total stress and total effective stress distribu-
tions with relative elastic moduli obtained applying Teatini’s formula
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Table 7: Case 1 results of static, dynamic and using input curve 1 configurations. All values
refer to the reservoir only
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Figure 2: Case 1: vertical strain distribution at the end of production of static, dynamic and
input curve 1 configurations
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Table 8: Curve 1 and curve 2 sampling points
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Table 9: Case 1, input curve 1, one-year timestep: Young modulus calculated using output
curve 1, 2 and 3
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Figure 3: Reservoir shape of case 1, 2 and 3. The representation is on different scales, but it
is useful to visualize the reservoir shape of the different cases
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Table 10: Case 2 results of static, dynamic and using input curve 1 configurations. All
values refer to the reservoir only
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Figure 4: Case 2: vertical strain distribution at the end of production of static, dynamic and
input curve 1 configurations
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Table 11: Case 3 results of static, dynamic and using input curve 1 configurations. All
values refer to the reservoir only
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Figure 5: Case 3: vertical strain distribution at the end of production of static, dynamic and
input curve 1 configurations
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