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Abstract

Induction hardening is extensively employed in industries such as automotive, acrospace
and heavy machinery, where components require superior mechanical properties and
long-term durability. Despite its advantages, the process induces tensile residual stresses
that may compromise component performance by initiating micro-cracks. Therefore,
optimizing the process design is essential to achieve a balanced outcome in terms of sur-
face hardness, residual stress distribution and fatigue resistance. Traditionally, process
optimization has relied heavily on experimental trials, which are both time-consuming
and costly. This highlights the need for more efficient and reliable alternative meth-
ods. However, induction hardening is inherently a complex multiphysics process, in-
volving strong couplings between thermal, electromagnetic, phase transformation and
mechanical phenomena. Additionally, several material properties exhibit significant
temperature dependency, introducing non-linearities that make accurate stress predic-
tion highly challenging. Consequently, no analytical methods currently exist that can
precisely predict the outcomes of the process.

In response to the challenges faced by the Swedish heavy-duty truck manufacturer
Scania, this thesis presents a comprehensive simulation model of the induction heat-
ing and cooling processes applied to the crankshaft of the 6 cylinder, 13 liter Scania
Super engine. The model, developed with COMSOL Multiphysics version 6.3 and
JMATPRO version 12.4, couples electromagnetic heating, transient thermal behavior,
phase transformations and stress evolution to capture the full complexity of the pro-
cess. The simulation provides detailed predictions of key process outcomes, including
the temperature distribution at the end of induction heating, the resulting hardness
profile and the residual stress field throughout the material. These results are validated
against available experimental data to evaluate the model’s accuracy and limitations.
Finally, the thesis outlines future directions aimed at further improving the precision
and predictive capability of the numerical simulation that has been developed.
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Chapter 1

Introduction

The ability to harden steel components was known as early as ancient Greece, but for
centuries the precise physical phenomena governing the process remained a mystery.
Significant advancements in understanding heat treatment emerged between the late
19*" and early 20'" centuries, largely due to the contributions of Adolf Martens, Robert
Austen and E.C. Bain, scientists whose names are now associated with the martensite,
austenite and bainite steel phases. They discovered that rapid cooling could induce
phase transformations, notably the formation of martensite, which results in increased
hardness when the cooling rate is sufficiently high. Further progress was enabled by
developments in microscopy and dilatometry, allowing researchers to directly observe
phase transformations [23].

Over the past century, heat treatment technology evolved considerably, leading to the
industrial implementation of various hardening methods. Among these, induction hard-
ening emerged as one of the most widely adopted surface hardening techniques. First
introduced in the early 20*" century, its efficiency and adaptability have been greatly en-
hanced by technological advancements, such as the development of frequency converters
and precise control systems. These innovations have contributed to its widespread in-
dustrial application.

Today induction hardening is highly valued in manufacturing due to several key ad-
vantages:

o Localized hardening. Only specific areas of the component are hardened reducing
waste.

o High processing speed. The process is much faster than traditional heat treatment
techniques.

o Energy efficiency. Induction heating is highly efficient because it generates heat
directly inside the material through the resistive losses caused by the induced
eddy currents, eliminating the need for external heat sources. This direct heating
significantly reduces energy loss to the environment.

o Automation and integration. It can be fully automated and integrated into pro-
duction lines.
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e Reduced distortion compared to other heat treatments.
o Low operating costs.

o Good repeatability. Precise process control ensures consistent results.

These advantages are achieved by using electromagnetic induction to selectively heat
specific areas of a component to austenitizing temperatures, followed by rapid quench-
ing that transforms the surface layer into martensite, significantly increasing hard-
ness. This localized phase transformation greatly enhances wear resistance and fatigue
strength, making the process especially suitable for components exposed to cyclic load-
ing and abrasive conditions. As a result, induction hardening is widely used in indus-
tries such as automotive, aerospace and heavy machinery, where components require
enhanced mechanical properties.

A key example is the crankshaft, which converts the reciprocal motion of the pistons
generated by the combustion into a rotational motion. As a result, the component
experiences high bending and torsional loads during operation. Engine design trends,
such as higher peak cylinder pressure and mass optimization, further contribute to this.
To increase the fatigue strength of this critical component, certain radii and surfaces
of the crankshaft, specifically the main and the crankpin journals shown in Figure [I.1]
are induction hardened.

oil duct (main journal) for
hub for drive crankpin journal lubrication

sprocket of counterweight
camshaft

oil hole (crankpin journal)

nose for pulley
(with vibration

damper) towards  |crankpin journall
timing system

flange for flywheel

main journal
]

cheek (crank web)

Figure 1.1: Crankshaft nomenclature with emphasis on the journals [@]

As mentioned, the process results in a locally harder material and induces compressive
stresses in the martensite layer, which enhance the component’s bending strength, fa-
tigue resistance and wear resistance. However, in certain instances, high tensile stresses
may develop, potentially compromising the component’s service properties by leading
to local micro-cracks. Additionally, excessive stresses can cause dimensional changes
and distortions in the component. Therefore, it is crucial to optimize the process de-
sign to balance hardness, residual stress distribution and fatigue resistance, ensuring
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optimal mechanical performance and long-term reliability.

Traditionally, optimizing induction hardening relied on experimental trials, but this
approach is both time-consuming and costly; therefore, alternative approaches must
be developed. However, induction hardening is a multiphysics process that involves
strong couplings between various physical phenomena and the material properties ex-
hibit strong non-linearity due to their temperature dependency. As a result, stress
evolution during heat treatment is a very complicated process and there have been no
analytical methods to predict it accurately [25].

Due the mentioned reasons, finite element simulations emerged in the 1970s as a pow-
erful tool for analyzing the complex phenomena involved in heat treatment processes.
This is particularly true for induction hardening, which began to be studied through
simulations around 30 years ago. While simulation algorithms have become more varied
and sophisticated, accurately simulating stresses and deformations remains challeng-
ing due to the need for extensive databases of thermal, metallurgical and mechanical
properties of materials across the entire temperature range used during processing.
Therefore, one major challenge has been the limited availability of material data re-
quired for accurate heat treatment simulations of steel. In fact, only a small portion
of the necessary information is available in the open literature or within company
databases.

A significant advancement came in the early 21% century with the development of
softwares like JMATPRO, designed to generate material property data for heat treat-
ment simulations. The version 12.4 of this tool has also been used to obtain material
data for the current study. Additionally, modern FEM software such as ABAQUS,
ANSYS, COMSOL and LS-DYNA now support thermomechanical and thermometal-
lurgical analyses, enhancing the accuracy and feasibility of numerical simulations [11].

1.1 Aim

The present work aims to develop a detailed simulation model of the induction hard-
ening process for the crankshaft of the 6 cylinder, 13 liter Scania Super engine of the
Swedish heavy-duty truck manufacturer Scania, using the multiphysics software COM-
SOL version 6.3.

The primary objectives of this study are:

e Simulating the induction hardening process from both an electromagnetic and
thermal perspective.

o Predicting microstructural changes and residual stress distribution in the hard-
ened region.

» Comparing the simulation results with available experimental measurements (tem-
perature profile, hardness distribution and residual stress measurements) to val-
idate accuracy.

By achieving these goals, the study aims to be starting point for further fatigue anal-
yses.
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1.2 Structure of the thesis

This thesis is organized into five main chapters, each addressing a specific aspect of
the research on induction hardening simulation.

Following the Introduction, which provides an overview of the heat treatment, its in-
dustrial relevance and the motivation behind developing a numerical simulation for the
process, Chapter [2| State of the Art offers a comprehensive review of induction harden-
ing. It begins with a detailed explanation of the process, followed by an discussion of
the underlying physical phenomena, including electromagnetism, heat transfer, phase
transformations and solid mechanics. Additionally, this chapter explores the interac-
tions between these phenomena and their collective impact on the hardening process.
Chapter [3| Method outlines the methodology used to develop the numerical model,
specifically for the sixth main journal. However, the procedure to follow for the
crankpin analysis is the same. This section describes the construction of the sys-
tem geometry within the simulation software and provides a detailed overview of the
physics interfaces and boundary conditions for both the induction heating and cool-
ing phases. Furthermore, it discusses the temperature-dependent material properties,
meshing strategies crucial for accurately capturing the physical phenomena and the nu-
merical procedures implemented to ensure both precision and computational efficiency.
The results of the simulation are presented in Chapter [4| Results, where key outcomes,
such as temperature distribution, microstructural evolution, hardness profiles and resid-
ual stresses are analyzed. These findings are then compared with available experimental
data to assess the accuracy and limitations of the simulation approach. Additionally,
the results of a sensitivity analysis on the heating time are presented and discussed.
Finally, Chapter [5| Final Remarks summarizes the key insights gained from this study,
highlighting potential areas for model refinement and suggesting ways to improve the
accuracy and reliability of the results.

In the end, the results obtained by applying the same methodology to the sixth crankpin
are presented and briefly discussed in Appendix A.
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State of the Art

2.1 Process description

The induction hardening process consists of two key stages: heating and quenching.
During the heating phase, an alternating current flows through a coil, generating a sur-
rounding electromagnetic field. To effectively heat the workpiece, a significant current
is required to create a magnetic field strong enough for the job. As a result, power
supplies must be designed to deliver extremely high output currents.

However, directly generating such high currents from a power supply can be inefficient
and challenging. To address this, a resonant circuit is often used to optimize power
delivery. This helps reduce the actual current or voltage requirements at the frequency
converter stage, improving efficiency.

A typical resonant circuit includes components such as variable ratio transformers,
capacitors and sometimes inductors. These components are connected between the
power supply and the induction coil, playing a crucial role in efficient energy transfer.
Their primary function is to adjust the impedance between the power supply and the
induction coil, a process known as load matching.

Additionally, since the impedance of the workpiece changes as it heats up, continuous
adjustment is necessary to ensure that the induction coil always receives the correct
amount of power. This dynamic adjustment is vital for maintaining consistent heating
and preventing energy inefficiencies throughout the process [17].

However, the electromagnetic field is affected not only by the intensity of the applied
current and the material of the inductor, typically copper, due to its high electrical
conductivity, but also by the coil’s geometry. In the studied process, U-shaped open
coils are used; however, depending on the component to be hardened, various other
inductor geometries may be employed, as illustrated in Figure |2.1
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Figure 2.1: Examples of coils used for induction heating .

In general, open coils tend to be less efficient than ring coils, causing larger field
dispersions. To mitigate this effect and improve efficiency, field concentrators (also
called flux controllers, intensifiers, diverters or magnetic shunts) are typically employed.
These concentrators are commonly made of ferromagnetic powder cast in a Teflon body,
helping to focus the electromagnetic field more effectively thanks to the high material’s
permeability (Figure . Therefore, several advantages come from the employment
of these components:

o Selective heating of specific areas of the workpiece is enabled.
o The electrical efficiency of the inductor is enhanced.

o Undesirable heating of nearby regions is highly reduced .

. 4 Induction coil

Component

Induction coil

Field concentrator

Figure 2.2: Effect of the field concentrators .

Regardless of the presence of field concentrators, since the conductor produces one or
several loops, the magnetic flux will be concentrated inside it and the current density

6
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will mostly flow on the inner layer of the coil. As the inductor is brought close to the
crankpin and main bearing surfaces, the electromagnetic field induces eddy currents in
the workpiece, as shown in Figure [2.3]

Magnetic field
//\

Current !n work piece

Current in coil

Figure 2.3: Principles of induction heating .

It is important to note that the induced eddy currents tend to oppose the magnetic
field of the coil, resulting in a higher concentration of currents near the surface of
the workpiece. This phenomenon, known as skin effect, causes the current density to
decrease significantly as the distance from the surface increases, tapering off towards
the core of the component. Figure [2.4] illustrates an example of the spatial variation
of current density with respect to the radial distance from the surface.

Current density

Distance from surface

L
<
o
[
el
c
0
=
©
g
=
@
c
[
o

Figure 2.4: Electromagnetic penetration depth .
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To describe this phenomenon, the electromagnetic penetration depth §, which repre-
sents the distance from the surface at which the current density drops to 37% of its

value at the surface, is introduced:
P
0 =503,/ —, 2.1
7 21)

where p is the material’s resistivity, p is the material’s permeability and f is the cur-
rent frequency. Therefore, varying the frequency directly affects the electromagnetic
penetration depth, allowing for precise control over the hardening profile.

The currents induced in the workpiece then generate heat due to the electrical resis-
tance. Therefore, while any conductive material can be hardened through induction,
the process is more effective when the component has higher electrical resistance. It
follows that a poor conductor, as the steel used for the crankshaft discussed in this
report, will heat up more effectively than a good conductor, as the copper employed
for the coil. Additionally, there is a heating effect due to hysteresis losses up to the
Curie temperature (around 770°C), but this effect typically contributes less than 10%
to the total heating.

The heat generated by the electromagnetic field raises the temperature of the work-
piece and to achieve uniform heating using the U-shaped coil, the crankshaft must
rotate around its main axis. The thermal process induces a phase transformation,
where the initial body-centered-cubic (BCC) lattice structure transitions into a face-
centered-cubic (FCC) lattice (Figure [2.5).

\
x—"“"yfp »

v, %

N

=N

N
7
A"/

. j’”

-

a) BCC b) FCC

Figure 2.5: BCC and FCC lattice structures [23].

As shown in the phase diagram in Figure the initial ferritic-pearlitic steel mi-
crostructure begins to transform into austenite once the temperature exceeds a critical
threshold, denoted as A;. This transformation occurs progressively and becomes more
rapid as the temperature increases. When it surpasses the upper threshold, As, the
steel reaches a fully austenitic microstructure. This explains why the heating process
is also referred to as austenitization.
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Figure 2.6: Detail of the iron-carbon phase diagram .

It is important to note that the time required for the process can vary depending on
the alloying elements present in the material.

After the heating phase, the component undergoes rapid cooling. One of the most com-
mon methods is spray quenching, which involves applying a cooling medium, typically
water, oil or polymer-based solutions, through nozzles in the form of a high velocity
spray directed at the surface of the heated component (Figure .

Figure 2.7: Example of the setup for spray quenching .
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This arrangement allows for precise control of the cooling rate, which can be adjusted by
modifying the spray pressure, mass flow rate, nozzle configuration and coolant type.

Moreover, unlike traditional immersion quenching, spray quenching ensures a more
uniform cooling effect, reducing thermal stresses and minimizing the risk of distortion.
Depending on the effective cooling rate, different phase transformations may occur

(Figure [2.8).

Cooling

Heating

° °

Final

Base Austenite

Composition Composition

Figure 2.8: Phase composition during heating and cooling. The base composition of
ferrite (F) and pearlite (P) transforms into austenite (A) on heating. The austenite
can decompose into ferrite, pearlite, bainite (B) and martensite (M) during cooling .

The goal is to form martensite, a phase known for its high mechanical properties,
through a diffusionless transformation. This process involves the deformation of the
FCC austenitic crystal structure into the BCT (body-centred-tetragonal) martensitic
lattice. Figure [2.9]illustrates the geometric differences among the three main phases.
Specifically, it shows that the martensite lattice closely resembles that of ferrite, but
is distorted due to the presence of a carbon atom. In fact, this transformation occurs
only at high cooling rates because, under such conditions, the carbon atoms do not
have sufficient time to diffuse out of the initial lattice structure, leaving it deformed
and resulting in a metastable phase. Indeed, the carbon content plays a crucial role
in determining the mechanical properties of the resulting martensitic microstructure,
influencing characteristics such as hardness and wear resistance.
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Figure 2.9: Unit cell for austenite, ferrite and martensite ||

To visualize the cooling rates required for a diffusionless transformation, one can refer
to the CCT (Continuous-Cooling-Transformation) diagram, as shown in Figure [2.10]
where it is displayed an example of the different microstructures obtained for selected
cooling rates.
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Figure 2.10: CCT diagram and microstructures produced at different cooling rates for
a selected steel (F = ferrite, P = pearlite, B = Bainite, M = martensite) [23].

From the previous diagram, the critical quenching time, which represents the maxi-
mum time allowed for cooling the steel to the martensite start temperature (Ms), can
be evaluated. This time ensures that the austenitized volume passes beyond the fer-
rite, pearlite and bainite noses. The critical quenching time depends on the alloying
content and can range from just a few seconds for low-alloy steels to several minutes

11
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for high-alloy steels. Consequently, depending on the material, the process parameters
and coolant type must be carefully selected.

In the end, a small portion of the material just beneath the surface undergoes hard-
ening, significantly enhancing its fatigue and wear resistance. This hardened region
can be easily identified in a cross-sectional view of the heat treated component, where
it appears as a darker material section, indicating its increased hardness, as shown in
Figure [2.11

74
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Figure 2.11: Cross section of an induction hardened component .

The rapid heating and cooling cycles during heat treatment, along with the result-
ing phase transformations, induce residual stresses in the material. During austen-
itization, thermal stresses cause plastic deformation near the surface. Additionally,
residual stresses develop during quenching due to spatial and temporal variations in
temperature, leading to a significant thermal gradient within the material. This ther-
mal gradient results in unequal contraction and a nonuniform microstructure. Unequal
contraction generates thermal strain, while the nonuniform microstructure leads to
phase transformation strain. The surface cools first, developing tensile stresses due to
thermal shrinkage, while the core undergoes compression to balance the tensile at the
surface. Subsequently, when the temperature reaches the martensite start point, the
transformation of austenite to martensite causes compressive stresses due to volume
expansion and the effects of transformation-induced-plasticity (TRIP). To maintain
force equilibrium, tensile stresses are formed just below the hardened zone .
Figure [2.12] illustrates an example of the residual stress distribution as a function of
the distance from the surface, highlighting a peak located just beneath the hardened
layer. This peak originates from plastic deformation that occurs during the heating
phase, leading to the development of elevated tensile stresses in this region. However,
these stresses are typically reduced through the tempering process, where the work-
piece is reheated to a controlled temperature range. This treatment slightly lowers the
mechanical strength but significantly reduces material brittleness, enhancing overall
structural integrity.
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Figure 2.12: Residual stress profile for an induction hardened steel [23].

The residual stress profile shown above can be obtained by means of different methods,
as x-ray, neutron or synchrotron diffraction, respectively. In particular the last two
procedures are non-destructive and therefore are of particular interest [12].

2.2 Theoretical background

From the process description provided in the previous section, one can state that to
model the complete induction hardening process it is necessary to consider several
phenomena, namely the electromagnetic field generated by the coil, the temperature
evolution in the workpiece, the phase transformations and the induced mechanical
stresses. A schematic representation of the phenomena involved and their relationships
is provided in Figure [2.13]

latent heat

transformation kinetics

Figure 2.13: Schematic representation of the phenomena involved [13].
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In the following sections, the main equations describing the phenomena shown in the
figure above will be presented and discussed.

2.2.1 Electromagnetism

The electromagnetic field generated by the coil during the induction heating process is
described by Maxwell’s equation as follows:

V-D=p (2.2)
V.-B=0 (2.3)
0B
oD

where D and E are the electric flux density and electric field intensity, while J represents
the conduction current density. Moreover, B is the magnetic flux density and H is the
magnetic field intensity.

It has to be noted that since the coil excitation current frequency is lower than 1 MHz,
the displacement current 9D /0t can be neglected, compared to the conduction current
density, using a quasi-static approximation [24].

Therefore, Eq.({2.5)) becomes

VxH=1J] (2.6)
The relationship between these quantities and the material properties is specified below:
D =¢e,E (2.7)
J=0E (2.8)
B = pop-H, (2.9)

where g is the vacuum permittivity (constant and equal to 8.854-107'2 F/m), ¢, is the
relative permittivity of the material, o is the electrical conductivity of the material, py
is the vacuum magnetic permeability (constant and equal to 1.257-1077 N/A?) and p,
is the relative permittivity of the material.

The Maxwell’s equations can be simplified by introducing two additional relationships
involving the magnetic vector potential A and the electric scalar potential ¢ [20]:

B=VxA (2.10)
0A

The aforementioned relations, together with the material constitutive expressions (Eq.
- (2.9)) and the application of the Coulomb gauge (V- A = 0), can be substituted
in the Maxwell’s equations to obtain the final equations to be solved for an harmonic
excitation:

1 1 0A
V x ( V x A) -V < VA) + jwo— + jwoVp =0 (2.12)
[ofr Hokbr ot

O0A

V- <—jw08t - jangp) =0, (2.13)
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where j is the imaginary unit and w is the angular frequency.

2.2.2 Heat transfer

Eddy currents derived by the electromagnetic model manifest themselves through heat
production due to the Joule effect. The heat is then distributed throughout the work-
piece by conduction. The process is described by the equations of heat transfer [10].

oT
PCar +pcu-VT+V-(q)=Q where q=—-A\VT, (2.14)
where A is the thermal conductivity, p is the density, c is the specific heat capacity, u is
the velocity field and @) is the heat source including the effect of eddy currents, latent
heat of phase transformation, convection and radiation. More in detail, the thermal
power generated by the eddy currents is described by the Joule equation.

Qe=J-E, (2.15)

while the heating power released during the transformation from a source to a desti-
nation phase is defined as '
Qo= AH, 4¢° (2.16)

Here AH,_,, represents the enthalpy per unit volume and Sd denotes the rate of for-
mation of the destination phase. Since every phase transformation can release heat, all
their contributions will be added and used as a source on the right side of Eq..
The convective heat exchange between the surface of the workpiece and the surrounding
air is expressed as

qc = h(T - Ta)7 (217)

where h is the convective heat transfer coefficient and 7T, is the temperature of the en-
vironment. The same mechanism is exploited to cool down the coil and the workpiece,
through air and water cooling. The difference lies in the type of convection: natural
for air and forced for the cooling fluid. This results in a much higher heat transfer
coefficient in the second case.

In the end, when the workpiece reaches very high temperatures, heat transfer by radi-
ation takes place. The phenomenon is governed by the Stefan-Boltzmann equation:

qr = 505(T54 - T;)> (2'18)
where ¢ is the surface emissivity and o, is the Stefan-Boltzmann constant (equal to
5.57 - 1078W /m2K*).

2.2.3 Phase transformation

As described in Section five possible microstructures may be present. For diffusion-
controlled phase transformations, such as the production of ferrite, pearlite and bainite,
the process is both temperature and time dependent. It is commonly modeled using
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the Johnson-Mehl-Avrami-Kolmogorov (JMAK) model [15], which is governed by the
following equation:

g+ (- (1-en (- (=2)7), (219)

Ts—d

where the subscripts s and d represent the source and destination phases, respectively.
The term £4 denotes the fraction of the transformed phase at time t, while ¢ and fgq
represent the initial and equilibrium phase fractions respectively (with qu being the
phase fraction as t — 00). The characteristic transformation time 75,4 depends on the
transformation conditions, while the Avrami exponent n,_.4 describes the mechanism
and kinetics of the transformation. All these parameters are typically functions of
temperature.

Rewriting Eq. in the usually employed rate form, it yields:

d _ ¢d d _ ed\\ 1"n
{h= 2 gan <ln< Zq_g?i)) (2.20)

Ts—d

where the time dependency is now implicit. From this equation, it follows that the
phase transformation occurs only when £? is greater than zero.

The JMAK model can be calibrated using the Time-Temperature-Transformation (TTT)
diagram, which applies when the material is rapidly taken from an initial state to a
specified temperature and held isothermally. This diagram typically presents different
curves depending on the specified destination phase fraction (Figure , providing
essential information on the time and temperature conditions required to achieve the
target result.

A
Temperature

3 &

X
>

Time

Figure 2.14: Scheme of a TTT diagram with two constant phase fraction curves [3].

In the JMAK model, two curves from the TTT diagram are needed, as the Avrami
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exponent and the time constant can be determined using the following expressions:

Ngyqg = In (M) /In (2) (2.21)
o=t/ (—=In(1— X)), (2.22)

where X; and X, are the relative phase fractions, defined as

d

X, = % (2.23)
eq
d

X, = % (2.24)

eq

Once the two curves in the TTT diagram are selected, £¢ and ¢J are fixed, while the
transformation times ¢; and t, vary with temperature.

The martensitic transformation, in contrast, is diffusionless and occurs extremely
rapidly. As a result, it can be considered nearly instantaneous and independent of
time. This transformation is well described by the Koistinen-Marburger equation [14],
which quantifies the fraction of martensite formed as a function of undercooling below
the martensite start temperature, M, computed starting from the weight percentage
of the alloying elements using the Andrews’ empirical model as follows [6]:

M, = (539 — 423C — 30.4Mn — 12.1Cr — 17.7Ni — 7.5Mo) °C (2.25)

It has to be noted that above Mj, no transformation from austenite (the source phase)
to martensite (the destination phase) takes place. Below this temperature, the fraction
of martensite formed increases proportionally with undercooling (My — T'). In rate
form, the Koistinen—-Marburger equation can be expressed as:

¢l = —¢pT, (2.26)

where (3 is the Koistinen-Marburger parameter, frequently assumed to be around 0.011
1/K, though it can be explicitly computed using the following equation:

In(0.1)

= - 2.27
5 MS _ Mgo’ ( )
in which My, is the martensite finish temperature, where a 90% destination phase frac-
tion is achieved.

Eq.(2.26)) is more general, and from a computational standpoint it is more suitable for
implementation, but its integrated form (Eq.(2.28))) is commonly found in the litera-

ture:
gd = 58 (1 — €Xp (ﬂ (Ms - T))) ) (2'28)

where & is the starting austenite phase fraction.

At the end of the quenching process, the microstructure consists of a mixture of ferrite,
pearlite and martensite. To compute the overall hardness of the material, it is first
necessary to evaluate the hardness of each individual phase. Equations and
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(2.30) present the method proposed by Mayner and others for estimating the Vickers
hardness of the various phases based on the weight percentage of alloying elements and
the cooling rate V, [16].

HVI? =42 4 223C + 53Si + 30Mn + 12.6Ni + 7Cr + 19Mo

2.29
+ (10 — 19Si + 4Ni + 8Cr + 130V) log(V;) (2.29)

HV™ = 127 + 949C + 27Si + 11Mn + 8Ni + 16Cr + 21 log(V,), (2.30)

where the hardness of ferrite and pearlite are assumed equal to each other.
The global hardness is then determined as a weighted average of the individual phases
hardness, where the weights correspond to the respective phase volume fractions:

HV = (&5 + )HVIP  ¢mHYV™ (2.31)

2.2.4 Solid mechanics

The main governing equation for the mechanical effects is the balance of momentum:

J*u

where p is the density, u is the deformation vector, S is the stress tensor and f, is the
external volume force (such as gravity). Assuming small deformations and neglecting
the effect of external volume forces, Eq.(2.32) simplifies to:

V-S=0 (2.33)

The total strain e, instead, can be expressed as the superposition of elastic and inelastic
contributions:

, 1
g=¢% ¢ = 5 [Vu + (Vu)T} : (2.34)

where £ represents the elastic strain, associated with the material’s linear behavior un-
der stress. This strain is fully reversible upon unloading and it arises when deformation
is proportional to the applied stress, as described by the following equation:

S =C: e, (2.35)

where C denotes the linear stiffness tensor, which is a function of Young’s modulus
and Poisson’s ratio [4].

The term £™¢, instead, accounts for inelastic strain, encompassing all permanent de-
formations in the material, including:

e ¢t": thermal strain, induced by temperature variations. Thermal expansion or
contraction is particularly significant during phase transformations; for instance,
the transformation from austenite to martensite involves thermal contraction due
to cooling, accompanied by volumetric expansion as martensite forms.
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o elBIP: gtrain coming from phase transformation-induced plasticity (TRIP), a

phenomenon distinct from conventional plasticity. Unlike classical plasticity,
which follows a yield criterion, TRIP occurs at stress levels insufficient to in-
duce plastic deformation even in the softer phases.

em.

o & strain induced by electromagnetic forces, which is typically small compared
to thermal and structural strains and can generally be neglected. These forces
usually have a noticeable effect only in specific situations, such as when heating
flat surfaces or long parts with thin profiles [1§].

Additionally, plastic strain leads to an increase in yield stress. Assuming a linear
isotropic hardening model, where the plastic deformation of the material is described
by a straight line, the hardening function can be expresses as follows:

2
oy = 0yo + Eisoe?, with &7 = Ugepl s Pl (2.36)

where o, is the instantaneous yield stress, o, is the initial yield stress, € is the
equivalent plastic strain and E;,, is the isotropic hardening modulus, derived from

111
E’iso B ETiso E,

(2.37)

in which Erp;, is the isotropic tangent modulus.

The thermal strain € computation, instead, can be based on the change in density
of the different phases during the variation of temperature, or, alternatively, it can be
calculated by using a phase fraction weighted sum of the thermal strain of each phase.
The corresponding equation for the density-based formulation is:

N

Z €6p7,< ﬁef)
R R . L} (2.38)
P > Epi(T)

where p represents the initial density, computed at a reference temperature for each
phase and weighted with the phase fractions, while py, is the evolving density.
In the strain-based formulation, instead, the total contribution to the thermal strain

is given by:
N

> e, (2.39)

i=1
where the thermal strain contribution of the different phases is computed using the
secant thermal expansion model, defined by the following equation:

et =& (D) (T = Tr,), (2.40)

where o'(T) and T,.; are the thermal expansion coefficient and the strain volume
reference temperature, at which the strain is null, relative to the phase i. Figure [2.15
shows the evolution of the thermal strain as a starting phase I transforms completely

into phase II according to Eq.(2.39).
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Figure 2.15: Evolution of the thermal strain according to the strain-based formulation
[3]-

The description of the TRIP strain is more complex, but a commonly used definition
for its time derivative is:

3 4D (£%) |
TRIP _ 9 7 ~TRIP d
3 = §K di ¢ - dev(S), (2.41)
where the key parameter is K7%” which characterizes transformation-induced plas-

ticity and depends on several factors, such as the type of phase transformation, carbon
content and temperature. A more detailed discussion of Eq. can be found in
Ref. [15].

Having defined the strain components, Hooke’s law allows us to express the stress as:

S =C: (e — &y, (2.42)

which is the main equation solved by the program to obtain the stress distribution.
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Method

3.1 Induction heating

The induction heating analysis represents the initial step in the study of the induction
hardening process. It has been carried out with the finite element solver COMSOL
Multiphysics version 6.3 on a full 3D model, as the lack of perfect symmetry prevents
the use of geometric simplifications. This section outlines the model geometry, the
employed physics interfaces, the process parameters and the material properties of the
various components involved.

3.1.1 Geometry

Figure[3.1]shows the 3D model of the coil with the flux concentrators and the crankshaft
journal, specifically the sixth main bearing, used for the induction heating analysis.

Figure 3.1: 3D model of the sixth main bearing and inductor with flux concentrators.
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Compared to the real component, certain simplifications have been applied to the coil
geometry. For example, the two top plates used for electric excitation have been re-
moved, along with the cooling fluid pipe. These modifications do not affect the accuracy
of the electromagnetic field modeling but serve to reduce the overall complexity of the
model.

All the components are then enclosed within an air cube large enough to fully capture
the electromagnetic field generated by the coil. The complete geometry analyzed in
the induction heating analysis is illustrated in Figure [3.2]

Figure 3.2: Complete 3D model employed for the induction heating analysis.

3.1.2 Physics interfaces

For accurate modeling of the induction heating process in COMSOL, three physics
interfaces have been selected:

o Magnetic Fields (mf).
« Heat Transfer in Solids (ht).

 Electromagnetic Heating (emh).

As shown in the previous list, no physics interface has been employed to directly model
the microstructural changes occurring during the heating phase. Instead, to simplify
the model, global material properties have been generated using the software JMAT-
PRO version 12.4.
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A schematic representation of the physics interfaces selected for the induction heating
simulation and the nodes employed to accurately simulate the process is shown in Fig-
ure [3.3] The detailed description of the COMSOL interfaces, along with the applied
initial and boundary conditions, is provided in the following sections.

v [+ Magnetic Fields (mf) v | Heat Transfer in Solids (ht)
@ Free Space (Air) @ Solid
%= Magnetic Insulation (External Boundaries) @ Initial Values
& Initial Values (Magnetic Vector Potential) %= Thermal Insulation
> @ Coil (Inductor) > [@ Solid with Translational Motion
= |Impedance Boundary Condition (Shaft Surface) m Heat flux (Shaft Surface)
@ Ampére’s Law in Solids (Field Concentrators) = Surface-to-Ambient Radiation (Shaft Surface)

v . Multiphysics
x" Electromagnetic Heating (emh)

Figure 3.3: Physics interfaces selected for the induction heating simulation.

Magnetic Fields

The Magnetic Fields interface have been used to compute magnetic fields and current
distributions in and around coil and workpiece. This physics interface solves Maxwell’s
equations, formulated using the magnetic vector potential |I]. When this module is
employed, the following default nodes are added to the Model Builder:

e Free Space. This condition introduces the equation for the magnetic vector
potential and assumes that all domains have a uniform relative magnetic perme-
ability and permittivity of one. The conductivity is automatically determined to
a value that enhances numerical stability. In fact, for transient and frequency-
domain modeling of inductive devices, it is important to limit the contrast in
conductivity, even though, in reality, the values can vary between 107 S/m (dry
air) and 6 - 10" S/m (for copper).

o Magnetic Insulation. This boundary condition sets the normal component of
the magnetic potential to zero at the boundary, as expressed by n x A = 0. It is
applied on the outer surfaces (of the air domain) to simulate an ideal boundary
that prevents magnetic flux from crossing. In fact, while the environment sur-
rounding the electromagnetic source is infinite in reality, in simulations, a finite
domain must be defined. If the air domain is sufficiently large, the magnetic field
at the boundary becomes weak and nearly parallel to the surface. Therefore, the
Magnetic Insulation condition provides a good approximation for this situation,
as it prevents magnetic field lines from escaping. This simplifies the problem
by introducing a well defined mathematical boundary and avoids artificial influ-
ences from the domain’s edges. An alternative boundary condition is the Perfect
Magnetic Conductor, which sets the tangential component of the magnetic field
(and consequently the surface current density) to zero. It can be shown that
for sufficiently large domains, the Magnetic Insulation and the Perfect Magnetic
Conductor conditions are equivalent.

23



Chapter 3: Method

o Initial Values. This condition assigns an initial value to the magnetic vector
potential A, which can be used as the starting point for a transient simulation
or as an initial guess for a nonlinear solver. The default value employed in this
simulation is 0 Wb/m.

The Free Space condition has been maintained just for the air domain, while for other
components it has been overridden by the following boundary conditions:

e Coil. This feature can be used to model coils, cables and other conductors
subject to a lumped excitation, such as an externally applied current or voltage.
In this case, the excitation consists of an alternating current with a magnitude of
7.1 kA and a frequency of 9.1 kHz. The Coil feature then converts this lumped
excitation into local quantities, such as electric field and current density, and
computes lumped parameters of interest, including impedance and inductance.
The Coil node supports three different conductor models:

1. Single conductor, which represents a single conductive body where current
flows freely due to the material’s conductivity. It is useful when the current
flow has a well defined starting and ending point or forms a closed loop.

2. Homogenized multiturn, which models a bundle of electrically thin wires
tightly wound together but separated by an electrical insulator. In this
case, the current flows only along the wires.

3. Homogenized litz, a variant of the multiturn model, which accounts for the
effects of helical twisting and multiple strands per turn.

As discussed in Section [2] the coil used in the induction hardening studies is a
single conductor with a U-shape. Therefore, the Single conductor model should
be applied in this case.

Additionally, the type of coil, defined by its geometry, has to be selected. Since in
this case the coil is not circular or linear, the numeric coil type has been applied.
This selection introduces the Geometry Analysis subnode, which requires the
user to define the input and output surfaces for excitation, highlighted in blue in

Figure 3.4

Figure 3.4: Input (left) and Output (right) surfaces of the coil electric excitation.
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o Impedance Boundary Condition. This condition have been applied to exte-
rior boundaries representing the surface of a lossy component, such as the shaft.
It approximates the penetration of the electromagnetic field, allowing the model
to avoid the inclusion of another domain and significantly reducing computational
time. However, the impedance boundary condition is a valid approximation only
when the skin depth is small relative to the size of the conductor, as is the case
here. The skin depth is defined as follows

2
5= ’/W (3.1)

Therefore it is dependent on process parameters and material properties, which
vary with the temperature.

The alternative to this condition is to use the Ampere’s Law in Solids node,
which solves the electromagnetic equations also within the shaft, accounting for
the field behavior inside the conductor, but increasing the model complexity.

o« Ampeére’s Law in Solids. This node has been employed for modeling flux con-
centrators and, similar to the Free Space condition, it introduces the magnetic
vector potential equation. However, it requires the specification of electromag-
netic material properties, including magnetic permeability, electrical conductivity
and electric permittivity.

Heat Transfer in Solids

The heat transfer equations have been solved only in the crankshaft, neglecting tem-
perature changes in the surrounding air and the coil. This simplification is considered
reasonable, given the short duration of the process and the fact that the coil tempera-
ture is maintained below 30°C by the cooling water circulating within it.

The selected physics interface, Heat Transfer in Solids, models heat transfer in solids
through conduction, convection and radiation. It can also account for heat flux caused
by translational motion in solids (such as the rotation of a shaft) [2]. When this ver-
sion of the Heat Transfer physics interface is introduced, the following default nodes
are added to the component:

« Solid. This node uses the heat equation (Eq.(2.14))) to model heat transfer in
solids. In particular, the velocity field can be specified by adding a moving mesh
node, which also captures the possible deformation of the component.

e« Thermal Insulation. It has been applied on the external boundaries of the
crankshaft and it states that the normal heat flux across the surface is null,
imposing the following equation:

n-q=0 (3.2)
o Initial Values. It fixes an initial value for the temperature that can serve as

an initial condition for a transient simulation. For the model discussed in the
present report, the initial temperature value has been set to 20 °C.
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To capture the key phenomena during induction heating, the following conditions have
been introduced:

e Solid with Translational Motion. It uses the same equation employed by the
the Solid node, but it does not require the addition of a moving mesh. Instead,
it needs the specification of the velocity field, which, for a component that is
rotating about the z-axis, is described by the following expression:

u=| wz |, (3.3)
0

Here, w represents the rotational speed required to achieve a uniform temperature
distribution in the circumferential direction and it has been set to a high value
of 60 rad/s to ensure this objective is met.

This simplified condition introduces an advective contribution to the heat transfer
equation and it can be applied because the simulation does not aim at considering
the shaft deformation and as a result the complexity of the model is reduced by
a major extent, drastically decreasing the computational time.

o« Heat Flux. It has been applied as a boundary condition on the crankshaft
surface, overriding the default thermal insulation. This node is essential for
capturing the convective heat transfer between the rotating crankshaft and the
surrounding air. As the crankshaft rotates, heat is transferred from the shaft to
the air due to natural convection. Therefore, the Convective Heat Flux type has
to be selected from the available options. A heat transfer coefficient of 5 W/m?2K
has been applied, which is a typical value for natural convection of air around a
cylinder.

e Surface-to-Ambient Radiation. Similar to the previous boundary condition,
the surface-to-ambient radiation has been applied to the crankshaft surface and
accounts for the heat lost due radiation to the surrounding environment. This
condition requires the specification of the surface emissivity, denoted as ¢, in this
case set to the experimental value of 0.9.

Electromagnetic Heating

The Electromagnetic Heating coupling combines the Heat Transfer in Solids and Mag-
netic Fields interfaces. This physics accounts for electromagnetic losses by introducing
a boundary heat source in the Heat Transfer interface according to Eq., while
also considering the temperature dependence of material properties within the Mag-
netic Fields interface.

3.1.3 Process parameters

The main parameters adopted in the induction heating analysis and mentioned in the
discussion about the physics interfaces are summarized in Table The frequency and
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heating duration are specified by the supplier based on the particular journal requiring
hardening. Similarly, the coil current magnitude depends on the specific component.
However, the supplier only provides the value at the transformer input, which is not
included in the simulation model. Therefore, it has been necessary to tune this pa-
rameter manually, while keeping the frequency and process duration fixed, in order
to obtain a realistic surface temperature profile and thickness of the austenitic layer.
Instead, the heat transfer coefficient for natural air convection, the shaft’s emissivity,
the ambient temperature and the initial temperature have been selected based on es-
tablished industrial practices. Lastly, the rotational speed, which governs the advective
heat transfer contribution, has been calibrated to ensure a uniform surface temperature
distribution.

Parameter Value Comment

Looil 7.1 kA Electric current supplied to the coil

f 9.1 kHz Frequency of the coil current

w 60 rad/s  Rotational speed to induce the advective heat transfer
Rgir 5 W/m?K Heat transfer coefficient for air natural convection
Eshaft 0.9 Emissivity of the shaft surface

ta 20 °C Ambient temperature

t; 20 °C Initial temperature of the shaft

ty 18's Duration of the heating process

Table 3.1: Process parameters for the induction heating simulation.

3.1.4 DMaterial properties

Since the induction heating analysis does not aim to model microstructural changes,
a global behavior has been adopted. The material used for the crankshaft journal
is 48MnVS6, a high-strength steel alloy widely employed in automotive and heavy
machinery components. It features a combination of different alloying elements, whose
respective weight percentages and primary effects are listed in Table [3.2]

Element Weight % Effect
Carbon (C) 0.38 Increases hardness and strength
Manganese (Mn) 1.40 Enhances hardenability and toughness
Chromium (Cr) 0.15 Improves corrosion resistance and hardenability
Molybdenum (Mo) 0.04 Enhances high-temperature strength
Phosphorus (P) 0.013 Prevents brittleness
Silicon (Si) 0.48 Improves strength and oxidation resistance
Vanadium (V) 0.14 Increases strength and wear resistance

Table 3.2: Weight percentage of the alloying elements in 48MnVS6 and their effect.
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The composition is specifically designed to improve both hardenability and strength,
making the material suitable to sustain high mechanical stress and fatigue loads.

The previously discussed chemical composition determines the material properties re-
quired for the present simulation. These properties, generated using JMATPRO, are
presented as functions of temperature in the following figures.
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Figure 3.5: Density of 48MnVS6 as a function of temperature.
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Figure 3.6: Thermal conductivity of 48MnVS6 as a function of temperature.
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Figure 3.7: Specific heat capacity of 48MnVS6 as a function of temperature.
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Figure 3.8: Electrical conductivity of 48MnVS6 as a function of temperature.
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Figure 3.9: Relative permeability of 48MnVS6 as a function of temperature.
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The relative permittivity plot is not shown, as it has been assumed to be temperature-
independent and equal to 1.

In addition to material properties, JMATPRO has been used to obtain temperature
dependent phase fraction functions for the metallurgical phases that may be present
during the heating process. As shown in Figure [3.10] at room temperature the mi-
crostructure is approximately evenly divided between ferrite and pearlite. As the tem-
perature increases, these phases gradually transform into austenite.
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Figure 3.10: Phase fractions trend as function of temperature.

The remaining materials used in the simulation are listed below:

o Copper, used for the coil. It is characterized by high electrical conductivity and
low magnetic permeability, which justifies the need for flux concentrators.

« Electrical steel, employed for the flux concentrators. It is assumed to have high
magnetic permeability, which helps mitigate magnetic field dispersion, and low
electrical conductivity, as these components are typically laminated to reduce
eddy currents.

e Air, which, due to the Free Space condition discussed in Section [3.1.2] has
software-defined properties.

For all these materials, the properties have been assumed to be temperature-independent
and their values are reported in Table [3.3] It is important to note that, since the heat
transfer equations have been solved exclusively for the crankshaft, for the other com-
ponents only the electromagnetic properties need to be defined, as thermal effects are
not considered.

30



Chapter 3: Method

Material Electrical Conductivity Permeability Permittivity

Copper 6-107 S/m 1 1
Electrical steel 1S/m 1 1
Air 1-10 S/m 1 1

Table 3.3: Material properties of copper, electrical steel and air.

3.1.5 Mesh

For the induction heating study, different mesh densities have been employed to balance
accuracy and computational cost. In particular, as shown in Figure [3.11] a very fine
triangular mesh has been applied to the surface of the shaft to accurately capture
the eddy currents computed via the Impedance Boundary Condition and the resulting
heating effects.
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Figure 3.11: Mesh adopted for the shaft surface during heating.

For comparison, the applied mesh has a maximum element size approximately two
times smaller than the one used in the predefined "extremely fine" mesh setting: 5 mm
versus 12 mm. This local refinement is essential for accurately modeling the significant
temperature gradients near the surface.

Throughout the rest of the domain, where the physical gradients are less pronounced,
a predefined "mormal" tetrahedral mesh has been used. This mesh provides a good
approximation while keeping the overall number of elements within manageable limits.
To highlight the difference, Figure shows the variation in mesh density between
the coil and the shaft.
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Figure 3.12: Comparison of the mesh densities applied to the coil and the shaft.

3.1.6 Simulation procedure

The induction heating analysis comprises two main study steps. The first, referred to
as Coil Geometry Analysis, serves as a preprocessing stage and must be solved prior to
the main electromagnetic—thermal coupling study. This step is essential for accurately
determining the local direction of current flow within the coil domain, based on the
prescribed input and output boundaries of the inductor.
This approach is particularly important when dealing with non-trivial coil geometries,
such as the one employed in the present simulation, where the assumption of a uniform
current direction would lead to significant inaccuracies in the predicted electromag-
netic field distribution. By solving this initial step independently, COMSOL allows
the current direction field to be precomputed and used as input for the subsequent
electromagnetic analysis. This enhances both the accuracy and numerical stability of
the computed magnetic field, eddy current distribution and, ultimately, Joule heating
that drives the induction process.
The second study step, titled Frequency-Transient, constitutes the core of the induc-
tion heating simulation. In this phase, a frequency-domain electromagnetic analysis is
performed at each time step of a transient thermal simulation.

It is important to highlight that the coupling between the Magnetic Fields and Heat
Transfer in Solids interfaces is bidirectional. The electromagnetic problem defines
a heat source via Joule heating, while the thermal problem updates temperature-

dependent material properties, such as electrical conductivity and magnetic perme-
ability at every time step. This mutual dependence ensures that the simulation reflects
the dynamic behavior of the material as it heats up.

To solve the multiphysics problem, a Fully Coupled solver has been chosen over a
Segregated one. The fully coupled approach assembles and solves a single system of
equations that simultaneously accounts for all the unknown fields and their interac-
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tions. This means that all multiphysics couplings are resolved within each iteration of
the solver. This method is particularly advantageous when strong couplings exist be-
tween the physical phenomena, as in induction heating, where temperature-dependent
material properties directly influence the electromagnetic response. By incorporating
all coupling terms at once, the fully coupled approach tends to provide greater nu-
merical robustness and typically requires fewer iterations to converge compared to the
segregated strategy. However, it is important to note that each iteration of the fully
coupled solver demands greater computational resources, both in terms of memory us-
age and processing time. Despite this, the improved convergence behavior and stability
justify the additional computational cost.

Regardless of whether the Fully Coupled or Segregated approach is used, a linearized
system of equations is solved at each iteration. There are two primary types of algo-
rithms available for solving these linear systems: Direct and Iterative solvers.

Direct solvers are known for their robustness and general applicability, as they can
solve large and complex systems. However, they come with significant drawbacks, pri-
marily their high memory consumption and computational cost. As the problem size
increases, both memory usage and solution time grow rapidly, which can become a
limiting factor for large-scale simulations.

In contrast, Iterative solvers are more memory-efficient and require less computational
time, especially for large problems. Their performance scales better with increasing
model size, making them ideal for very large systems. However, Iterative solvers tend
to be less robust than direct solvers and may experience slower convergence, or even
fail to converge, in certain cases [5].

In this study, robust convergence has been prioritized over computational efficiency,
and as a result, the Direct solver has been employed.

3.2 Cooling

The cooling analysis represents the subsequent step in the simulation of the induc-
tion hardening process. After the component is heated, it undergoes rapid cooling, or
quenching, to promote the formation of martensite. This is followed by a slower cooling
phase to room temperature, which facilitates the relaxation of temperature gradients
and allows for the evaluation of residual stresses.

This phase of the study has been conducted using a 2D axisymmetric model, as the
geometry of the crankshaft journal permits this simplification. To ensure continuity
between the heating and cooling simulations, the final temperature field obtained from
the 3D heating study was transferred to the 2D model. This has been achieved using
a General Extrusion operator, which enables the mapping of a cross-section of the 3D
temperature distribution onto the 2D domain. In fact, this operator makes it possible
to determine the correspondence between points in the source and destination entities.
As such, it is essential for accurately transferring data between geometries of different
dimensionalities and for defining realistic initial conditions for the cooling simulation.
This section presents the cooling model in detail, including the employed physics inter-
faces, cooling parameters and the material properties that govern heat transfer, phase
transformations and the development of residual stresses during the process.
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3.2.1 Geometry

The only component subjected to cooling is the crankshaft journal. Due to the axial
symmetry, a cross-sectional representation of the component can be used (Figure|3.13)),
significantly reducing the geometrical complexity of the model.

Figure 3.13: Cross-section of the crankshaft journal.

By analyzing the geometry shown in Figure further simplification is possible
by once again exploiting symmetry, resulting in just a quarter-section of the journal

(Figure (3.14)).

Figure 3.14: Quarter of the crankshaft journal cross-section.
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3.2.2 Physics interfaces

The cooling stage requires five physics interfaces in order to capture the microstructural
changes and the residual stresses:

» Heat Transfer in Solids (ht).
 Austenite Decomposition (audc).

« Solid Mechanics (solid).

o Phase Transformation Latent Heat (lht).

« Phase Transformation Strain (ptstr).

A schematic representation of the physics interfaces selected for the cooling simulation
and the nodes employed to accurately simulate the process is shown in Figure [3.15]
The detailed description of the COMSOL interfaces, along with the applied initial and
boundary conditions, is provided in the following sections.

v |8 Heat Transfer in Solids (ht) v |28 Austenite Decomposition (audc)
B Solid @ Austenite
B Initial Values @ rerrite-Pearlite

@ Martensite

&= Axial Symmetry - : _
D @ Austenite to Martensite

< Thermal Insulation e
© Symmety v @ Steel Composition
@ Hardness
= Heat Flux 1 (Air)
5 Heat Flux 2 (Center) v % Solid Mechanics (solid)
&% Heat Flux 2 (Fillet) v @ Linear Elastic Material
&5 Heat Flux 2 (Shoulder) @ Plasticity
= Surface-to-Ambient Radiation &5 Axial Symmetry
v 7. Multiphysics 2= Free
=% Phase Transformation Strain (ptstr) o Initial Values
=2 Phase Transformation Latent Heat ((ht) & Symmetry Plane

Figure 3.15: Physics interfaces selected for the cooling simulation.

Heat Transfer in Solids

The heat transfer interface employed for the cooling analysis is the same as the one
used for the induction heating study. Therefore, the same default conditions have been
applied by the software: Solid, Initial Values and Thermal Insulation. Additionally,
since the model to be solved is axisymmetric, the Axial Symmetry boundary condition
has been automatically applied on the edge highlighted in blue in Figure
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Figure 3.16: Edge where the Axial Symmetry condition has been applied.

This condition assumes that physical quantities, such as temperature, are invariant
along the angular direction. Additionally, it imposes that the normal component of
the heat flux is zero at the applied boundary.

Besides the default nodes, four additional conditions have been added, some of which
overlaps the ones applied in the previous simulation.

o Symmetry. It fixes the normal heat flux equal to zero at the edge of application

(Figure [3.17)).

o Heat Flux 1. It has been applied on the whole surface, but the symmetric
boundaries (Figure and it captures the convective heat transfer between
the shaft and the surrounding air throughout the whole cooling analysis. As in
the heating study, the heat transfer coefficient has been set equal to 5 W/m?K.

e Heat Flux 2. This condition has been applied exclusively during the quenching
process to the regions targeted for hardening, as illustrated in Figure [3.19] To
accurately represent the spray cooling effect, three distinct heat transfer coeffi-
cients have been assigned to the edges identified in the figure, namely the middle
portion of the journal, the fillet and the shoulder. These coefficients have been
calibrated to ensure that the resulting average surface temperature profiles match
the experimental measurements.

e Surface-to-Ambient Radiation. It has been applied on the same boundaries
as the previous condition and it is also active during the whole analysis. The
surface emissivity is kept equal to 0.9, as in the heating study.
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Figure 3.17: Edge where the Symmetry condition has been applied.

Figure 3.18: Edges where the Heat Flux 1 condition has been applied.

Figure 3.19: Edges where the Heat Flux 2 condition has been applied.
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Austenite Decomposition

The Austenite Decomposition interface (audc) is designed for studying metallurgical
phase transformations. This interface can compute physical effects such as the latent
heat of phase transformation and transformation strains, which can be coupled with
Heat Transfer in Solids and Solid Mechanics [3]. When this module is employed, several
nodes are added to the model to account for the five possible microstructures (austenite,
ferrite, pearlite, bainite and martensite) as well as the phase transformations involving
austenite. However, in the present simulation, only the austenite-to-martensite phase
transformation has been considered. Consequently, no ferrite, pearlite and bainite will
form during quenching.

As a result, the only default nodes retained in the model are the following:

o Austenite

Ferrite-Pearlite

Martensite

Austenite to Martensite

The metallurgical phases need the definition of the initial phase fraction, taken from
the last step of the induction heating simulation, and the material properties, imported
from JMATPRO.

The Austenite to Martensite node, instead, requires the selection of the transforma-
tion model, which, as specified in Section [2.2.3] is the Koistinen-Marburger model.
Therefore, only two parameters need to be specified, namely the Koistinen-Marburger
coefficient and the martensite start temperature. It should be noted that this node will
only be active during the quenching stage, thereby preventing the formation of new
martensite during the final cooling phase.

In addition to the default functionalities, the Steel Composition node has been em-
ployed to specify the chemical composition of the material in terms of weight percentage
of the different alloying elements, needed to compute the martensite start temperature.
Finally, the Hardness subnode has been added in order to compute the Vickers hard-
ness of the different phases.

In the end, it is necessary to activate the various stress contributions involved in the
process, namely thermal stress, phase plasticity and transformation-induced plasticity
(TRIP). As discussed in Section , the computation of thermal stresses can be for-
mulated based either on changes in density or on strain. In the present simulation, the
strain-based formulation has been adopted and calibrated using dilatometric curves
obtained from JMATPRO, allowing the identification of the reference temperatures at
which each phase is considered strain-free.

Solid Mechanics

The Solid Mechanics interface has been used to solve the equations of motion and
account for thermal and phase transformation stresses.
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When this module is employed, the following default conditions are applied to the
model:

o Linear Elastic Material. Applied to the entire domain, this setting introduces
the governing equations for a linear elastic solid, allowing the material to deform
under load according to Hooke’s law.

o Axial Symmetry. Applied to the edge shown in Figure [3.16 this boundary
condition enforces symmetry about the axis of revolution. It assumes that the
displacement is independent of the azimuthal direction and restricts any displace-
ment in the radial direction.

o Free. Automatically applied to all boundaries except the axis of symmetry. This
condition imposes no constraints on the displacement, allowing the structure to
deform freely in response to internal stresses or external loads.

o Initial Values. It has been used to specify the initial conditions for the dis-
placement and velocity fields. In this case both have been set to zero.

In addition to the default conditions, two additional specifications have been intro-
duced to exploit symmetry and account for the material’s plastic deformation. The
first condition, simply named Symmetry, have been applied to the same edge where
the analogous Heat Transfer condition has been defined (Figure [3.17)). It restricts dis-
placement along the z-axis, effectively enforcing symmetry across that boundary.

The second specification, defined through the Plasticity node, enables the modeling of
the material’s hardening behavior. In this case, the hardening is described by a linear
law, as expressed in Equation ([2.36]).

In the end, it is possible to account for the inertial terms but, despite the quench-
ing process being time dependent, from a structural mechanics point of view, it is
quasi-static and modeled as such.

Phase Transformation Latent Heat

The Phase Transformation Latent Heat multiphysics coupling introduces a volumetric
heat source term into the heat equation of the coupled Heat Transfer in Solids in-
terface, as defined by Eq., and it is active only when enabled in the Austenite
Decomposition interface. This heat source accounts for the latent heat released during
the phase transformation from austenite to martensite.

Phase Transformation Strain

The Phase Transformation Strain is a bidirectional multiphysics coupling used to trans-
fer strain and stress data to and from the coupled Solid Mechanics interface. When
transformation-induced plasticity, thermal strains and phase plasticity are enabled in
the Austenite Decomposition interface, both TRIP and thermal strains are computed
and incorporated as inelastic strain contributions. Moreover, the equivalent plastic
strain is transferred to the phase transformation interface, enabling the evaluation of
the hardening function for each phase individually.

39



Chapter 3: Method

3.2.3 Process parameters

The main parameters used in the cooling analysis are summarized in Table [3.4 As
observed, the heat transfer coefficient for natural air convection, the shaft surface
emissivity and the ambient temperature remain consistent with the values adopted
in the heating simulation. The quenching time is specified by the supplier, whereas
the duration of the final cooling stage has been adjusted to ensure that the journal
returns to ambient temperature by the end of the process. Finally, the heat transfer
coefficients for spray quenching have been calibrated to replicate a surface temperature
distribution during quenching that aligns with the experimental data. The resulting
temperature evolution will be presented and discussed in the Results section.

Parameter Value Comment

Nspray Curves of Figure |4_7| Heat transfer coefficients for spray quenching

Rgir 5 W/m?K Heat transfer coefficient for air natural convection
Eshaft 0.9 Emissivity of the shaft surface

ta 20 °C Ambient temperature

tq 20 s Duration of the quenching process

te 10 h Duration of the final cooling process

Table 3.4: Process parameters for the cooling simulation.

3.2.4 Material properties

Unlike the induction heating analysis, the cooling study focuses on representing the
microstructures separately. As a result, the material properties required by the different
physics interfaces must be specified for each phase individually.

The temperature dependent trends of these properties, obtained from JMATPRO, are
presented in the following figures.
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Figure 3.20: Density of 48MnVS6 microstructures as function of temperature.
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Figure 3.21: Thermal conductivity of 48MnVS6 microstructures as function of temper-
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Figure 3.23: Young’s modulus of 48MnVS6 microstructures as function of temperature.
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Figure 3.24: Poisson’s ratio of 48MnVS6 microstructures as function of temperature.

21F
20
19r
18¢
17¢
16¢
15¢
14
13r
12r
11t

— Ferrite
— Pearlite
— Austenite
— Martensite | |

Tangent Modulus (GPa)

200 400 600 800
Temperature (°C)

Figure 3.25: Tangent modulus of 48MnVS6 microstructures as function of temperature.
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Figure 3.26: Initial yield stress of the microstructures as function of temperature.
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Figure 3.27: Latent heat of the austenite to martensite phase transformation in
48MnVS6 as a function of temperature.

The plot of the thermal expansion coefficient is not presented, as it has been assumed
to be temperature-independent. Instead, the values for the different microstructures
are provided in Table |3.5]

Microstructure Thermal expansion coefficient

Austenite 242 -107° 1/K
Ferrite-Pearlite 1.26 - 107° 1/K
Martensite 1.19 - 107 1/K

Table 3.5: Thermal expansion coefficients for the different microstructures.

Additional material properties, primarily required by the Austenite Decomposition
interface, are listed in Table [3.6]

Parameter Value Comment
vef 507 °C Austenite strain-free reference temperature
Tfé? 20 °C Ferrite-Pearlite strain-free reference temperature
ref 50 °C Martensite strain-free reference temperature
B 0.012 1/s Koistinen-Marburger coefficient
M, 334 °C Martensite start temperature
KTRIP 5-107° 1/MPa TRIP coefficient

Table 3.6: Material properties required by the Austenite Decomposition interface.

The material properties of each phase, along with the evolving phase composition,
have been automatically used by the physics interface to compute the effective material
properties. These computed properties have then been aggregated and averaged into
a Compound Material, as illustrated in Figure [3.28|
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Figure 3.28: Collection of the phase properties in a compound material .

3.2.5 Mesh

The cooling analysis is characterized by high surface temperature gradients, but also
by phase transformations. To accurately capture all these phenomena, a predefined
"finer" triangular mesh with a maximum element size of 2.36 mm has been adopted.
Additionally, 12 boundary layers, each with a thickness of 0.5 mm, have been imple-
mented in the region to be hardened, ensuring an extremely fine mesh within the first 6
mm of the model. This refinement enables an accurate comparison between the hard-
ness values obtained from the simulation and those from experimental data, which are
indeed available for the first 6 mm. The resultant mesh is shown in Figure [3.29]

AV I

Figure 3.29: Mesh adopted for the cooling simulation.
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3.2.6 Simulation procedure

The cooling analysis has been performed using two distinct Transient study steps: the
first one simulates the quenching stage, while the second one models the subsequent
cooling to room temperature. In both cases, a Fully Coupled approach has been em-
ployed in combination with a Direct solver, as previously discussed in Section [3.1.6]
This configuration ensures robust convergence in a numerically intensive simulation
involving three strongly coupled physics interfaces.

3.3 Heating time sensitivity analysis

A key factor influencing the hardening depth in induction hardening is the heating
time. Extending the heating time allows the component to reach a higher temperature,
thereby increasing the amount of austenite available for transformation into martensite,
which results in a deeper hardening depth. This is also because a longer heating period
promotes a more uniform temperature distribution within the material, facilitating a
more significant phase transformation in the affected region.

To investigate this relationship quantitatively, the simulation procedure outlined in this
chapter can be repeated for different heating times. After conducting these simulations,
the results can be compared to assess the impact on the final hardening depth and
residual stress. These comparisons will help clarify how precise control of heating time
can optimize the hardening process.
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Results

This chapter presents and discusses the main results of the induction hardening sim-
ulation carried out on the main journal of the crankshaft. For completeness, the pa-
rameters used for the crankpin analysis, along with the main simulation results, are
provided in the Appendix.

4.1 Induction heating

At the conclusion of the induction heating process, it is possible to analyze the resulting
surface temperature distribution, as illustrated in Figure

°C

1100
1000

@/ .

~

400
300

Figure 4.1: Temperature profile of the main bearing surface after heating.

46



Chapter 4: Results

It can be observed that the temperature distribution qualitatively resembles the typical
profile of an induction-heated cylinder, as depicted in Figure In fact, as expected,
the surface reaches a temperature largely higher than the one at the core, which remains
comparatively cooler due to the limited penetration depth of the induced currents.

However, the presence of localized hot spots suggests that analyzing the average tem-
perature in the region targeted for hardening may provide a more representative as-
sessment of the thermal behavior. Its evolution during the heating process is presented

in Figure [4.2
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Figure 4.2: Average temperature variation of the main bearing surface during heating.

As shown, after 18 seconds the average surface temperature approaches 1000 °C, ex-
ceeding the austenitization threshold of approximately 730 °C, as indicated in Figure
BI04

To gain further insight into the internal temperature distribution, Figure [£.3] which
illustrates a cross-sectional view of half the crankshaft, can be analyzed.
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Figure 4.3: Temperature profile across the main bearing after heating.
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This visualization allows for a more comprehensive evaluation of the thermal gradient
from the surface to the core, making evident that only the region near the surface
exceeds the phase transformation temperature. The rest of the component remains
below this critical value, thereby retaining its initial ferritic-pearlitic microstructure.
This observation can be further validated by plotting the temperature-dependent phase
fraction of austenite, obtained using JMATPRO, across the cross-section of the shaft.
The resulting distribution, shown in Figure [4.4] confirms the presence of a high austen-
ite fraction near the surface, which rapidly diminishes when moving toward the core.
This trend is consistent with the thermal gradient observed in the temperature profile
and further highlights the localized nature of the induction heating process.
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Figure 4.4: Austenite distribution across the main bearing after heating.

4.2 Cooling

The cooling process requires the definition of heat transfer coefficients that accurately
represent the effect of spray quenching. As discussed in Section [3.2.3] these parame-
ters have been calibrated to reproduce a surface temperature profile in the hardened
region that closely matches experimental measurements. The comparison between the
simulated cooling curves and the experimental results is shown in Figures and [4.0]
while the final heat transfer coefficients, used at three different locations, are presented
in Figure 4.7]
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Figure 4.5: Average temperature variation of the main bearing surface temperature
during quenching (simulation).
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Figure 4.6: Average temperature variation of the main bearing surface temperature
during quenching (experiment).
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Figure 4.7: Heat transfer coefficients calibrated for the quenching simulation of the
main bearing.

Using the selected heat transfer coefficient, the component can be successfully quenched.
As a result, a portion of the austenite transforms into martensite, whose distribution
is illustrated in Figure [4.8]
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Figure 4.8: Martensite distribution across the main bearing.

It should be noted that not all the austenite shown in Figure [4.4 has been transformed
into martensite. This is due to the application of the heat transfer coefficients being
limited only to the region intended for hardening.

Based on the resulting microstructure, the hardness distribution within the material
can be evaluated. As expected, Figure indicates high hardness values at the surface,
which decrease rapidly toward the core. This trend correlates with the distribution of
martensite in the crankshaft.
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Figure 4.9: Vickers hardness profile across the main bearing.

A preliminary assessment of the simulation’s accuracy can be carried out by identifying
the region where the hardness exceeds the threshold value specified by the requirements,
set at 400 HV. As highlighted in yellow in Figure[d.10] the resulting profile qualitatively
resembles the hardened layer shown in Figure [2.11]
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Figure 4.10: Area with hardness exceeding the critical threshold.

However, to gain quantitative information, it is necessary to compare the experimental
hardness profile with the results coming from the simulation. A comparison executed
at the centerline of the journal is shown in Figure [£.11]
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Figure 4.11: Comparison of the hardness profiles along the centerline of the main
bearing.

To correctly interpret the previous figure, it is important to note that the measured
hardness values refer to a crankshaft that has undergone tempering and grinding pro-
cesses. The tempering treatment serves to relieve internal stresses and reduces the
material hardness by approximately 20 HV, which may explain the higher values pre-
dicted by the simulation at the surface and beyond the hardness threshold.
Subsequently, the grinding process removes approximately 0.7 mm from the surface.
Consequently, in order to account for the material removal during grinding, the simu-
lated hardness values have been evaluated starting from a depth of 0.7 mm. Further-
more, the alloy composition used in the model is based on average weight percentages
specified in the material standard, rather than the precise chemical composition of the
tested component.

Despite these discrepancies, the simulation shows good agreement with the experi-
mental data. The specified hardness threshold, also called hardening depth, has been
achieved at 4.35 mm in the simulation and 4.40 mm in the experimental results. How-
ever, a region of lower-than-expected hardness is observed at a depth between 2 mm and
4.40 mm. This deviation may be attributed to limitations of the Impedance Boundary
Condition applied in the simulation, which does not fully resolve the skin depth. As a
result, the predicted temperature in this region is lower, leading to a reduced austenite
fraction available for transformation into martensite.

A similar comparison can be performed at the fillet region, following the red line shown

in Figure [4.12]
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/

Figure 4.12: Direction for evaluation of the fillet hardness.

The results obtained at this location are presented in Figure [4.13]
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Figure 4.13: Comparison of the hardness profiles at the fillet of the main bearing.

It can be observed that the hardness achieved at the fillet is lower than expected,
particularly regarding the predicted depth at which the limiting value is reached, being
3.10 mm compared to the expected 4.10 mm. This discrepancy may arise from the fact
that, as shown in Figure 4.14] not all the available austenite has been transformed
into martensite, which is the primary microstructure responsible for the increase in
hardness.
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Figure 4.14: Initial austenite and final martensite phase fractions at the fillet of the
main bearing.

Conversely, Figure shows that nearly all the available austenite at the centerline
has been transformed into martensite, which explains the better results achieved at
this location.
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Figure 4.15: Initial austenite and final martensite phase fractions along the centerline
of the main bearing.

This discrepancy can be attributed to the calibration method adopted for the heat
transfer coefficients, which has been based on an average surface temperature profile
recorded during the quenching phase. While this approach yields accurate results
at the centerline, it underestimates the heat transfer coefficient at the fillet, leading
to a reduced formation of martensite in this region. However, since no additional
data are available to calibrate the heat transfer coefficient at this location, only a
qualitative analysis of the effect of increasing this parameter can be performed, for
instance by doubling its value. This adjustment results in a higher martensite fraction
and, consequently, an increase in hardness, as shown in Figure [4.16] As a consequence,
the depth at which the hardness threshold has been reached increases from 3.10 mm
to 4.20 mm.
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Figure 4.16: Comparison of the hardness profiles at the fillet of the main bearing with
a higher heat transfer coefficient.

In conclusion, it is possible to evaluate the residual stress profile along the centerline
of the crankshaft. Figure illustrates the three main tension components: radial,
axial and circumferential. As expected, the radial stress is zero at the surface, since
the main bearing is free to expand in this direction. In contrast, both axial and cir-
cumferential tensions are compressive at the surface, resulting from the martensitic
transformation. This compressive stress is counterbalanced by a tensile stress within
the material, located just beyond the hardened layer, with a peak axial value of 470
MPa at a depth of 5.30 mm.

Notably, the maximum compressive stress in the circumferential direction at the surface
is particularly high, reaching approximately -1200 MPa. This value exceeds experimen-
tal measurements, which show a maximum of about -1000 MPa after tempering and
grinding. The discrepancy may arise from the relaxation caused by tempering and the
assumption used in the simulation regarding the plastic deformation of the material.
In fact, the isotropic tangent modulus has been set at 10% of the Young’s modulus, a
common practice that may not accurately capture the material’s hardening behavior.
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Figure 4.17: Residual stress components along the centerline of the main bearing.
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4.3 Heating time sensitivity analysis

The results in terms of hardness profile along the crankshaft centerline for heating
times ranging from 16 s to 20 s are presented in Figure [4.18]
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Figure 4.18: Comparison of the hardness profiles along the centerline of the main
bearing for different heating times.

As expected, the previous figure shows that increasing the heating time results in a
higher overall hardness, shifting the depth at which the threshold is reached to greater
values. Conversely, a shorter heating process yields the opposite effect.

For further insight, Figure [{.19|illustrates an almost linear relationship between heating
time and hardening depth.

5.6}
€ 5.2
£
< 4.8+
53
8 a4t
g
.E 4_
5
p= 3.6
I
3.2r
2.8

16 17 18 19 20
Heating Time (s)

Figure 4.19: Hardening depth along the centerline of the main bearing for different
heating times.
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Additionally, evaluating the effect of heating time on the residual stress distribution
provides valuable insights into the mechanical response of the component. For this
purpose, a comparison of the mean residual stress, described in Eq., is carried
out, as illustrated in Figure [4.20]

1
Sm - 5 (Srr + Szz + S@G) 5 (41)

where S,.., S,. and Sy are the radial, axial and circumferential components of the
stress tensor, respectively.

This analysis offers a global perspective on how the stress state evolves as the heating
time is varied since, as shown in the previous equation, the mean stress averages the
overall stress distribution across the section.

200¢
g
= O
@
o 200t /
5 /
& -400 ]
s —t, =16s —t,=19s
-600F —t,=17s t,=20s|
—t,=18s
-8004 : : : : :
0 10 20 30 40 50

Depth (mm)

Figure 4.20: Comparison of the mean stress along the centerline of the main bearing
for different heating times.

From the previous figure one can state that as the induction heating time increases,
the maximum compressive stress at the surface slightly decreases. This behavior can
be attributed to the deeper penetration of thermal energy, which leads to a thicker
austenitized and subsequently martensitic layer. As a result, the compressive stresses
associated with the volumetric expansion during phase transformation are distributed
over a greater depth, reducing their intensity at the surface. Furthermore, the extended
thermal exposure may cause partial stress relaxation, contributing to the observed
reduction. In parallel, the tensile stress peak shifts to a greater depth and reaches a
higher magnitude, in order to maintain equilibrium with the enlarged hardened zone.
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Final Remarks

5.1 Conclusion

In this thesis, a numerical model of the induction hardening process was developed for
the crankshaft of the 6 cylinder, 13 liter Scania Super engine, produced by the Swedish
heavy-duty truck manufacturer Scania. The simulation was performed using the finite
element solver COMSOL Multiphysics version 6.3, aiming to simulate the heat treat-
ment from electromagnetic, thermal, microstructural and mechanical perspectives.
The simulation involved the coupled modeling of various physical phenomena using the
multiphysics interfaces provided by COMSOL. The Magnetic Fields module was used
to solve the Maxwell’s equations in the frequency domain, accounting for the electro-
magnetic field generated by the coil and the induced eddy currents in the crankshaft.
Heat transfer modeling incorporated the heat generated through induction, as well as
cooling effects due to air convection, radiation and spray quenching. Phase transforma-
tions were considered only during the quenching stage, using the Koistinen-Marburger
model to describe the austenite to martensite transition, implemented through the
Austenite Decomposition interface. Finally, the Solid Mechanics features enabled the
solution of the equation of motion and the computation of residual stresses in the three
main directions.

The analysis was conducted using the real coil geometry, which is critical for accu-
rate results. In fact, preliminary simulations employing a simplified inductor geometry
required current magnitudes substantially higher than the interval specified by the
supplier, ranging from 3 to 8 kA. In contrast, using the actual coil geometry resulted
in a current value of 7.1 kA, that conforms to the specified range, demonstrating the
importance of geometric fidelity in the simulation. Conversely, a simplified configura-
tion was adopted for the journal to exploit axial symmetry and reduce computational
complexity.

Several process parameters were required to simulate the induction hardening process.
These quantities were either provided by the supplier, derived from industrial practice,
or adjusted to obtain reasonable results, as discussed in Sections |3.1] and Material
properties were defined using JMATPRO version 12.4. Particular attention was given
to mesh design in order to achieve an optimal balance between computational accuracy
and efficiency.
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The results obtained, in terms of temperature distribution, hardness profile, residual
stresses within the hardened layer and effect of heating duration, qualitatively showed
good agreement with the expected physical behavior described in Section 2.2l The
inductive heating effect proved to be highly localized, with heat concentrated near
the surface of the workpiece due to the skin effect. This led to a non uniform tem-
perature distribution and resulted in a high hardness region near the surface, where
significant compressive residual stresses were also observed. The core instead remained
unhardened, retaining the initial microstructure. Moreover, the results were validated
against available experimental measurements, including the surface cooling curve, the
hardness profile within the first 6 mm of the journal along the centerline and at the
fillet, as well as the maximum compressive stress achieved at the surface. This compar-
ison demonstrated that the adopted methodology yields good agreement between the
simulation results and the experimental data. The cooling curve closely matched the
actual temperature measurements during quenching, while only minor discrepancies
were observed in the hardness profiles. Finally, the predicted maximum surface com-
pressive stress was in reasonable agreement with the measured value. Moreover, both
the hardness profile and the residual stress distribution are consistent with findings
reported in similar studies (Ref. [12] - [23]). In these cases, a high surface hardness is
observed, which decreases sharply within the first few millimeters. Additionally, the
residual stress profile exhibits a maximum compressive stress of approximately —1000
MPa at the surface, transitioning to tensile stresses just beyond the hardened layer. In
this tensile region, the stress reaches a peak ranging between 350 MPa and 600 MPa.
This values correlates well with the results obtained in the present work.

5.2 Discussion

The methodology discussed in the report can also be extended to other surfaces of the
crankshaft, such as the crankpin, whose results are presented in Appendix A, by adapt-
ing the geometry and adjusting the process parameters. Specifically, it is first necessary
to select the current frequency, induction heating time and quenching duration based
on the data provided by the supplier for the specific journal to be hardened. The coil
current must then be tuned based on the resulting surface temperature and the thick-
ness of the austenitic layer, which in turn determines the martensite penetration and
thus the hardness profile, the primary quantity used for comparison with experimental
data. Additionally, the heat transfer coefficients for quenching need to be updated and
calibrated to match the experimental cooling curve. The remaining parameters can
be retained as defined in this report, since they apply to the entire crankshaft rather
than to an individual journal. However, if the simulation is extended to a different
shaft, these parameters must be adjusted accordingly based on the specific conditions
applicable to that particular component.

Despite its versatility and promising results, the methodology is subject to a number
of limitations that affect the accuracy and applicability of the simulation, primarily
arising from the following simplifications:

o Use of a simplified geometry for the crankshaft journal, which affects the dis-
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tribution of thermal and electromagnetic fields, reducing accuracy during both
heating and cooling.

o Adoption of global material properties during induction heating, without differ-
entiating between the various microstructural phases. This neglects the distinct
behavior of different metallurgical structures.

o Neglect of the austenite to ferrite-pearlite transformation during both heating
and cooling.

o Application of the impedance boundary condition to model induction heating
instead of solving Maxwell’s equations directly within the crankshaft. This con-
fines the heating effect to the surface and underestimates the heat penetration
into the material.

o Employment of the Solid with Translational Motion interface instead of a moving
mesh.

» Use of average weight percentages of the alloying elements instead of the real
values.

e Use of a default value for the TRIP coefficient.

» Adoption of a standard value for the tangent modulus due to the lack of infor-
mation on the plastic behavior of the different steel phases.

Considering the limitations discussed above, future improvements may concentrate on
the following areas:

o Implementation of a more realistic crankshaft geometry to improve the accuracy
of the thermal and electromagnetic field distribution.

e Modeling of the full microstructural evolution during both heating and cooling
phases.

» Solution of Maxwell’s equations directly within the crankshaft using the Ampere’s
Law in Solids condition, in order to resolve the complete skin depth.

o Use of the Rotating Machinery Magnetic interface, combined with a moving mesh,
to simulate the actual rotation of the component and to account for its deforma-
tion. This approach enables the distribution of eddy currents, and consequently
heat generation, around the entire circumference of the journal, eliminating the
need for an artificial advective heat transfer term. As a result, this method
has the potential to improve the accuracy of the thermal field during the induc-
tion heating stage. However, it requires an extremely fine mesh at the interface
between the rotating and stationary domains, which significantly increases the
computational time.

o Acquisition of more detailed information about the material, including exact
alloying element percentages, plastic deformation behavior and hardening fuction.
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The same methodology utilized for the main journal can be applied to simulate the
induction hardening of the crankpin, specifically the sixth one. However, modifications
to the geometry and process parameters are required. The updated parameters are

summarized in Table

Parameter Value Comment
Looil 6.8 kA Electric current supplied to the coil
f 9.5 kHz Frequency of the coil current
w 60 rad/s Rotational speed to induce the advective heat transfer
hir 5 W/m?K Heat transfer coefficient for air natural convection
€ shaft 0.9 Emissivity of the shaft surface
ta 20 °C Ambient temperature
t; 20 °C Initial temperature of the shaft
173 16 s Duration of the heating process
Rspray Curves of Figure [A.6 Heat transfer coefficients for spray quenching
t, 20 s Duration of the quenching process
te 10 h Duration of the final cooling process

Table A.1: Process parameters for the induction hardening simulation of the crankpin.

The following sections briefly present the main simulation results for the sixth crankpin,
covering the induction heating and cooling processes, as well as a sensitivity analysis
on heating time.

A.1 Induction heating

As with the main bearing, the induction heating process leads to a significant temper-
ature gradient between the crankpin surface and its core. At the end of heating, the
surface temperature has exceeded the austenitization threshold, whereas the core has
remained substantially cooler, as illustrated in Figure [A.T]
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Figure A.1: Temperature profile of the crankpin surface after heating.

The global surface temperature evolution is shown in Figure [A.2] which highlights the
rapid heating rate and its variation over time.
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Figure A.2: Average temperature variation of the crankpin surface during heating.

As expected, only a shallow layer near the surface has reached high temperatures, with
a rapid drop toward the interior. This is depicted in Figure [A.3] and it reflects the
localized formation of austenite, as shown in Figure
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Figure A.3: Temperature profile across the crankpin after heating.
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Figure A.4: Austenite distribution across the crankpin after heating.

A.2 Cooling

Following heating, the crankpin undergoes cooling. As with the main bearing, the heat
transfer coefficients have been calibrated to align the cooling profile with experimental
data. The resulting cooling curves and calibrated HTCs are shown in Figures[A.5 and

[A.6], respectively.
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Figure A.5: Average temperature variation of the crankpin surface temperature during
quenching.
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Figure A.6: Heat transfer coefficients calibrated for the quenching simulation of the
crankpin.

As a result of quenching, the austenite has transformed into martensite, whose distri-
bution is shown in Figure [A.7]
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Figure A.7: Martensite distribution across the crankpin after heating.

Consequently, high hardness has been achieved near the surface, while the core has
remained unhardened. This behavior is demonstrated in Figure [A.§]
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Figure A.8: Vickers Hardness profile across the crankpin.

Simulation results are compared with experimental hardness profiles at both the cen-

terline and fillet regions of the crankpin, as shown in Figures and [A.10]
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Figure A.9: Comparison of the hardness profiles along the centerline of the crankpin.
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Figure A.10: Comparison of the hardness profiles at the fillet of the crankpin.

The same observations made for the main bearing apply here. Specifically, the simula-
tion accurately predicts surface hardness and hardening depth, but discrepancies arise
in the transition area. This may be attributed to the impedance boundary condition
used in the electromagnetic model, which confines the heating power near the surface
and limits internal temperature rise, thus reducing austenite formation in the deeper
layers.

Residual stress profiles have also been evaluated, and results for the three main direc-
tions are reported in Figure[A.T1] As in the main bearing, radial stress at the surface
is null, while compressive stresses dominate the circumferential and axial directions.
Also in this case, the peak compressive stress exceeds experimental values, reaching
approximately —1200 MPa. The tensile axial stress peaks at 536 MPa, located at a
depth of 4.6 mm, just beyond the hardened region.
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Figure A.11: Residual stress components along the centerline of the crankpin.

A.3 Heating time sensitivity analysis

The sensitivity analysis confirms that an increase in heating time results in higher sur-
face hardness (Figure|A.12)) and greater hardening depth (Figure[A.13]), which increases
almost linearly with time.
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Figure A.12: Comparison of the hardness profiles along the centerline of the crankpin
for different heating times.
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Figure A.13: Hardening depth along the centerline of the crankpin for different heating
times.

The influence of heating time on residual stress is illustrated in Figure[A.14] A longer
duration decreases the peak compressive stress at the surface while increasing the extent
of the compressive region. As a consequence, the tensile stress peak shifts to a greater
depth and grows in magnitude.
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Figure A.14: Comparison of the mean stress along the centerline of the crankpin for
different heating times.
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