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Abstract 
 
Resistance Spot Welding (RSW) is one of the joining techniques widely used in different 
industries, mainly in the automotive industry. It is popular because of its ease of use, speed, 
reliability, cost-effectiveness, and opportunity for automation. Traditionally, destructive 
testing methods are used to assess the quality of the welds, which are time-consuming, often 
impractical for real-time monitoring, and expensive. To overcome these challenges, this 
thesis proposed a novel way to predict nugget size based on Machine Learning (ML) 
methodology, using features derived from electrode force signals processed through the Fast 
Fourier Transform (FFT). 
The research begins by analyzing 50 records of electrode force signals in frequency domains. 
Fast Fourier Transformation (FFT) was used to transfer the signal from Time-Domain to 
Frequency-Domain. Two feature selection methods, Pearson Correlation and Recursive 
Feature Elimination (RFE), were employed to choose the most representative features from 
extracted features related to electrode force in Frequency-Domain. Then, six ML models 
were employed: Linear Regression (LR), Decision Tree (DT), Random Forest (RF), Support 
Vector Regression (SVR), and K-Nearest Neighbor (KNN). Moreover, the validation was 
done based on Train-Test Split, 5-Fold Cross-Validation (5-FCV), and Leave One-Out 
Cross-Validation (LOOCV), where Mean Absolute Percentage Error (MAPE) and Mean 
Square Error (MSE) were calculated. The results demonstrated that tree-based models and 
RFE-based approaches validated with LOOCV provided the best performance, considering 
the dataset size.  
Also, a comparative analysis between Time-Domain features, Frequency-Domain features, 
and the combination of both revealed that Frequency-Domain based features are better 
representatives with more power of prediction for weld nugget size estimation. 
This research highlights the potential of the FFT signal analyses combined with ML tools 
for real-time monitoring of RSW quality, which will lead to more intelligent and efficient 
manufacturing.  
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Introduction 
 
Resistance Spot Welding (RSW) is one of the well-known welding techniques. It plays a 
vital role in some manufacturing industries, such as automotive and aerospace, because of 
its efficiency, simplicity, and cost-effectiveness [1] [2]. RSW is known for its high-strength 
and reliable welds, which lead to the durability and structural integrity of manufactured 
products. The durability and reliability of the welded components- in other words, the 
quality- depends on several factors, including welding parameters and process conditions 
[3] [4]. It is crucial to ensure weld quality in industries where weld quality has a direct impact 
on product performance and safety.  
Assessing the quality of welds is done through various forms of testing; Destructive Testing 
(DT) and Non-Destructive Testing (NDT) are two common testing techniques. While DT 
can measure the weld strength directly, it is expensive and time-consuming, which has led 
to a higher preference for other evaluation methods that are more productive in terms of 
quality measuring. Recent developments in signal processing and data-driven techniques has 
opened new opportunities for weld quality evaluation based on process monitoring rather 
than post-weld inspections.   
The new methods of evaluating weld quality have risen with the advancements in Industry 
4.0 and the Internet of Things (IoT). These advancements bring invaluable benefits to the 
manufacturing industries, enabling defect detection and weld quality assessment without 
damaging the components. This is important, especially in critical applications like 
aerospace and automotive industries. These newly emerged methods, which are based on 
welding parameters and signals processing through data mining techniques, lead to timely 
interventions and corrections, preventing most problems in the production process and 
reducing performance over time. These benefits result in extensive research on leveraging 
new technologies as a new tool for quality assurance with enhancements in the accuracy and 
efficiency of weld quality evaluation.   
In summary, achieving high-quality welds in RSW and quality evaluation tools are of great 
importance. Welding parameters have to be selected carefully to have reliable and durable 
welds. Three key parameters—welding current, welding time, and electrode force—play a 
crucial role in determining weld quality. One of the indicators of the welds' quality and 
strength is the nugget size [5] [3] [4]. Traditionally, the assessment of the nugget size is 
considered mostly destructive testing. Still, now, with the advent of modern analysis 
methods, it is possible to determine the weld quality utilizing signal analysis and machine 
learning models. 
Therefore, the objective of this thesis is to predict the nugget size in RSW by examining the 
influence of electrode force in Frequency-Domain, based on Fast Fourier Transform (FFT) 
and Machine Learning models, with the final goal of evaluating and ensuring weld quality. 
This thesis is structured in seven chapters. It starts with the theories and ends with the 
conclusion; each chapter will be discussed in the following. The first chapter provides 
detailed information about the welding process and its types, with a focus on RSW, its 
process, and its defects. Also, Industry 4.0 and its effect on the quality evaluation of RSW 
were briefly explored. The chapter ends with a quick overview of the Fast Fourier Transform 
(FFT), which is the methodology used to transfer electrode force signals from the Time-
Domain to the Frequency-Domain.  
The second chapter continues with the theoretical part of the methodology used in this study: 
Machine Learning (ML). This chapter starts with a framework of the methodology, and all 
the steps of data mining were discussed comprehensively throughout this chapter, from data 
gathering to the evaluation methods. Different types of feature selection methods, validation, 
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and evaluation techniques were discussed. Moreover, this chapter analyzed ML models and 
Neural Networks (NN) extensively.  
The third chapter provides a literature review of the subject of the thesis. The information in 
this chapter was gathered from the Scopus database. The essential keywords were identified, 
and search queries were designed to extract the most relevant works to lead us to the research 
gap.  
The fourth chapter provides information about the experimental campaign. The information 
included the lab where the records were collected, the type of machine, the material, the 
electrode used, and the welding cycle.  
After defining the problem and gathering the data, with a good knowledge of RSW and the 
methodology, the fifth chapter discussed steps taken to analyze the data, from data cleaning, 
feature extraction, and feature selection to ML model development and evaluation of the 
model. The methodology results developed in the fifth chapter were analyzed and compared 
in the sixth chapter. At the end of this chapter, a comparison between different groups of 
features extracted based on electrode force in the time and frequency domain and a 
combination of both was done. 
The thesis concludes with a brief conclusion, including the essential achievements, 
limitations, and future studies.   
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Chapter 1. Principles of Welding and Fast Fourier 
Transform 

 
1.1  Objective 

This chapter will go through the theory of welding. It will start with an introduction to 
welding and go through a quick explanation of each type of welding, as well as a detailed 
discussion about resistance spot welding (RSW), which is the type of welding used in this 
thesis. Then, the process of RSW, quality monitoring in welding, and the effective signals 
and parameters will be discussed.  
 

1.2  Introduction to Welding 
 

Welding is the act of joining two metals together by introducing heat, pressure, or a 
combination of them. This is often achieved by melting the metals and adding a filler to the 
molten part. After the metals are molten and filler is added, they start to cool down and make 
a solid, strong, and permanent bond [6].  
Starting many decades ago, welding has been an essential part of manufacturing. Its ability 
to join different parts of metals to form a single piece makes it important. Welding is also 
important because of its durability, reliability, and quality. Thus, with the improvements in 
technology and manufacturing processes, welding has become an inseparable part of the 
industries [7].   
In this modern world, welding is a crucial process because of the following reasons [8]:  

• Flexibility and innovation enable the creation of complex joints. 
• Economic efficiency by reducing the materials waste.  
• Automation and productivity enable it to integrate with automation, which reduces 

human error, production time, and consistent weld quality.  
• Sustainability by reducing energy consumption and environmental impact.  

 

In this chapter, different welding types will be discussed. Then, Resistance Spot Welding 
(RSW) and its process, which is the method used for this thesis, will be explored in detail. 
The section will be completed with welding quality and advancements in welding, 
highlighting recent innovations and challenges.   
 

1.2.1 Types of Welding 
 

Welding comes in various types; the type of welding is dependent on the needs of the 
materials used. It can be classified according to the source of the heat generated to melt the 
metals. Thus, the most common types are as follows [6]:   
 

• Gas Welding: Uses the heat generated by different gases; generally, it burns a 
mixture of oxygen and acetylene. While burning the mixture, achieving a high 
temperature suitable for welding [6].  

• Resistance Welding: Uses the contact resistance between the metals and electrical 
current to generate the heat necessary for welding [6].  

 

• Arc Welding: Uses the heat of the arc that formed between the electrode and base 
metal [6]. 

• Solid State Welding: In this type of welding, metals are joined without melting. The 
bond is achieved through pressure, heat, or a combination of them, keeping the 
metals intact [6].  

• Newer Welding: This is a group of welding methods that are more advanced and 
modern. These techniques are more precise, efficient, and automated.  
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• Laser Welding: Uses the heat of the laser for welding.  
• Electron Beam Welding: Uses a beam of high-pace electrons to form the joint.  

 

 
As this thesis is about Resistance Spot Welding (RSW), the most important and most used 
welding techniques will be discussed quickly.  
 

• Gas Metal Arc Welding: Also known as Metal Inert Gas (MIG) shown in Figure 
1.2, this is one of the well-known and cost-effective welding techniques. It is widely 
used because of its adaptability to many types of metals. The components of MIG 
are consumable electrode wire, shielding gas, and welding gun. When MIG reaches 
high temperature melts both electrode wire and base metal, creating a pool of molten 
metal [9]. 

 
• Gas Tungsten Arc Welding: Commonly known as Tungsten Inert Gas (TIG) shown 

in Figure 1.4, TIG is suitable for thin materials and critical joints. The components 
of TIG are non-consumable tungsten electrodes and Inert shielding gas. Filler metal 
is sometimes used to enhance the durability of the joints. In this type, a welding arc 

Figure 1.1: Types of Welding Process. 

Figure 1.2: Schematic Representation of MIG Welding [107]. 
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is created between the tungsten electrode and the base metal without melting the 
electrode because of its high melting point [6].  
 

• Shielded Metal Arc Welding: Known as Stick Welding, shown in Figure 1.3, which 
is popular because of its simplicity, portability, and adaptability to various types of 
metals. The weld pool is created as the heat of the arc, which is made between the 
consumable electrode and the base metal, increases. This pool is formed based on 
the consumable electrode (covered with a flux layer) and the base metal [6]. 

• Flux-Cored Arc Welding (FCAW): This is a semi-automated wire-welding process 
that combines the advantages of high velocity and portability. FCAW shown in 
Figure 1.5, like MIG welding, uses an automatically fed electrode and, like stick 
welding, employs a self-shielded or flux-cored wire electrode [6]. 

Figure 1.4: Schematic Representation of TIG Welding [108]. 

Figure 1.3: Schematic Representation of Stick Welding [8]. 

Figure 1.5: Schematic Representation of Flux-Cored Arc Welding [8]. 
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• Resistance Spot Welding (RSW): RSW shown in Figure 1.6, is one of the welding 
types that does not need any filler to join the metals [10]. The two pieces to be welded 
are fixed between the two copper electrodes, and an electrical current is applied with 
a certain amount of pressure [11]. The heat generated by the resistance melts the 
metals and forms a weld bonding them.     

 
1.3  Principals of RSW 

RSW is one of the predominant techniques used for metal joining in industries such as 
aerospace, electronics, and, particularly, automobile assembly due to its ability to offer 
durable, strong weld with high efficiency. This technique is mainly used in mass 
productions; for example, it is used in more than 90% of a car’s body assembly and accounts 

for 3000-6000 spot welds [5] [12]. The popularity of this method is because of its robust 
performance in creating high-quality welds, relatively low operating costs, minimal material 
distortion, and the absence of filler materials, making it both efficient and economical [13]. 
The RSW process and its main stages will be discussed in the following sub-section. The 
RSW process consists of four main stages: the squeeze cycle, weld cycle, hold cycle, and 
off cycle. These stages are sequential and critical for achieving a high-quality weld. 

1.3.1 RSW Process 

RSW is a type of resistance welding that bonds two metals together without a filler. Instead, 
it uses pressure and electrical current to form the weld. The copper electrodes apply pressure 
to the base metals, and then an electrical current passes through them, generating heat at the 
contact point. Once the metals melt and the current turns off, the two electrodes maintain the 
force to let the two pieces fuse together [14] [15]. Therefore, this process consists of four 
main stages: the squeeze cycle, weld cycle, hold cycle, and off-cycle (Figure.1.7). These 
stages are sequential and critical for achieving a high-quality weld. 

A) Squeeze Cycle: This is the first step in the welding cycle, which is crucial to prepare 
the materials for the welding. Before starting with the squeeze phase, an important 
step is the preparation of the base metals’ surface, ensuring clearness without any 

contaminants [14]. Then, the squeeze cycle starts with bringing together the two 
workpieces with the copper-based electrode; they apply a predetermined force or 
pressure to them in order to keep the base metals in place. This step is important to 
make sure that there is good electrical contact free from any gaps between the metals. 

Figure 1.6: Schematic Representation of RSW [8]. 
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This phase lasts until the force is stabilized before the weld cycle begins. The amount 
of pressure and timing is dependent on the thickness and type of metals [13].  

B) Weld Cycle: During this cycle, the electrical current passing through the electrodes 
flows into the sheets, generating heat due to electrical resistance and, according to 
the Joule effect, which melts the metal and forms the weld nugget at the interface. 
The size of the nugget depends on the generated heat, and the amount of the 
generated heat depends on the current, material properties, and welding time [16] 
[17]. The energy is calculated using the following equation: 

Q = ∫ 𝐼2(𝑡)𝑅(𝑡)𝑑𝑡
𝑡2

𝑡1

 

𝑄 : Energy in Joules,  
𝐼(𝑡): welding current,  
𝑅(𝑡): dynamic resistance 
𝑡1 and 𝑡2: start and end times of the welding process 

C) Hold Cycle: This is the third phase in the welding cycle. In this phase, while the 
welding current has ceased, the electrodes continue to put pressure on the base 
metals. This is important for the solidification of the molten weld nugget, which leads 
to a strong and reliable weld.  

D) Off (Release) Cycle: Finally, in this phase, the electrodes are removed from the 
workpiece, the welded piece is ready to be removed, and a new piece will take place 
to be welded. Moreover, in this phase, the welding equipment, especially the 
electrodes, cool down; this is crucial for the longevity and performance of the 
equipment [17]. 

 

 

In summary, the formation of the nugget and its quality is highly dependent on these steps. 
Each of these steps has a crucial influence on the strength and durability of the welds. Thus, 
careful choice of each parameter, time, current, and force can result in highly reliable welds.   

 

Figure.1.7 The sequence of the RSW process [90] 
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1.3.1.1 Resistance Spot Welding Parameters 
 

A) Welding Time: The duration for which the electrical current is presented is called 
welding time, which impacts the amount of heat generated in the weld zone and, 
subsequently, nugget formation. Short welding times can result in incomplete fusion 
and weak welds, while excessive welding times can cause expulsion or thermal 
damage to the heat-effected zone. The proper and optimized choice of welding time 
leads to strong welds with minimized risk of defects [18].  

B) Current: During the welding process, an electrical current passes through the 
electrodes. This is the current which determines the amount of heat generated on the 
weld interface. Such as short time, also, low current ends in incomplete nugget 
formation, and high current results in overheating and expulsion. Balancing current 
with the other parameters is crucial to achieving a good weld with the desired nugget 
size [19].  

C) Electrode Force: The pressure applied by electrodes on the workpiece is the force 
that ensures proper contact between the metals without any gap and uniform 
distribution of the current. Low electrode force will cause uneven heat distribution 
and, consequently, weak welds, while excessive force will result in nugget size 
reduction or deformation of the metals [1].   
 

1.3.2 Defects in RSW 
 
In RSW, there are some imperfections in the formed weld, which can be caused by the 
welding process or by uncontrollable external factors [20]. Different types of defects can 
result in the rejection of the weld, but not always. Some of the most well-known ones will 
be discussed below.   
Expulsion: In RSW, expulsion (Figure 1.8) happens when molten metal goes behind the 
weld zone. The factors associated with it are excessive heat, inappropriate electrode force, 
or misplaced material. It affects the weld by decreasing the nugget size, harming electrodes, 
and causing surface imperfections [20].  

 
Shrinkage Void: This kind of defect (Figure 1.9) consists of cavities and holes and is formed 
within the nugget during the solidification process.  It happens because when the molten 
material cools down, it shrinks and leaves a hole if there is insufficient molten material to 
cover the empty space [20]. Typically, rapid cooling down, inappropriate heat input, or 
insufficient electrode force induce these voids. This causes a reduction in the nugget strength 
and results in structural failures under stress.  

Figure 1.8: Schematic Representation of Expulsion in RSW [20]. 
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Figure 1.9: Schematic Representation of Shrinking Void in RSW [20]. 

Cracking: It is the most critical defect (Figure 1.10) in welding, which consists of fractures 
or splits within the weld nugget, the heat-affected zone (HAZ), or along the fusion line. 
There are two different types of cracking: liquation cracks and liquid metal embrittlement 
[20]. The causes of cracking can be excessive stress, rapid cooling, or improper parameters. 
It results in weak weld and reduced strength, which can be detected by non-destructive 
testing.  

 

1.3.3  Resistance Spot Welding Quality 
 

RSW is one of the best choices for high-volume production scenarios; its simple design, 
easy operation, non-consumable electrodes, and absence of shielding gases or flux make it 
economically effective and adaptable to automation [10]. Thus, the quality of RSW is one 
of the important issues that has been studied over the years. 
Measurable qualities, such as physical properties and strength characteristics, are taken into 
account for the evaluation of weld quality. Weld quality can be assessed using non-
destructive methods like X-ray or ultrasonic testing, as well as destructive procedures like 
peeling or cross-sectioning.  
The key physical aspects affecting weld quality are the weld nugget, penetration, 
indentation, cracks, porosity, sheet separation, and surface appearance. Among these, the 
weld nugget size is one of the most crucial features since it has a direct impact on the weld’s 
strength and load-bearing capacity. Furthermore, penetration and indentation are important 
variables that affect the overall performance and structural integrity of the weld. 
Tensile-shear strength, which indicates the weld’s capacity to withstand applied forces, is 
the primary metric used to evaluate weld strength and performance. Weld quality is also 
influenced by process variables such as welding current, duration, and pressure. A complete 
evaluation of the weld quality can be helpful in guaranteeing weld structural performance 
and durability.  
To sum up, several factors influence the quality of the RSW process, including the welding 
current, time, electrode force, contact resistance, and the material properties of the sheets 
being welded. The quality of the weld is often assessed by the size of the weld nugget and 
the strength of the joint [13] [16]. 
In the following sub-sections, welding parameters as a quality control factor and types of 
quality tests will be discussed in detail.      
 

Figure 1.10: Schematic Representation of Cracking in RSW [20]. 
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1.3.3.1  Weld Quality Evaluation Methods 
 

Two primary types of quality evaluation techniques for RSW are Destructive testing (DT) 
and non-destructive testing (NDT) (Figure 1.11). These testing techniques have undergone 
major changes and have been evaluated throughout time. Each approach has its unique 
advantages and disadvantages, and they are chosen based on the specific requirements of the 
quality evaluation, welding materials, and process. The tests will be discussed below.  
 

 
A) Destructive Testing (DT) 

 

In destructive testing, in order to evaluate the characteristics of the workpiece, it goes under 
physical damage or destruction. The aim of DT is to assess the characteristics of the weld, 
such as durability and mechanical strength under stress. Thus, the component under DT 
cannot be used after testing, as DT causes destruction to it [21]. 
 

Destructive testing has traditionally been one of the vital tools for evaluating the quality of 
welds in RSW due to the invisibility of the nugget. Some of the tests in this group are as 
follows:  
 

• Tensile-Shear Testing: It is used to determine the maximum load that the 
component can bear. It measures the strength of the weld by pulling until it breaks.  

• Peel Testing: It is used to evaluate the bond quality and weld formation by separating 
the welded sheets.  

• Cross-sectioning: To assess the internal structure of the weld, such as nugget size, 
shape, and homogeneity, slicing through the weld is used.  

 
Although destructive testing methods offer precise and quantitative information regarding 
weld characteristics, they are inadequate in many ways. DT is costly, time-consuming, and 
resource-wasting. Furthermore, this kind of testing is used during the design and prototyping 
phases and frequently carried out on a sampling basis, making it impossible to ensure the 
quality of every weld [21]. 
 

B) Non-Destructive Testing (NDT) 
 

Another technique for assessing the quality and reliability of the welded components without 
causing any harm is Non-Destructive Testing (NDT). While maintaining the functionality 
of the parts, this method is utilized to identify internal defects and their properties. Visual 
inspection is one of the most straightforward and popular methods in this category; other 
approaches, like ultrasonic testing and X-ray or CT scanning, are also frequently employed 
[18].  

Figure 1.11: Weld Quality Testing Methods. 
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• Visual Inspection: It is the easiest and most widely used method in which skilled 
inspectors use proper lightning and magnification tools to examine the weld’s surface 
for visual damages like cracks.  

• X-ray/ CT scanning: This type of technique reveals comprehensive information 
about the internal structure of the component, identifying defects like cracks or 
incomplete fusion.  

The advantage of these techniques is that the evaluation of the weld quality is done without 
harming the original component and keeping its functionality. Moreover, they are applicable 
to every weld in an assembly line; however, in many cases, additional inspections are 
required, which can reduce the productivity of the line [21].  

In the table below Table 1-1, a comparison between DT and NDT is presented: 
 

Table 1-1: Destructive and Non-Destructive Testing Advantages and 
Disadvantages. 

 Destructive Testing Non-Destructive Testing 

Definition 
The testing technique that causes 

harm to the welded components and 
leaves them unfunctional.  

The testing technique keeps the 
components functional after testing 

without causing any damage.  

Advantages Provides detailed information about 
the mechanical properties. 

Retain the functionality and 
usability of the components. 
The opportunity for 100% 

inspection of the components.  
Reduced waste and overall testing 

costs. 

Disadvantages 
Limited to sample and prototype 

testing. It may not detect very small defects. 

Expensive and time-consuming. Requires skilled operators. 

Evaluating weld quality to ensure the effectiveness of the welding process is crucial. One 
way to monitor the weld quality is through the optimization of the control parameters. Three 
important welding process parameters that can impact weldability and its quality are welding 
time, current, and electrode force [4] [5] [3]. High quality can be achieved with the optimized 
selection of these parameters. These parameters will be discussed in the following sub-
section.  
 

1.3.4 Industry 4.0 Effect on RSW 

The fourth industrial revolution, also called Industry 4.0, has a pivotal role in creating smart 
factories and developing production efficiency. Key components of Industry 4.0 are cutting-

Figure 1.12: Industrial Revolution Throughout the Centuries [110]. 
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edge technology like robotics, Artificial Intelligence (AI), the Internet of Things (IoT), and 
data analytics, which are combined with production processes. The quality of production, 
effectiveness, and sustainability of the operations have been improved because of the 
creation of data-driven optimization, predictive maintenance plans, and smart systems. The 
Industrial Revolution is presented in Figure 1.12: Industrial Revolution Throughout the 
Centuries.  

Industry 4.0 enables automation, real-time monitoring, and easier and quicker adoption of 
changes, which results in increased productivity, enhanced flexibility, and improved quality. 
RSW has also benefited from Industry 4.0. The improvements in IoT and AI have created 
the opportunity for online quality assessment methods, enabling real-time assessment of 
quality in automated systems where errors can be quickly identified; this will enhance the 
accuracy and reliability of weld quality [17]. Some important effects of Industry 4.0 in the 
welding process are discussed below.  

 

A) Predictive Maintenance  

With the utilization of Industry 4.0 technologies, predictive maintenance has become 
possible. Welding equipment data analysis results in the identification of anomalies, 
electrode wear technical health, and possible machine breakdowns before they happen. This 
predictive method guarantees the reliability of the machines and minimizes downtime and 
maintenance costs.   

B) Smart Welding Systems and Real-Time Monitoring 

Smart welding systems have been developed as a result of the welding industry's 
combination with machine learning, robotics, and IoT. The availability of low-cost 
sophisticated sensors and wireless communications has allowed real-time data collection and 
analysis of vital variables, including temperature, voltage, current, and force during the 
welding process. This information allows systems to self-adjust parameters to be consistent 
with the affecting factors, guaranteeing high-quality welds [22].  

C) Extraction of Welding Signals 

Other important information derived from real-time monitoring is signals generated during 
the welding process, including electrical parameters such as dynamic current, voltage, 
power, and resistance, as well as mechanical signals like electrode force and electrode 
displacement [23]. By analyzing these signals with advanced data mining techniques, the 
estimation of critical quality indicators like nugget size, mechanical strength, and heat-
affected zone (HAZ) size becomes possible.    

Many pieces of research focused on utilizing signals such as dynamic resistance, electrode 
force, and electrode displacement to predict weld quality with data analysis and machine 
learning models. The most important signals will be discussed below.  

• C.1) Electrode Force Signal: It represents the pressure applied to the workpiece to 
keep two pieces in place during the welding. Proper electrode force ensures adequate 
contact resistance, which influences heat generation, prevents expulsion, and 
minimizes excessive deformation of the metals [1].  

• C.2) Electrode Displacement Signal: This signal tracks the electrodes' movements 
during the welding process. Displacement patterns can monitor the formation of the 
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nugget, and the displacement curve can show different process phases, such as 
material melting and solidification [24].  

• C.3) Dynamic Resistance Signal: It is the voltage-to-current ratio across the 
electrodes during the welding process, which varies with temperature and material 
changes. Reliable welds are associated with consistent resistance profiles; 
monitoring them reveals information about the behavior of the material and the 
weld’s progress. Moreover, the size and quality of nuggets are affected by heat 
production, which is impacted by the variations in resistance.  

Electrode force influences contact resistance, which in turn influences electrode 
displacement and heat generation, demonstrating the interlink of these signals. Complete 
monitoring allows for adaptive control of the welding process, assuring consistent quality 
and early detection of any problems. 

In summary, Industry 4.0 evolutions have significantly impacted the production systems as 
well as the RSW system. They make real-time evaluations of weld quality possible and offer 
higher-quality welds with more excellent reliability. In this thesis, the aim is to use Industry 
4.0 technologies, machine learning, and signal analysis to predict the weld quality based on 
the prediction of the nugget size. 
 

1.4  Fast Fourier Transform 
 

Fast Fourier Transform (FFT) is a robust algorithm that converts signal-based data from the 
time domain into the frequency domain. The need for this transformation arises because 
time-domain signals frequently fail to ultimately reveal essential aspects of the welding 
process, like periodic patterns, harmonic distortions, or tiny frequency shifts that 
demonstrate deviations in the structure of the weld [25].  
 

Mathematically, the FFT simplifies the calculation of the Discrete Fourier Transform (DFT), 
breaking down the time-domain sequence 𝑥(𝑛)into its frequency components. Using direct 
DFT formulas would need 𝑂 (𝑁2)operations, while FFT reduces this amount to 
𝑂 (𝑁 log2 𝑁)  where N is the total number of data points in the sequence [26]. The FFT 
formula is as follows: 

𝑋(𝑘) = ∑ 𝑥(𝑛)𝑒−
𝑖2𝜋𝑘𝑛

𝑁

𝑁−1

𝑛=0

 

 
In this equation: 

• 𝑋(𝑘) represents the transformed frequency-domain sequence, 
• 𝑥(𝑛) is the original time-domain signal, 
• 𝑁 is the total number of data points in the sequence, 
• 𝑘 is the frequency index, and 
• 𝑖 is the imaginary unit. 
 

This formula helps break down the signal into component frequencies, each represented by 
a sine or cosine wave. This decomposition is crucial for detecting irregularities in a process, 
often associated with specific frequency patterns. Figure X shows a signal in the time 
domain, while Figure Y presents the signal in the frequency domain. 
 

1.4.1 Use of FFT in this Thesis 
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In many studies, FFT is used to uncover hidden characteristics and detect defects that are 
associated with unique frequencies. In this thesis, FFT was used to convert the electrode 
force signal from the time domain into the frequency domain. Through frequency analysis, 
we can see how changes in force over time affect weld quality in ways that conventional 
time-domain techniques might miss. Furthermore, the frequency domain properties provide 
valuable inputs for predictive models, enabling real-time estimation of mechanical strength 
and overall weld performance. Thus, FFT improves the accuracy of defect detection and 
process optimization and the depth of analysis, offering a more thorough comprehension of 
the effects of electrode force on weld quality.  
By utilizing FFT in this thesis, we aim to extract useful frequency-domain features from the 
electrode force signals. These features can reveal insights into weld quality, such as nugget 
formation, and serve as valuable inputs for further analysis or machine learning models. The 
frequency domain approach complements traditional time-domain analysis, offering a more 
detailed perspective on the effects of force variations during the welding process.  
 

1.5  Summary 

This chapter comprehensively describes the welding process, mainly RSW. It then discusses 
different types of quality testing, Destructive and Non-Destructive Testing, and welding 
process parameters that affect quality. Then, a brief introduction to Industry 4.0, its impact 
on processes, and the ability to perform real-time analyses using welding parameter signals 
were provided. The chapter finished with a presentation on FFT and its use in the present 
work. 
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Chapter 2. Data Mining Principals and Framework 
 

2.1  Objective 
 
In this chapter, the methodology used in this thesis will be discussed in detail. As discussed 
earlier, the aim of this thesis is a prediction of the nugget size by employing data mining 
techniques; this is made possible with the advancements in the industry, especially Industry 
4.0 evolution, and the presence of IoT. First, the framework will be presented; then, each 
step in the framework will be broken down and examined in detail. It will start with data 
acquisition, preprocessing, model development, types of data mining models, validation 
techniques, and so on. In this chapter, converting signals from the time domain to the 
frequency domain based on the Discrete Fourier Transform will also be discussed in detail. 
 

2.2  Framework  
 
Turning raw data into insightful knowledge requires building an effective data mining or 
machine learning pipeline. The pipeline in a data mining or Machine Learning (ML) process 
is composed of interconnected steps that must be implemented to ensure robust and reliable 
results [27]. In other words, the pipeline is the backbone of the project. The framework offers 
a streamlined and repeatable approach from handling the data to driving insights out from 
it. It is a structured sequence of interconnected steps. In each stage, the data is transformed 
and prepared in a way to be prepared for the next step in the pipeline [27]. This approach is 
necessary for scalability, reproducibility, reliability, and accuracy. The following Figure 2.1 
shows the framework used in the present work.  
 

 
Figure 2.1: Step-by-Step Data Mining Process. 

2.3  Data Acquisition  
 
Data is the most important ingredient in Machine Learning projects; data acquisition is the 
first and fundamental step. The focus in this step is data collection, which is collecting the 
raw data that will serve as the foundation of the ML models. Data acquisition is critical as 
the quality of the collected data can directly impact on the performance and accuracy of the 
developed models [28]. The data can be acquired through surveys, experiments, sensors, and 
so on; the important thing is that it must be representative of the real-world problem. 
Moreover, the data can be collected manually- for small sets of data- or automatically 
through some applications. The choice is dependent on the volume of the data and the 
technology, and then it can be stored in databases for manipulation. Data acquisition is the 
gateway for an accurate and successful machine learning project.  
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2.4  Data Pre-processing and Feature Engineering 
 
The second step in the pipeline is pre-processing, which is a crucial step; it directly impacts 
the performance of the models, as it is said, “Garbage in, Garbage out.”. Thus, to achieve 

reliable results, high-quality data are needed. In this phase, the gathered data is cleaned and 
transformed into a machine-readable format. By cleaning, transforming, and structuring raw 
data, the procedure guarantees that models receive high-quality inputs, which improve 
insights, forecasts, and decision-making [29]. Some of the important pre-processing 
techniques are presented in the following graph:  

 
• Feature Creation: This is the process where new features are created based on the 

row data. For valuable ML, a dataset of features and records is needed, and it is 
important to create a dataset that meaningfully represents the characteristics of the 
row data. 
   

• Data Cleaning: In this step, the inconsistent data is removed and ensure data 
integrity.  
• Handling Missing Values: The missing data can be removed or imputed. In 

removing, rows or columns with excessive missing values are removed. In 
contrast, in imputation, the missing values are replaced with statistical measures 
[29].  

• Removing Duplicates: To avoid biases in the models, the redundant data is 
eliminated [29]. 

• Outlier Detection: Models can be affected by data that deviate significantly from 
the rest of the data, known as outliers. This can cause skewness in the analysis and 
model performance [28].    

• Data Transformation: Transformation is utilized to ensure the numerical data are 
comparable. This step is important because some ML models are sensitive to the 
ranges of input features [28].  
• Normalization: Data are rescaled into a fixed range, normally between 0 and 1.  
 

Figure 2.2:  Schematic Representation of Some of the Pre-Processing Techniques. 
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𝑥𝑛𝑜𝑟𝑚 =  
𝑥 − min (𝑥)

max(𝑥) − min (𝑥)
 

 
• Standardization: Transform features to have a mean of 0 and a standard 

deviation of 1.  
 

𝑥𝑠𝑡𝑑 =  
𝑥 − µ

𝛿
 

• Data Integration: The process of merging different data sets from different sources 
into a single data file. This step is important to ensure the required data set is gathered 
and ready for further analysis [29].  

• Dimensionality Reduction: This is another vital process in the ML pipeline. These 
techniques decrease the complexity and dimension of a large data set while keeping 
its main information. This improves computational efficiency and costs. One of the 
main techniques is Feature Selection, which will be discussed in detail in the 
following sub-section [29].  

 
In the end, in order to achieve reliable results, a comprehensive data set is of great 
importance. This makes the pre-processing process an essential module in ML projects, 
where collected data is converted into a meaningful set with the proper volume and 
dimension without any anomalies. These steps ensure the accuracy of the further models.   
 

2.5  Dimensionality Reduction 
 
Data is one of the most important and valuable resources in the 21st century, and new 
technologies make it possible to derive knowledge from these data sets. However, the 
presence of vast amounts of data with a vast dimensionality challenges the performance of 
ML models, a crucial issue known as the curse of dimensionality. Other problems, such as 
overfitting, the necessity for higher memory storage, and higher computational costs and 
time, also occur. To overcome these challenges, dimensionality reduction was presented 
[30]. Dimensionality Reduction is divided into two types: Feature Selection (FS) and Feature 
Extraction, because FS was used in the present work. Thus, it will be discussed in the 
following sub-section. In Figure 2.3 the types of Dimensionality reduction are presented.  

 
 
 

Figure 2.3: Types of Dimensionality Reduction. 
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2.5.1 Feature Selection 
 
Feature Selection (FS) is one of the crucial steps in machine learning; it is the process of 
selecting a subset of features that are the most relevant and informative ones for the 
predictive models. The main goal of the FS is to propose a dataset with minimum noise and 
complexity while eliminating redundant and irrelevant features [31]. This process not only 
helps to improve model accuracy and reduce computational expenses but also makes the 
model more robust and generalizable. 
 
Benefits of feature selection are as follows:  

• Improving learning performance: By choosing a group of the most relevant and 
predictive features, the accuracy of the model in the prediction of unseen data will 
be increased [30].   

• Increasing computational efficiency: Reducing the number of inputs will increase 
the models’ computational complexity. Moreover, it will require less memory and 
processing power [32].  

• Improving the interpretability of the model: By narrowing down the number of 
inputs, understanding the existing patterns and relationships between data [30].  

• Increasing model accuracy: Feature selection minimizes the risk of overfitting the 
models, as it uses just a subset of the features. Also, it brings consistency and 
robustness across different datasets and training processes to the model, which will 
result in the stability of the model and reduction of the sensitivity of the model to 
small changes in the dataset [32].   
 

Feature selection methods (Figure 2.4) can be categorized into two groups: Supervised and 
Unsupervised learning techniques, depending on the consideration of the target variable in 
the process.  
 
 

Figure 2.4: Feature Selection Types. 
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• Supervised Methods: These methods use the labeled target variable to make a 
suitable subset. They evaluate the relevance of the features in the output prediction 
and maximize the correlation between the input and the target variable [33]. 

• Unsupervised Methods: These methods are used when the target value has no 
labels. Thus, they concentrate on finding inherent patterns within the features [33]. 

Supervised methods can be divided into three different groups: Filter, wrapper, and 
embedded methods, which will be discussed in detail below.  

2.5.1.1  Supervised Feature Selection Methods 
 
A.1) Filter Method: These types of methods make a decision based on the characteristics 
of the data. They rely on ranking and statistical techniques to filter the most relevant features 
without any dependency on learning algorithms. They are known as filter methods because 
they are implemented before model construction and filter out less relevant features [31] 
[34].  

One of the advantages of filter methods is computational efficiency; they are faster than 
wrapper methods, making them suitable for high-dimensional data. Thus, this makes them 
scalable, easily applicable to larger data sets, and less prone to overfitting as they are 
independent of learning models.  

The other key benefit of the filter method is its ability to rank features based on their 
relevance, causing a reduction in the complexity while keeping the most relevant features in 
the subset. Some common feature ranking techniques include: 

• Mutual Information: Calculates the degree of dependence between the target 
variable and a feature.  

• Pearson Correlation: Evaluates the linear connection between the target variable 
and the feature. 

• Chi-Square Test: Determines the target variable’s independence from categorical 

features.  
• Correlation coefficients: Measure how strongly and in which direction features and 

the target value are related.  

By maintaining a balance between ease of use and efficacy, these ranking techniques 
offer a clear strategy for feature prioritization. They are especially helpful for rapidly 
identifying the most appropriate variables as a first step in feature selection.  

In the following, a detailed description of the Pearson Correlation, which was used in his 
thesis as one of the feature selection methods, will be given. 

A.1.1) Pearson Correlation 

It is one of the filter methods which assign a value between −1 𝑡𝑜 + 1 to the relationship 
between the two numerical values. This assignment is based on the linear correlation 
between the features [33].  
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• +1: When two variables have a perfect positive correlation if one of the correlated 
variables increases, the other variable will also increase proportionally.  

•   0: The variables do not have a linear relationship. 
• -1: When two variables have a perfect negative correlation, one falls proportionately 

as the other rises. 

For instance, a correlation value of 0.7 denotes a strong positive link between the two 
variables, which means that when one variable rises, the other one is likely to rise as 
well. On the other hand, an inverse relationship—where one variable increases while the 
other falls—is represented by a negative correlation, like -0.7. 
 

Application of Pearson Correlation in Feature Selection  

This method is useful for regression tasks, which show the strength and direction of the 
linear association between each feature and the target variable. The following flow chart 
Figure 2.5 shows the application steps:  

 
A.2) Wrapper Method: This is a category in which the search to choose a subset is 
based on a learning algorithm. This approach has better performance than filter methods, but 
the biggest disadvantage is its dependency on learning algorithms and how this choice can 
affect the selected subset of the features [34]. The main goal of this method is to find the 
best subset of the features that can maximize the performance of the learning model. The 
common techniques in this group are as follows:  

• Recursive Feature Elimination (RFE): In this method to achieve the most suitable 
subset, less significant traits are progressively eliminated. 

• Forward Selection: This method adds features based on the performance 
improvements to a subset in which there is no feature at the start of the process.  

• Backward Elimination: In contrast with forward selection, backward elimination 
starts with all the features presented in the subset and eliminates the features that 
have the lowest effect on the performance.  

The wrapper method process is as follows Figure 2.6:  

A.2.1) Recursive Feature Elimination 

Figure 2.5: Pearson Correlation Feature Selection Process. 

Figure 2.6: Wrapper Method Feature Selection Process. 
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This method ranks the features based on their importance, then removes the features with 
the least performance and evaluates the model performance. This process repeatedly makes 
the model and evaluates the performance until the desired number of features in the subset 
is reached. This approach is more accurate than filter methods as it takes into consideration 
the interactions between features and the model [35].  

The RFE process is as follows which it is presented in the Figure 2.7:  

a) Initial Model Fit: To begin, the algorithm trains a model utilizing every feature in 
the dataset. Metrics like accuracy, mean squared error or other factors are used to 
assess the model’s performance. 

b) Feature Importance Ranking: The features are ranked based on their importance, 
while their importance is assessed based on the learning algorithm used.  

c) Feature Elimination: The less significant features are eliminated from the dataset. 
The number of features to be eliminated is a hyperparameter, which is defined by the 
user.  

d) Model Refit: The model is retrained based on the new feature set, and the 
performance metrics are evaluated. 

e) Iteration: Steps b to d are repeated until the desired number of features are reached 
or the model performance is stabilized [36].  

A.3) Embedded Method: This method (Figure 2.8) is a combination of filter and 
wrapper methods. They offer the accuracy of wrappers and the efficiency of filters by 
integrating feature selection into the model training procedure. During training, the model’s 

performance regarding the features subset is evaluated. These iterative techniques optimize 
the feature subset. Some of the common techniques are Lasso Regression (L1 
Regularization), Elastic Net Regularization, and Tree-Based Methods [37]. 

 
Figure 2.8: Embedded Method Feature Selection Process. 

• Regularization Methods: In this technique, the freedom of the model is reduced by 
applying a penalty to the parameters. To prevent overfitting, enhance the model’s 

resistance to noise, and improve generalization, this penalty is given to the coefficient 
that multiplies each of the linear model's features [37]. The three main types of 
regularization is as follows:  

• lasso regression or L1 regularization 

Figure 2.7: RFE Feature Selection Process. 



22 
 

• ridge regression or L2 regularization 

• elastic nets or L1/L2 regularization 

• Tree-Based Methods: These are methods that are based on tree algorithms that not 
only give the models the best performance but also determine the features' 
importance, which is based on the most used features. The features with the highest 
number of uses in the learning algorithm are the ones with higher importance [37].  

To sum up, the choice of the features selection method depends on the data characteristics, 
the volume of the records number, and the type of the features. Moreover, it is highly 
dependent on computational resources, time, complexity, and scalability. Choosing the 
appropriate feature selection method based on the needs of the data characteristics and the 
aim of the analysis can have a great impact on the performance of the models. The Table 2-1 
represents the advantages and disadvantages of each method.  

Table 2-1: Advantages and Disadvantages of Different Supervised Feature Selection Methods. 

Method Advantage Disadvantage 

Filter 

Computationally efficient and fast.
  

Ignores feature interactions among models 
and features. 

Widely applicable because of their 
independence of the ML models.  

Possibility of selecting the irrelevant 
features. 

Suitable for high-dimensional datasets. 
Limited to the statistical relationship 
between features and the target. 

Wrapper 

Can achieve high predictive accuracy for 
the chosen model. 

Computationally expensive, especially for 
large datasets with many features. 

Produces feature subsets tailored to the 
specific predictive model. 

Prone to overfitting, as it heavily relies on 
the selected model. 

- Less generalization to other models or tasks. 

Embedded 

Integrates feature selection into model 
training, making it computationally 
efficient. 

Feature selection is specific to the algorithm 
and may not generalize across different 
models. 

Considers feature interactions and 
penalizes irrelevant features through 
regularization. 

It requires a more complex implementation 
than filter methods. 

Reduces overfitting through 
regularization techniques (e.g., Lasso, 
Elastic Net). 

- 

 

2.6  Machine Learning 
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One of the most cutting-edge technologies available today is Machine Learning (ML), which 
makes it possible for computers to learn from data, get better with experience, and make 
decisions based on their experience. One of the pioneers in machine learning, Arthur Samuel, 
describes ML as “the field of study that gives computers the ability to learn without being 
explicitly programmed.” Google’s search engine, which utilizes user data to optimize search 
results and advertisements, and YouTube’s recommendation system, which predicts user 
preferences based on viewing patterns, are two examples of real-world applications of 
machine learning algorithms [31].  

The broader subject of Artificial Intelligence (AI) gave rise to machine learning, which 
focuses on giving machines the ability to “learn” by making generalizations about larger 
datasets based on instances. This is important when data has important patterns but is noisy 
or incomplete. The main goal of machine learning is to give systems the capacity to generate 
precise predictions or judgments using data they have learned from, thus improving the 
development of independent and effective operations [32]. 

The ability of machine learning (ML) to examine complicated information when traditional 
methods could fail is one of its main advantages. ML methods, which are based on learning 
algorithms, are developed to recognize hidden paths and relationships in vast amounts of 
data and get better through time and experience. Because of its adaptability, ML can be used 
in different industries, reveal hidden links, and generate remarkably accurate predictions 
about future trends, which makes it one of the key components of Industry 4.0. 

As discussed in the first chapter, Industry 4.0 enables factories to be smart by continuously 
collecting production data by employing sensors and internet networks. Data is the 
fundamental part of the analysis, but the need for techniques to analyze this data is 
undeniable. In order to convert this data into actionable insight and enable real-time 
monitoring, optimization, and greater efficiency without drastically changing resource 
usage, machine learning techniques are essential. ML has greatly impacted modern 
manufacturing, including process optimization, quality control, and predictive maintenance, 
by providing intelligent decision support systems and predictive insights [33].  

ML techniques are generally classified into three main categories: Supervised Learning, 
Unsupervised Learning, and Reinforcement Learning, which we will explore in the 
following sub-section. 

2.6.1 Categories of Machine Learning Techniques 
 
Machine Learning techniques can generally be categorized into three main types Figure 2.9:  

• Supervised Learning,  
• Unsupervised Learning, and  
• Reinforcement Learning.  
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Each of these categories involve different approaches to training models based on the nature 
of the input data and the desired outcomes.  

 
2.6.1.1  Supervised Learning 

 
One of the popular machine learning techniques is supervised learning (Figure 2.10), in 
which the model is trained using labeled data. With this method, the algorithm is given both 
the input data and the labeled output. Finding patterns in the data that allow the model to 
develop precise predictions for unseen data is the aim of supervised learning. Based on the 
records from the training dataset, the algorithm basically learns a function that converts the 
input data into the appropriate output. When known input-output pairings are provided to 
guide the model during training, supervised learning becomes more efficacious [27]. 
This method is frequently called a “task-driven strategy” since the model is made to 
accomplish particular goals, like categorizing data points or forecasting future events. The 
most famous example of supervised learning in the real world is categorizing incoming 
emails as spam and non-spam. The model is trained using labeled examples of spam and 
non-spam emails [35]. Building predictive models from known patterns is supervised 
learning's primary strength, which makes it particularly helpful in applications with clearly 
defined and quantifiable outcomes [32]. 
Supervised learning is divided into two main categories: classification and regression. Both 
have distinct goals and applications, with different algorithms tailored to each task. 
 

• Classification: These models are uniquely designed to predict distinct or 
categorical outcomes. For example, these models can determine if an email is marked 
as spam or valid or if a tumor is recognized as malignant or non-cancerous. The 
classification technique is especially useful when the information can be sorted or 
labeled into separate categories [38]. The uses of classification models are broad and 
diverse. They cover domains like medical imaging (for instance, tumor 
identification), handwriting recognition (including letter or digit detection), speech 
recognition, and credit assessment. The algorithms that are commonly used for 
classification tasks consist of support vector machines (SVM), k-nearest neighbors 
(k-NN), logistic regression, decision trees, neural networks, and random forests. 
 

• Regression: In contrast, regression models forecast continuous outputs, which 
makes them valuable for applications like forecasting temperature variations, stock 
market movements, or fluctuations in power demand. These models evaluate the 
connection between the input variables and the continuous outcome variable. For 

Figure 2.9: Machine Learning Types. 
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instance, a regression can forecast electricity demand utilizing past data. Important 
regression algorithms consist of Linear Regression, Nonlinear Regression, Boosted 
and Bagged Decision Trees, and Neural Networks [32]. 
 

The effectiveness of supervised learning relies significantly on the quality and amount of 
labeled data given during the training phase. After being trained, the model generalizes from 
the examples it has encountered and utilizes the learned patterns to predict outcomes on new 
data. This is the reason supervised learning is often used in applications that demand high 
precision, like medical diagnosis, fraud identification, and image recognition. The capacity 
to accurately forecast results using past data establishes supervised learning as a fundamental 
element in numerous practical machine learning applications [31].  
 

2.6.1.2  Unsupervised Learning 
 
Unsupervised learning (Figure 2.11) is another machine learning method in which the model 
uses unlabeled data, indicating that there are no set outputs or correct solutions to guide the 
learning process. The aim of unsupervised learning is to discover hidden patterns or 
structures in the data without any previous understanding of those patterns. This method lets 
the model independently learn characteristics from the data and utilize those acquired 
characteristics on new, unseen data. Typical uses of unsupervised learning included 
clustering, anomaly detection, and dimensionality reduction [27].  
Often referred to as a “data-driven” technique, unsupervised learning is particularly useful 
for exploratory data analysis, which reveals patterns, linkages, and relationships in raw 
information. One of the most well-known techniques in this class is clustering. It is used to 
group related data points into clusters based on their inherent characteristics. For example, 
by identifying user groups based on their signal consumption, a mobile phone provider may 
utilize clustering algorithms to improve cell tower placement [35]. K-means, hierarchical 
clustering, and Gaussian mixture models are a few commonly used clustering algorithms 
that group data based on similarities [32]. 
There are two main types of unsupervised learning categories: 
 

• Clustering: As previously said, clustering groups related data points according to 
similar characteristics. The most well-known algorithms in this group are self-
organizing maps, hierarchical clustering, and k-means. Clustering is ideal for 
analyzing fields such as market analysis, picture identification, and client 
segmentation [39]. 

 

Figure 2.10: Supervised Learning Scheme. [50] 
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• Association Rule Learning: This type of unsupervised learning is employed to 
reveal relationships between variables. A typical use of this kind of analysis is 
consumer basket analysis, which explores the association between the purchased 
commodities (For example, customers who purchase product A typically also 
purchase product B) [39]. Two popular algorithms for learning association rules are 
Apriori and Eclat. 
 

Unsupervised learning algorithms play a critical role in knowledge development and let us 
extract insightful relationships between unlabeled data. This is particularly important when 
there is no prior knowledge to guide the learning process in discovering underlying patterns 
like biology, marketing, or network security. 

2.6.1.3  Reinforcement Learning 
 
Reinforcement learning (RL) is a technique used to make decisions based on feedback 
gained from interactions between agents and their environment (Figure 2.12); Thus, it is 
known as environment-driven approach. Unlike supervised learning, which uses labeled data 
as a guide through the learning process, this type of learning learns by trial and error, 
modifying its actions in response to rewards or punishments. The main goal of the agents is 
to maximize the total rewards and minimize the penalties. Consequently, RL is especially 
useful in dynamic settings where choices affect future results [36]. 
In RL, the agent decides an action based on its policy after observing the current state of the 
environment. The environment transfers to a different state and gives a reward signal. The 
agent modifies its policy and value function according to the received reward and the 
updated state, with the goal of enhancing future choices to maximize total rewards.  
In RL, the agent maps state the environment to actions, with each action altering the state 
and generating feedback in the form of a reward. The agent continually updates its strategy, 
or “policy”, based on the rewards it accumulates. Two well-known RL algorithms are Q-
learning, facilitating the agent’s learning of action values without needing an environment 
model, and SARSA, which refreshes action values according to the action performed [37]. 
Reinforcement Learning is commonly applied in fields like robotics, gaming, and industrial 
automation, where the agent acquires knowledge by navigating its surroundings and refining 
its actions over time. The introduction of Deep Reinforcement Learning (DRL) has 
integrated RL with neural networks to navigate intricate environments, facilitating more 
advanced decision-making processes [36]. 
 

Figure 2.11: Unsupervised Learning Scheme. [104] 
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In summary, there are three main learning techniques to develop machine learning models. 
The decision of which model to use for analyzing a dataset depends on the characteristics of 
the data and the aim of the data mining. This choice is critical as it will impact the results 
and accuracy of the models as well as the time and costs involved. In the following sub-
section, a comprehensive description of the models used in his thesis will be offered.  
 

2.6.2 Supervised Regression Models 
 

2.6.2.1  Regression Decision Tree 
 
Regression Decision Tree is one of the supervised learning algorithms that is commonly 
used because of its interpretability. The naming of this model is because of its tree-like 
structure, which makes decision-making easier and the analysis more understandable. This 
kind of learning is appropriate for predicting continuous outputs when there are non-linear 
relationships between input and output [40].   
A decision tree is composed of nodes and branches Figure 2.13, where nodes are divided 
into three types: root node, decision node, and leaf node.   

 

• Root Node: This is the representative of the entire dataset, which triggers the 
decision-making process. 

• Decision Nodes: Decision nodes are deciding points where decisions are made based 
on specific conditions on input variables.  

Figure 2.13: Decision Tree Representation 

Figure 2.12: Reinforcement Learning Schem [103] 
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• Leaf Nodes: This represents the final results, predicting the outputs for the target 
values.  

• Branches: The connection between nodes and their corresponding outcomes.  
 

 
Regression Decision Tree Process:  

I. Tree construction and splitting: The process begins with splitting the root node 
based on the selected features and its threshold. The main goal of each split is to 
provide homogeneous areas for the target variable with the least variability; in other 
words, it tries to decrease the variance inside each subset.  

II. Stopping criteria: The stopping condition can be a minimum sample count per node 
or a maximum tree depth. If it is met, the tree continues to grow by periodically 
splitting subsets. 

III. Predicting: For the prediction, the new data goes along the tree according to the 
rules in each internal node until a leaf is reached; usually, the prediction is based on 
the average of all target values within that node [40].  

 
Decision trees are straightforward and useful, but in order to improve their performance in 
prediction modeling tasks, they require some kind of external techniques, such as pruning or 
ensemble techniques, also referred to as Random Forest or Gradient Boasting, to address 
problems like overfitting and instabilities. The advantages and disadvantages of this method 
can be found in Table 2-2. 

 
2.6.2.2  Support Vector Regression (SVR) 
Support Vector Regression (SVR) is a well-known supervised learning algorithm 
that is derived from Support Vector Machines (SVM). The difference between SVM 
and SVR is the aim of the hyperplane they present. The best hyperplane for SVM is 
the one that distinguishes well between two classes, while for SVR, it is a hyperplane 
that best fits the data within a certain error tolerance, known as the ε-insensitive tube 
[41]. This type of error gives more freedom to the model; data points can be deviated 
slightly without being considered as errors. The differences between SVM and SVR 
are presented in the following Figure 2.14: 
 

Table 2-2: Advantages and Limitations of Decision Trees. 
Advantages Limitations 

Clear and easy-to-understand visualization. Probability of overfitting. 

Simple to interpret for non-expert users. Sensibility to minor changes in data leads to 
instability in results. 

Working well on categorical and numerical 
data. It can be locally optimal but not globally. 
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SVR Process: 
 

I. Epsilon Tube (Setting the Margin): The main goal of SVR is to construct a model 
that predicts the values as close as the output but considers a margin of tolerance (ε) 

for the values.  Points in this margin are not considered errors.   
 

II. Optimization Objective: The main goal of SVR is to reduce the complexity of the 
function while maintaining as many data points as possible within the epsilon 
margin. The function used is as follows: 

 
𝑓(𝑥) = 𝑤𝑥 + 𝑏 

 
Where w is the weight vector, and b is the bias term. 

 
III. Handling Deviations (Slack Variables): SVR is one of the most robust models 

compared to other regression models; this is because of its penalizing method. It uses 
slack variables (𝜉+ 𝑎𝑛𝑑  𝜉−)  for data points outside the epsilon margin to measure 
the degree of deviation, assigning them errors based on the distance, while it uses the 
epsilon margin for the points that are not far enough to be considered errors. Slacks 
allow the model to be more flexible and with realistic solutions.  

 
IV. Kernel Trick: SVR handles the non-linear data by utilizing kernel functions (linear, 

polynomial, radial basis function, etc.) to map the input data to higher-dimensional 
space. This lets SVR be used for non-linear relationships and brings flexibility to it.  

 
V. Support Vectors and Predictions: The prediction structure is constructed based on 

the points outside or precisely on the epsilon margin. Like other prediction models, 
SVR, during the prediction for unseen data points, follows the structure it learned 
during the training of the model. 

 
Figure 2.15 shows the objective of the linear SVR, its epsilon and slack variables. 
 
 
 
 

 

Figure 2.14: Differences between SVM and SVR [111]. 
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As mentioned before, the goal of SVR is to make a balance between its two fundamentals, 
keeping the model simple while allowing some errors by penalizing the points that fall 
outside the epsilon margin. Thus, it uses a parameter called C for this reason.  

• A high value of C makes the model focus on fitting the data very closely (risking 
overfitting). 

• A low value of C allows the model to focus more on simplicity and generalization 
[42]. 

SVR is a powerful modeling method that can perfectly deal with non-linear and high-
dimensional datasets. However, its careful hyperparameter tuning, especially the selection 
of kernel and computational cost, must be considered in the implementation. The advantages 
and disadvantages of this method can be found in Table 2-3. 
 

Table 2-3: Advantages and Limitations of SVR. 
Advantages Limitations 

Kernel functions enable SVR to model 
complex patterns in data. 

Training time increases significantly with 
larger datasets. 

The ε-tube reduces the influence of minor 
deviations and noise. 

Choosing the correct hyperparameters can be 
challenging and dramatically impacts 
performance. 

Effective even with datasets that have 
many features. 

The resulting model is often difficult to 
interpret compared to more straightforward 
regression techniques. 

 
2.6.2.3  K-Nearest Neighbor Regression 

 
K-Nearest Neighbor Regression (KNN) Regression is one of the supervised learning 
algorithms that makes a prediction based on the input data points. It considered the data 
points near the new unseen data, so it is not working based on a training model. The most 
similar data points through which the algorithm is working are called neighbors [43].  
 
KNN Regression Process: 
 

I. Choosing K: The most critical hyperparameter in this algorithm is K, which denotes 
the number of neighbors. Small values of K capture local patterns, but they can be 
influenced by noise, while larger values smooth predictions by averaging more 
neighbors; however, this can cause information loss. 

II. Distance Metric: This is used to estimate the similarity between data points. A 
common way to do this is using Euclidean distance. 

Figure 2.15:  Scheme of SVR with Slack Variables, Epsilon, and 
Hyperplanes. [71] 
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III. Prediction: For a new input, the algorithm finds the K nearest data points based on 
the distance metric and averages their target values to produce a prediction. 

 

Table 2-4: Advantages and Limitations of KNN Regression. 
Advantages Limitations 

Easy to implement and understand. Computationally expensive for prediction 
because it must calculate all the distances 
between the new data points and existing 
datasets.  

It is computationally inexpensive to set up 
because it does not build the model. 

Choosing the appropriate number of 
neighbors can be challenging and greatly 
impacts performance. 

- Noisy or irrelevant features can decrease 
accuracy. 

 
KNN Regression is one of the best algorithms for small to medium-sized datasets, but it 
may not be the best choice for noisy data with high dimensionality. Furthermore, for a 
robust model, hyperparameter tuning must be applied to the model development step. The 
advantages and disadvantages of this method can be found in Table 2-4. 
 

2.6.2.4  Linear Regression 
 
Linear Regression (LR) is a supervised learning algorithm used to predict continuous 
numerical outcomes (dependent variable) based on one or more features (independent 
variables). The objective of LR is to fit a straight line, which minimizes the error between 
the predicted and actual values. 
The following equation models the relationship: 
 

𝑌 = 𝑏0 + 𝑏1𝑋1 + 𝑏2𝑋2 + 𝑏3𝑋3 + ⋯ +  𝑏𝑛𝑋𝑛 +  𝜀 
 
where 𝑏0 is the interception and 𝑏1, 𝑏2, 𝑏3, … , 𝑏𝑛 are the coefficients for the independent 
variables and 𝜀 is the error [44].  
 
Some of the assumptions to apply this model are as follows: 
 

• Linearity: A straight relationship between dependent and independent variables, 
meaning changes in the input are well depicted in the output. 

• Independent Errors: The residuals (differences between predicted and actual 
values) should not influence each other; each error should be independent of the other 
errors. 

• Constant Variance (Homoscedasticity): The spread of residuals should remain 
consistent across all levels of the independent variables. 

 
• Normally Distributed Errors: Residuals should follow a bell-shaped curve when 

plotted. This helps ensure reliable predictions. 
 

2.6.3  Ensemble Methods 
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The main goal of ensemble models is to improve predictive performance in models by 
combining different models instead of relying on just one predictive model. These models 
are particularly effective on supervised models and can be used for both classification and 
regression tasks, where their aggregated predictions outperform individual models. 
 

There are three main approaches for ensemble models Figure 2.16:  

2.6.3.1  Bagging (Bootstrap Aggregating)  
 

Minimizing overfitting and reducing variance are the main goals of these models.  
The schematic Representation of bagging is presented in Figure 2.17. 

 

Bagging Process: 
 

I. Bootstrapping: It is a method to do sampling from the available dataset; it is 
“sampling with replacement”. This randomness helps diversify the training sets for 
the models. 

 

II. Aggregation: It is the combination of the predictions. Predictions are made 
separately on the bootstrap datasets by employing individual training models (often 
decision trees). Then, their predictions are combined, typically by averaging (for 
regression) or majority voting (for classification). 

 

Bagging uses weak learners and transfers them into a single strong learner. While this 
method can be computationally expensive and introduce biases, it improves stability and 
reduces variances [45]. 

 

Figure 2.16: Types of Ensemble Learning. 

Figure 2.17: Schematic Representation of Bagging [114]. 
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2.6.3.2  Boosting  
In this type, weak learners are trained one after the other; each new model gives 
weight to classified instances, but it gives more weight to misclassified ones. In this 
way, it corrects its previous errors. AdaBoost, Gradient Boosting Machines (GBM), 
and XGBoost are some of these group algorithms. By gradually enhancing the 
predictions, boosting creates extremely accurate models, yet it necessitates careful 
hyperparameter tuning because it can lead to overfitting if the models become too 
complex [42]. The schematic Representation of Boosting is presented in Figure 2.18. 

 
2.6.3.3  Stacking 
Stacking uses a meta-model to combine the predictions from different individual 
models; it is also known as stacked generalization. This type of combination of 
models through a secondary one improves the performance of ensemble learning. 
The dataset is used to train different models individually, then merged and utilize 
these predictions as input for a meta-model. Stacking improves results compared to 
individual learners by combining the advantages of different models. It performs 
effectively for activities such as regression, classification, and density estimation. 
However, the implementation of stacking can be more complex and might demand 
additional processing resources [42]. The schematic Representation of bagging is 
presented in Figure 2.19. 

 
 

• Random Forest Regression 
 

One of the well-known bagging ensemble learnings is Random Forest Regression. It 
integrates multiple decision trees to develop a more reliable and accurate prediction model, 

Figure 2.18: Schematic Representation of Boosting [114]. 

Figure 2.19: Schematic Representation of Stacking [114]. 
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as well as control overfitting.  It uses the bagging (bootstrap aggregation) ensemble method, 
where datasets are sampled with replacement to train individual decision trees. In the end, it 
averages all individual tree outputs, which brings stability and minimizes error.  
 
Random Forest Regression Process: 
 
Bootstrap Sampling: It randomly selects subsets of the dataset to train the decision tree. 
The selection is done with replacement.  
Feature Bagging: To increase the diversity among trees and minimize the correlation, 
random subsets of features are used at each split, and the best split among is chosen.  
Building Decision Trees: Each decision tree grows until it reaches its stopping criteria 
(maximum depth or minimum number of samples per leaf).  
Out-of-Bag (OOB) Samples: A portion of data not included in the training is used for cross-
validation and performance evaluation. 
For complicated regression situations, Random Forest Regression is a versatile and effective 
technique. Despite its greater computing demands, it is a popular choice because of its good 
generalization across different datasets. 
The selection of the models to develop on the dataset is important, and it depends on the 
characteristics of the dataset and its target value. With careful selection, more reliable and 
sophisticated results will be reached. 

2.7  Deep Learning 
 
While machine Learning is used to extract hidden patterns in datasets with accurately 
developed models, Deep Learning extends these abilities. It is a sophisticated subset of ML 
that develops multilayered neural networks to deal with large amounts of data.  
Deep learning algorithms are mainly used for unstructured data, such as speech recognition 
and image analysis; the algorithm used in this method is based on the human brain [46]. One 
of the main characteristics of this algorithm is its skill in analyzing massive and complex 
datasets accurately. The diagram below (Figure 2.20) illustrates the relationship between AI, 
ML, and Deep Learning, showcasing how these interconnected fields collaborate to drive 
innovation in intelligent systems. 

2.7.1 Neural Networks 

Figure 2.20: Relationship Between Different Types of Learning Methods [112]. 
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As mentioned before, deep learning neural network structure is the same as the human brain; 
thus, its functionality and design are also like brain abilities. It analyzes the information in a 
way that the human brain does. It is composed of three main layers, each has its specific aim 
and role in processing data:  
 

• Input Layer: This is the starting point where raw data goes through the model; no 
computations are made in this layer; it just passes the input data to the following 
layer [47].  

 

• Hidden Layer: They are the layers between the input and output layers composed 
of neurons that employ activation functions such as Relu to introduce non-linearity 
to the input. In these layers, the computational analysis is done to learn and extract 
features from raw input data. The number of layers can be more than one, depending 
on the dataset's characteristic [47].  

 

• Output Layer: This is the last layer, and it produces the final results. Thus, the 
number of neurons depends on the number of desired outputs. Outputs can be 
numerical or categorical depending on the type of analyzed problem [47].  Figure 
2.21 shows a scheme of deep learning and its layers.  

 

 
Figure 2.21: Neural Networks Graph [48]. 

 
Deep learning brings many advantages to different technologies, and it is employed in 
different industries, stimulating innovation. Some of its benefits are as follows:  

• Deep learning is well employed on big datasets, excluding knowledge out of data 
that traditionally cannot be revealed.  

• Real-time data analysis, which leads to quick decision-making.  
• The automation of difficult tasks such as image classification and speech recognition, 

which are composed of unstructured datasets, is handled well by deep learning. 
 

Neural Networks Process: 
 

I. Input Data: First, the input data is fed to the model, and each of them is multiplied 
by their corresponding weight. First, the weights are given randomly [49].  

II. Forward Propagation: Then the multiplied neurons are summed up together and 
pass through an activation function. The aim of this function is to have the flexibility 
to fit non-linear and complex datasets. This process must be done across all the 
layers, where the output of one layer becomes the input of the following layer [49]. 

III. Output Prediction: The final layer predicts the output, which can be numeric or 
labeled [49].  
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Learning Process: Training the Network 
 
One of the important processes across developing neural networks is the learning process, 
which helps to develop more reliable and accurate models and predictions. The aim of this 
learning process is to reach the optimal “weights” [49].  
 

• A loss function such as Mean Square Error (MSE) measures the distance between 
the predicted output and the real variable.  

• Then, with respect to each weight, the gradient- which indicates how to adjust 
weights to minimize the error- is calculated.  

• In the end, the weights are updated regarding gradient.  
 

These processes, forward propagation, loss calculation, and weight updates, are repeated 
multiple times across the model; the name of these iterations is epochs. There are three types 
of neural networks. Convolutional neural networks (CNNs) are the well-known algorithm in 
this group, and they specialize in processing grid-like data like image processing. Recurrent 
Neural Networks (RNNs) and Feedforward Neural Networks (FNNs) are other algorithms 
in this group [49].   

 
Differences Between Deep Learning and Machine Learning 
 

Table 2-5: Differences Between Machine Learning and Deep Learning [47]. 
Aspect Machine Learning Deep Learning 

Feature Selection 
It requires skilled domain experts to 
select and convert raw data into 
meaningful features manually. 

It does not need domain 
experts; instead, it does the 
feature selection independently 
and automatically 

Training data and 
time 

It needs less data for training and 
consumes less time.  

Training requires a huge 
amount of data, time, and 
computational resources. 

Model size and 
Complexity 

It develops small and simpler models, 
making them easier to interpret.  

It develops complex and large 
models with various 
parameters. This makes them 
more challenging but also full 
of information. 

 
2.8  Validation  

After developing the machine learning models, ensuring their accuracy, generalizability, and 
performance validation is crucial. The main purpose of the ML models is to learn the patterns 
and use them in order to predict the output for new data. Moreover, validation can be used 
for model selection, hyperparameters optimization, and evaluation model generalization 
capabilities. There are different techniques for validation, some of which are well-known 
and most used, such as K-Fold Cross-Validation, Leave-One-Out Cross-Validation, and 
Train-Test Validation , which will be explored in the following sub-sections.  
 

2.8.1  Train- Test Validation 
 

In order to develop a reliable model, the dataset must be split mainly into two parts: Training 
and Test sets. The training set lets the dataset learn the patterns, and the test set is used for 
tuning the model’s parameters and performance evaluation [50]. This is one of the most 
important steps as it enhances the model’s capability and repeatability by testing its accuracy 
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on unseen data prediction. The most common strategy in data splitting is 80% training and 
20% testing. 
 

• Training set: The training set is used to train the model and learn the patterns.  
• Validation set: Used to refine the model and tune the parameters.  
• Testing set: This is the unseen dataset used to test the accuracy and performance of 

the mode.  
The following Figure 2.22 shows dataset splitting in data modeling: 

Figure 2.22: Dataset Splitting in data modeling [51]. 

2.8.2  Cross Validation 
 

One of the statistical techniques used for model validation is cross-validation, which is 
implemented on unseen datasets to evaluate the model performance. Train-test split does the 
testing just once on the test set, while Cross-Validation splits the data multiple times and 
integrates the results to develop a more robust evaluation by reducing variances and biases. 
Two well-known techniques used in this group are K-Fold Cros Validation and Leave One 
Out Cross Validation (LOOCV), which will be explored in the following subsections.  
 

2.8.3  K-Fold Cross Validation 
 

In K-Fold Cross Validation (K-Fold CV), the dataset is divided into K equal-size subsets 
known as fold. The main goal of this technique is to consider each point into a validation 
subset at least one time. Every time, one of the folds is kept as a validation subset, and the 
model is trained on the remaining folds [52]. Then, the final performance is calculated by 
averaging all evaluation metrics (Mean Absolute Error Percentage, Mean Square Error, etc.) 
calculated for each run.  
One of the most used variants of this method is 5-Fold Cross-Validation, which process can 
be seen in Figure 2.23.  
 

The procedure of this method is as follows [52]: 
 

I. Splitting the dataset into k folds, the division must be random, and the folds must be 
in equal sizes.  

II. Train the model on the k-1 folds and test the remaining one.  
III. Repeat the process k times, making sure each fold is considered a validation set once. 
IV. Calculating desired performance metrics for each iteration. 
V. The result is calculated as the average performance metric over all iterations.   

𝐶𝑉𝑚𝑒𝑡𝑟𝑖𝑐 =  
1

𝐾
∑ 𝑚𝑒𝑡𝑟𝑖𝑐𝑖

𝑘

𝑖=1
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Figure 2.23: Scheme of 5-Fold Cross-Validation [53]. 

The number of folds is an important feature that can affect reliability and the computational 
load. As the number of k increases, the results are more reliable and detailed, which in turn 
will increase the computational costs. 5-Fold is the most used validation method, which 
balances accuracy and computational time and expenses.  
 

2.8.4  Leave One-Out Cross-Validation 
 
This is an extreme version of K-Fold CV, where k is equal to the number of data points in 
the dataset. The procedure is the same as the K-Fold CV; in each iteration, the n-1 fold is 
used for the training of the model, and 1 point is left for the validation. This is the best 
method for performance evaluation when the amount of data points is small. Moreover, it 
helps to minimize biases and variances in performance [54].  
 
The procedure of this method is as follows [52]: 
 

I. Select one data point for validation and leave the others for training.  
II. Train the model on the n-1 (n is equal to the number of data points in the dataset) 

folds and test the remaining one.  
III. Repeat the process n times, making sure each fold is considered a validation set once. 
IV. Calculating desired performance metrics for each iteration. 
V. The result is calculated as the average performance metric over all iterations.   

𝐶𝑉𝑚𝑒𝑡𝑟𝑖𝑐 =  
1

𝑛
∑ 𝑚𝑒𝑡𝑟𝑖𝑐𝑖

𝑛

𝑖=1

 

Figure 2.24 shows a scheme of this process.  

                       Figure 2.24: Leave One-Out Cross-Validation Scheme [55]. 
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2.9  Hyperparameter  
 

There are two types of parameters in machine learning models: internal model parameters 
and hyperparameters; and each model has its specific parameters. Internal model parameters, 
such as weights in neural networks, can be learned during the training phase. On the other 
hand, hyperparameters must be set before the training phase to guide this process. This is 
one of the most crucial steps in machine learning modeling because they have direct control 
over learning algorithms and can significantly affect their performance [56].  
 

2.9.1 Hyperparameter Tuning 
 

As mentioned, hyperparameters are vital to boosting the models’ performance. Thus, finding 
the best combination of these parameters to insert into the models is another important step, 
which is called hyperparameter tuning. There are two main ways of optimization: manual 
search and automatic search. 
 

• Manual Search: This is the traditional way of tuning, which requires sophisticated 
scientists. As it is highly dependent on the knowledge and experience of the experts. 
They try out sets of hyperparameters manually and try to identify the most important 
ones affecting the results with the help of visualization tools. This is not efficient to 
do, as if the number of hyperparameters increases, it will be time-consuming and 
costly [56].  

 

• Automatic Search: Considering the challenges of manual search, automatic search 
has been introduced. Algorithms such as Grid Search or Cartesian are in this group. 
In the Grid Search (Figure 2.25), different combinations of possible hyperparameters 
are proposed for the training set, and the performance of the learning models is 
compared over different hyperparameter sets. Finally, the best hyperparameter set 
with the highest performance for the learning model is revealed [56].  

 

 
Figure 2.25: Grid Search steps for Hyperparameters Tuning. 

 

Advantages of Hyperparameters Tuning: 
 

• Boosts Model Accuracy: Adjusting hyperparameters has a direct effect on the 
models’ generalization and performance on the new data points.   

• Manages Bias and Variance: Hyperparameter tuning tries to maintain the balance 
between bias (when the model oversimplifies) and variance (when the model overfits 
the training data), which is essential for the reliability of the models for unseen data 
points. 

• Increases Training Efficiency: Reduction in performance time and computational 
resources and expenses.  

• Prevents Overfitting and Underfitting: With a careful adjustment in 
hyperparameters, overfitting (the model performs well on training data but not on 
new data points) and underfitting (the model fails to reveal and learn the underlying 
patterns). 
 

Hyperparameter tuning is essential to developing robust and efficient models. By optimizing 
these parameters, accuracy can be maximized, training times reduced, and the models made 
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adaptable to different datasets. Additionally, the process ensures the efficient use of 
resources, such as time and cost.  
The following table (Table 2-6) presents the hyperparameters for each model discussed 
before [57] [58] [59]. The highlighted hyperparameters are the ones tunned in this thesis. 
 

Table 2-6: Hyperparameters for Different Models. 
Model Hyperparameter Description 

 max_depth Maximum depth of the tree. Limits the number of 
splits to control overfitting. 

max_features Number of features to consider when looking for the 
best split. 

min_samples_split Minimum number of samples required to split an 
internal node. 

min_samples_leaf Minimum number of samples required to be at a leaf 
node. 

criterion Function to measure the quality of a split. Options 
include ‘squared_error’ and ‘friedman_mse’ 

 
 
 
 
 

Random 
Forest 

Regression 

n_estimators Number of trees in the forest. 
max_depth Maximum depth of each tree. 
bootstrap Whether bootstrap1 samples are used when building 

trees. 
min_samples_split Minimum number of samples required to split an 

internal node. 
min_samples_leaf Minimum number of samples required to be at a leaf 

node. 
max_features Number of features to consider when looking for the 

best split. 

 
KNN  

Regression 

n_neighbors Number of neighbors to use. 
weights Function to weight the neighbors (‘uniform’ or 

‘distance’). 
metric Distance metric used for the algorithm (e.g., 

‘minkowski’, ‘euclidean’, ‘manhattan’, ‘hamming’). 
algorithm Algorithm used to compute the nearest neighbors 

(‘auto’, ‘ball_tree’, ‘kd_tree’, ‘brute’). 
p Power parameter for the Minkowski metric (1 for 

Manhattan, 2 for Euclidean). 
 
 
 
 
 

SVR 

C Regularization parameter. Balances the trade-off 
between achieving a low error on training data and 
minimizing model complexity. 

epsilon Defines a margin of tolerance where no penalty is 
given to errors. 

kernel Specifies the kernel type (‘linear’, ‘poly’, ‘rbf’, 
‘sigmoid’). 

gamma Kernel coefficient for ‘rbf’, ‘poly’, and ‘sigmoid’. 
 
 

degree Degree of the polynomial kernel function (if  ‘poly’ is 
chosen). 

NN number_of_neurons Number of neurons in each layer. Determines the 
capacity of the network to learn patterns. 

 
1 Bootstrap sampling is a statistical technique where subsets of data are created by randomly sampling with replacement from the 
original dataset. Each subset (or "bootstrapped sample") is the same size as the original dataset, but some samples may be duplicated 
while others may be omitted. 
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Table 2-6: Hyperparameters for Different Models. 
Model Hyperparameter Description 

batch_size Number of samples processed before the model 
updates its weights. 

epochs Number of times the model iterates over the entire 
dataset during training. 

activation_function Function applied to the output of neurons (e.g., ReLU, 
Sigmoid, Tanh, Softmax). 

number_of_layers 
 

The number of layers in the network (input, hidden, 
and output layers). 

learning_rate Step size for weight updates during training. 
 

loss_function The function minimized during training to measure 
prediction error (e.g., MSE for regression, cross-
entropy for classification). 

 
2.10  Model Evaluation 

 

Evaluation of the models is a crucial step in model development; it reveals the effectiveness 
and accuracy of the developed machine learning models and helps compare these models. 
Evaluation metrics are quantitative metrics that measure the predictive ability, generalization 
capability, and overall quality of the models. The choice of evaluation metrics depends on 
the type of the predictive problem: Regression problem (continuous output) or Classification 
problem (nominal or binomial output).  
 

2.10.1   Evaluation of Regression Problems 
As mentioned before, regression predictive models are those models that predict continuous 
numerical outputs. The performance metrics in this category of problems are mainly based 
on Error Score, which helps to evaluate the performance and reliability of the developed 
models [60]. Some of the most used metrics in this group are as follows:  
 

• Mean Square Error (MSE): It is the square distance between the actual and 
predicted values. The square is used to avoid cancellations of negative values in 
further calculations. One of the advantages of this metric is that it penalizes 
significant errors [60]. The unit of MSE is the square of the actual unit of values of 
interest.  

𝑀𝑆𝐸 =  
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖̂)

2

𝑛

𝑖=1

 

𝒏: Total number of data points. 
𝒚𝒊: Actual value of the 𝑖𝑡ℎdata point. 
𝒚𝒊̂: The predicted value of the 𝑖𝑡ℎ data point.  
 

• Root Mean Squared Error (RMSE): As it is evident from its name, it is the square 
root of MSE. The unit of RMSE is equal to the unit of output, which is more 
understandable and interpretable [60].   

𝑅𝑀𝑆𝐸 =  √𝑀𝑆𝐸 
 

• Mean Absolute Error (MAE): It is the average of the absolute difference between 
actual and predicted values, where the score is increased linearly by increasing the 
error.  It has the same unit as the output value and is robust to the outliers.    
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𝑀𝐴𝐸 =  
1

𝑛
∑|𝑦𝑖 − 𝑦𝑖̂|

𝑛

𝑖=1

 

𝒏: Total number of data points. 
𝒚𝒊: Actual value of the 𝑖𝑡ℎdata point. 
𝒚𝒊̂: The predicted value of the 𝑖𝑡ℎ data point.  
 

• Mean Absolute Percentage Error (MAPE): It is a variant of MAE where the 
percentage of errors is calculated. It is the average of the absolute errors as a 
percentage of the actual values; it represents how well the prediction values fit the 
exact values [61].  

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ |

𝑦𝑖 − 𝑦𝑖̂

𝑦𝑖
|

𝑛

𝑖=1

 × 100 

 
𝒏: Total number of data points. 
𝒚𝒊: Actual value of the 𝑖𝑡ℎdata point. 
𝒚𝒊̂: The predicted value of the 𝑖𝑡ℎ data point.  
 

• Coefficient of determination (R2 or R-squared): 𝑅2 is the percentage of the 
dependent variable’s variance that can be predicted based on the independent 

variable or variables. 

𝑅2 = 1 −
𝑅𝑆𝑆

𝑇𝑆𝑆
 

Residual Sum of Squares (RSS): It is the total error in the model (∑ (𝑦𝑖 − 𝑦𝑖̂)
2𝑛

𝑖=1 ). 
Total Sum of Squares (TSS): It is the total variance in the target variable (∑ (𝑦𝑖 − 𝑦̅)2𝑛

𝑖=1 ). 
𝒏: Total number of data points. 
𝒚𝒊: Actual value of the 𝑖𝑡ℎdata point. 
𝒚𝒊̂: The predicted value of the 𝑖𝑡ℎ data point.  
𝒚̅: The mean of the actual values.  
 
Using appropriate metrics for evaluation is vital for making further decisions based on the 
predictive models. Based on these metrics, scientists can assess the overall effectiveness of 
their models. Moreover, these tools can be utilized for model selection and optimization. 
 

2.11  Summary 
In this chapter, a detailed description of the steps performed to develop a data mining 
solution is explored. The chapter starts with data acquisition, goes through all the steps, and 
ends with validation of the model. More general concepts like machine learning and deep 
learning were also covered in this chapter. The main idea of this chapter was to make an idea 
of how the methodology part of this thesis will be done.  
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Chapter 3. State of the art 
 

3.1  Objective 
 

The purpose of this section is to describe the procedure used to gather information and lead 
to the research gap in this thesis.  For this part Scopus database was used for the following 
reason: Scopus is one of the largest and most comprehensive databases, including millions 
of records, Moreover, it is one of the most reliable and high-quality databases in the world. 
This section will start with a vast search around this subject in the Scopus database. The 
search will then become limited to the exact objective of this thesis: Quality monitoring 
based on Electrode Force Signal with the use of Fast Frequency Transformation. All the data 
and graphs provided regarding search results are for January 2025, based on Scopus 
database.  
 

3.2  Research Procedure 
 

In order to get familiar with the main definitions in this thesis, such as Welding, Resistant 
Spot Welding (RSW), Fast Frequency Transformation (FFT), and Machine Learning 
Models, a web search was applied. The web pages used were tried to be the most relevant 
and trustworthy, such as American Welding Society (AWS), Towards Data Science 
(Medium), etc.  
Then, to find more relevant scientific research, a top-down method was applied to discover 
the most related research in this regard. First, in the Scopus database, a more general search 
was used, and then it was narrowed down to more related field searches.  
To have a general idea about the works done in the ‘Quality Monitoring’, ‘Machine 

Learning’, ‘Fast Fourier Transformation’, and ‘Electrode Force’ fields, a search was carried 

out in Scopus. Then, the keywords were combined, along with welding keywords. The 
search criteria for each keyword were ‘Article title, Abstract, and Keywords’, and the 

purpose of this search was to make an idea about the number of existing research and leading 
countries and fields in the related research.  
The results of this search are presented in Table 3-1Table 3-1: Search Results in Scopus 
Database.; with a look at this table, an overview of the amount of research done in these fields 
can be achieved. The last update of these results is for January 2025.  
 

Table 3-1: Search Results in Scopus Database. 

Keywords   
Number of 

article 
Peak 

year(s) Main countries  Main subject 
areas 

Quality Monitoring 27,663 2024 China Engineering 
Quality Monitoring AND Welding 409 2023 China Engineering 

Quality Monitoring AND Spot 
Welding OR RSW 80 2017 China Engineering 

Machine Learning 758,760 2024  United States Computer 
Science  

Machine Learning AND Quality 
Monitoring 1,590 2024 China Computer 

Science  
Machine Learning AND Quality 

Monitoring AND Welding 46 2023 Germany Engineering 

Machine Learning AND Quality 
Monitoring AND Spot Welding 

OR RSW 
2 2020             

2022 Germany 
Engineering       
Computer 
Science 

Fast Fourier Transform OR FFT 71,297 2024 China Engineering 
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Table 3-1: Search Results in Scopus Database. 

Keywords   
Number of 

article 
Peak 

year(s) Main countries  Main subject 
areas 

Fast Fourier Transform OR FFT 
AND Quality Monitoring 82 2011 China Engineering 

 Fast Fourier Transform OR FFT 
AND Quality Monitoring AND 

Welding  
3 

2017        
2019       
2024 

Australia                 
Italy                       

South Korea          
United Kingdom 

Engineering 

Fast Fourier Transform OR FFT 
AND Quality Monitoring AND 

Machine Learning AND Welding 
1 2024 Australia                 

Italy    

Engineering       
Materials 
Science 

Electrode Force 659 2018 China Engineering 
Electrode Force AND Quality 

Monitoring 6 2009        
2016 China Engineering 

Electrode Force AND Quality 
Monitoring AND Welding 6 2009        

2016 China Engineering 

Electrode Force AND Quality 
Monitoring AND Spot Welding 

OR RSW 
6 2009        

2016 China Engineering 

 

We will go through each of the keywords search results in the following:  
 

• Quality Monitoring  

 

Figure 3.1: Quality Monitoring Search Query. 

There is 27,303 research, including the keyword Quality Monitoring. This amount 
of study was expected because of the general keyword. Regarding Figure 3.2 the 
number of documents per year increased considerably from 2017 and has continued 
to grow until now. The leading countries are China and the United States (Figure 
3.3), and the dominant fields are Engineering followed by Environmental Science. 
This increase can be because of the development of Industry 4.0 and the use of the 
Internet of Things (IoT), which started in 2011.  
Limiting the search to “Quality Monitoring” AND “Spot Welding” OR “RSW”, the 

number of documents dropped to 80, and nearly 50 research out of 80 is for China. 
This can be related to Chinese automotive manufacturing and efforts to increase the 
quality of welding.  

 

Figure 3.2: Number of 
Documents based on Quality 
Monitoring Keyword. 
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• Machine Learning 

The broad keyword “Machine Learning” led to 758,760 documents, which is a 
significant amount, and this is because Machine Learning is a methodology used in 
many research areas. Also, there is research on Machine Learning methods to make 
them more efficient, develop new learning algorithms, etc. Since 2004 (Figure 3.4), 
the number of studies in this field has increased to today. The countries that dominate 
this field are the United States and China (Figure 3.5), and the studies are mainly in 
the area of Computer Science and Engineering. A more limited search with the 
“Machine Learning” AND “Quality Monitoring” AND “Welding” keywords led to 

46 studies, where two studies out of this were about RSW. Germany, with around 20 
papers (including two RSW-related papers), was the leading country in his field. 
Moreover, as expected, engineering is the dominant area, followed by computer 
science.   
 

Figure 3.3: Research Areas and Countries based on Quality 
Monitoring Keyword. 

Figure 3.5: Number of Documents 
based on Machine Learning Keyword. 

Figure 3.4: Research Areas and Countries based on Machine 
Learning Keyword. 
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• Fast Fourier Transform (FFT) 
Then, it is time for the papers in the frequency domain, including “Fast Fourier 
Transform” OR “FFT” keywords. 71,297 papers used FFT, with a pick in 2024 
(Figure 3.6). As the last result, the dominant research country is China (Figure 3.7), 
followed by the United States in the engineering and computer science area. 
Narrowing down the search to  “Fast Fourier Transform” OR “FFT” AND “Quality 
Monitoring” AND “Welding” led to just three papers, one of which was done in 2023 
about monitoring the gas metal arc additive manufacturing process. This result shows 
that there are not too many papers in the field of Welding with FFT.  

 

• Electrode Force 
The last broad search’s keyword was “Electrode Force”, which led to 659 papers. The 
leading year is 2018, with 37 studies (Figure 3.8). Then, the number of studies fell to 19 in 
2022; then again, the number increased over 2 years, with 27 documents in 2024. The leading 
country in these research is Chine (Figure 3.9). It is interesting to mention that the number 
of documents dropped to six by adding the keywords “Quality Monitoring” AND “Spot 

Welding” OR “RSW”. After adding Quality Monitoring, the number dropped to 6 and 

Figure 3.6:Number of Documents 
based on Fast Fourier Transform 
(FFT) Keyword. 

Figure 3.7: Research Areas and Countries based on 
Fast Fourier Transform (FFT) Keyword. 
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remained at six while adding more keywords. The leading country in this area was China in 
the Engineering field.  

 

The above analysis was just an overview of a broader range of studies done related to this 
thesis. The aim was to develop an idea about the amount of research done in Quality 
Monitoring, FFT, Machine Learning, and Electrode Fore areas.  With emphasis on the 
yearly/geographical distribution of the existing studies. To sum up, the most dominant 
countries in this field are The United States and China.  
In the following sub-sections, a deeper analysis of present documents related to the thesis 
will be analyzed and discussed.  

3.3  Documents on Welding Signals Associated with Weld Quality 
 

Over the years, researchers have focused on developing techniques to simplify and faster the 
methods of quality monitoring. In this regard they have started to conduct studies on welding 
signals, which with the improvements in Industry 4.0 and IOT are more accessible and with 
the development in data mining can be analyzed, and provide insights in real-time.  In this 
section, the documents associated with weld quality signals, as mentioned in the first section, 
will be discussed and analyzed. As in the previous section, the search was done using the 
Scopus database with more specific keywords. The last update of the following results is for 
December 2024. 
 

• Current Signal 
A considerable number of studies have been done regarding the current control 
parameter. The search query at first was “Current” AND “Weld” AND “Quality” in 

the Title, Abstract, and Keywords plus “Current” in the title. The results showed 266 

documents, with 18 documents in 2015 (the most) and 16 documents in 2024. 
Limiting search to RSW with adding this keyword the results limited to 27.  

Figure 3.8: Number of Documents 
based on Electrode Force Keyword. 

Figure 3.9: Research Areas and Countries based on Fast 
Electrode Force Keyword. 
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The most used welding techniques was discussed in the first chapter, MIG, TIG, Arc-
Welding, and RSW, an analyze was done on the 266 documents and the most studied 
welding type was Arc-welding followed by RSW.  

 
Then a new search query carried out; “Current” AND “Weld” AND “Quality” AND 

“Signal” in the Title, Abstract, and Keywords plus “Current” AND “Signal” in the 

title, 3 documents popped up which will be discussed along with some highly 
mentioned documents in the following.  
 

• Dynamic Resistance Signal 
Studies in this area were considerably less than current signal, the result with 
“Dynamic Resistance” AND “Weld” AND “Quality” in the Title, Abstract, and 

Keywords plus “Dynamic Resistance” in the title as keywords was 34 documents. 23 

documents out of 34 were about RSW, which is expected as it is about Dynamic 
Resistance. Then, the keywords changed as follows “Dynamic Resistance” AND 

“Weld” AND “Quality” AND “Signal” in the Title, Abstract, and Keywords plus 

“Dynamic Resistance” AND “Signal” in the title, and 6 documents showed up all of 
them regarding to RSW.  
 

• Electrode Displacement Signal 
23 studies was found including following keywords; “Electrode Displacement” AND 

“Weld” AND “Quality” in the Title, Abstract, and Keywords plus “Electrode 

Displacement” in the title, where all of them were about RSW. Adding “Signal” 

keyword to the both searching areas led to 8 documents.  
 

• Electrode Force Signal 
Using the same keywords as before with “Electrode Force” instead of the “Electrode 

Displacement” led to 20 documents of which 19 were about RSW. With adding 

“Signal” to both searching areas, 0 documents were pop up.  
 

To sum up, in the field of signals, the most studied signal is Current, as it is used in 
more types of welding, then Dynamic Resistance, and Electrode Displacement, and 
the least studied one is Electrode Force (Figure 3.11), where no documents was found 

Figure 3.10: Number of Studies on Current by Type of Welding. 
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with the keyword of Signal. Thus, it can be understood Electrode Force Signal is one 
of the areas in RSW that needs to be studied more.  

 
It is worth mentioning these results are from Scopus database, which is one of the 
vastest databases including high-quality and reliable studies.  
 

3.4  Literature on Electrode Force  
In this section, a search was done on existing studies about Electrode Force; regarding the 
following search query, 23 documents were found. “Electrode Force” AND “Quality” in 

the Title, Abstract, and Keywords plus “Electrode Force” in the title. These papers will be 
analyzed in the following tables and paragraphs. Then with, adding “Spot Welding” in the 

title as keyword documents dropped to 16.  
Regarding the search, the studies on electrode force can be grouped into three:  
 

a) Real-time Monitoring and Defect Detection:  
Aim: The main goal of this kind of study is to develop methods along with other 
welding parameters for real-time data analysis to ensure consistency and reliable 
welding (weld quality prediction), as well as detect welding defects such as 
expulsion, incomplete fusion, etc.    

b) Electrode Wear:  
Aim: The main goal of this group of studies is to analyze the relationship between 
electrode force and electrode wear, which leads to the optimization of the process 
and better maintenance. Mainly, the analysis of electrode force is needed to 
understand its effect on electrode wear and its degradation to expand its lifespan and 
provide predictive maintenance.  

c) Electrode Force Profiles: 
Aim: The aim of the studies in this last group is to explore dynamic or variable 
electrode force profiles during the whole welding process to find out how 
adjustments in electrode force during the welding process can affect the quality of 
the weld.   
  

The primary method used in these studies is time-domain signal analysis, along with 
machine learning modeling. Signal analyses (mainly time-domain) extract related features, 
and machine learning is used to analyze and predict desired outputs.  
 

Figure 3.11: Number of 
Documents based on 

Signals' Type. 
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Table 3-2: Electrode Force Extracted Papers Summary. 
Study 

No. Article Title Year Group Aim Methodology Main Findings 

1 [19] 

The effect of welding 
current and electrode 

force on the heat input, 
weld diameter, and 

physical and mechanical 
properties of 

SS316l/Ti6Al4V 
dissimilar resistance spot 
welding with aluminum 

interlayer 

2021 
Electrode 

Force 
Profiles 

To examine the influence 
of electrode force and 

current on weld quality, 
heat input, mechanical 

characteristics, 
and intermetallic compoun
d creation while welding 

different materials 
(SS316L and Ti6Al4V 

with an aluminum 
interlayer). 

 

Experimental 
analysis using 

mechanical 
testing  

Achieving high weld 
quality with strong bonds 

that lead to minimum 
defects, maintaining lower 
current (11kA), and force 

(3 kN) is ideal.  

2 [1] 

Resistance Spot Welding 
with Variable Electrode 
Force—Development 
and Benefit of a Force 
Profile to Extend the 

Weldability of 
22MnB5+AS150 

2021 
Electrode 

Force 
Profiles 

Optimize Electrode Force 
profiles during different 

welding phases to achieve 
high-quality weld results 
in minimized expulsion. 

Moreover, various 
variable electrode forces 
on the nugget size and 

form, as well as expulsion, 
are analyzed to develop a 

reliable process.  

Experimental 
analysis with 

Finite Element 
Modeling  

Variable Force led to:  
Earlier nugget formation 

and more stable weld. 
Prevention of Expulsion. 

Offer more Process 
stability with 

improvements in welding 
range.  

  

3 [62] 

Expulsion identification 
in resistance spot 

welding by electrode 
force sensing based on 
wavelet decomposition 
with multi-indexes and 

BP neural networks 

2019 

Real-time 
Monitoring 
and Defect 
Detection 

Develop a robust and 
reliable defect 

classification model to 
assess higher accuracy in 
expulsion detection and 

identify associated 
indicators with expulsion.  

Time-
frequency 

signal analysis 
by Wavelet 

Decomposition 
Back 

Propagation 
(BP) Neural 
Networks 

The most robust features 
of expulsion are the 

impulse and damping 
vibration signals. 

Wavelet decomposition 
combined with BP neural 

networks reduces the 
misclassification rate of 

the welds.  

4 [63] 

Wavelet analysis-based 
expulsion identification 

in electrode force sensing 
of resistance spot 

welding 

2018 

Real-time 
Monitoring 
and Defect 
Detection 

Develop a reliable method 
to detect the differences 

between an expulsion and 
a standard weld, with the 
extracting of key signal 

features.   

Time-
frequency 

signal analysis  
(Wavelet 

Transform) 

The most reliable indicator 
in the event of expulsion is 

the Peak-to-peak value. 

5 [64] 

Numerical Modeling of 
Electrode Degradation 
During Resistance Spot 
Welding Using CuCrZr 

Electrodes 

2014 Electrode 
Wear 

Optimization of the 
welding process 

parameters and analysis of 
the electrode degradation 

mechanism.  

Multi-Physical 
Finite Element 
Model (FEM) 

The two significant factors 
that influence the 

electrode force are 
welding current and time. 
Although the FEM model 
was able to capture trends, 

it understated electrode 
softening and needed to be 

refined for coupled 
thermo-mechanical 

effects. 

6 [65] 

Influence of electrode 
force on weld expulsion 

in resistance spot 
welding of dual phase 
steel with initial gap 
using simulation and 
experimental method 

2012 
Electrode 

Force 
Profiles 

Analyze the effect of 
electrode force on nugget 

formation and expulsion in 
order to assess higher 

welding quality. It also 
determines the minimum 
electrode force needed to 
prevent expulsion defects.  

Finite Element 
Modeling 

(FEM) 

Higher electrode force, 
although delayed nugget 

formation, results in 
smaller nuggets, more 

stable welds 

7 [66] 

Effect of electrode force 
on tensile shear and 

nugget size of austenitic 
stainless-steel grade 304 
welds using resistance 

spot welding 

2011 
Electrode 

Force 
Profiles 

Evaluate the effect of the 
electrode force on the 

weld quality (nugget size 
and tensile shier strength) 
and determine the optimal 

electrode force for a 
reliable weld with the 

Statistical 
Analysis 

(ANOVA) 

Electrode force has a 
significant influence on 

the size of the nugget and 
the strength of the tensile 

shier. 2.5 kN electrode 
force results in the highest 
tensile shier strength and 

ideal nugget size.  
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Table 3-2: Electrode Force Extracted Papers Summary. 
Study 

No. Article Title Year Group Aim Methodology Main Findings 

optimal mechanical 
characteristics.  

A lower electrode force 
led to decreased strength.  

8 [67] 

Effect of electrode force 
on expulsion in 

resistance spot welding 
with initial gap 

2011 
Electrode 

Force 
Profiles 

Explore the electrode 
force effect on the weld 
quality (nugget size) and 
expulsion and identify 

optimal values for force.  

Finite Element 
Analysis (FEA) 

Higher electrode force 
results in less expulsion 

and enhanced nugget 
stability, although it delays 

the initialization for the 
nugget formation.  

9 [68] 
Dynamic electrode force 
control of resistance spot 

welding robot 
2009 

Electrode 
Force 

Profiles 

To increase the quality of 
the weld by introducing 

variable forces instead of 
constant ones. 

Two novel 
methods for 
controlling 
dynamic 

electrode force: 
Open-Loop 

Method 
Close-Loop 

Method 
 

Dynamic forces improved 
the quality and reliability 

of the welds. Also, the 
Close-Loop method 

achieved higher accuracy 
with the possibility of real-

time monitoring.  

10 
[69] 

Application of electrode 
force change in single-
sided resistance spot 

welding using servo gun 

2008 
Electrode 

Force 
Profiles 

To achieve higher quality 
by introducing variability 
to the electrode force. It 

also reduces weld 
deformation and increases 

tensile shear strength.  

Experimental 
Analysis with 
Finite Element 

Simulation 

Reduction in force during 
the welding phase led to 
tensile shear strength and 

decreased weld 
deformation. Overally, 

variable force resulted in 
higher-quality welds. 

11 
[70] 

Effect of variable 
electrode force on weld 
quality in resistance spot 

welding 

2007 
Electrode 

Force 
Profiles 

To analyze the effect of 
variable electrode force on 
electrode wear and weld 
quality. Also, determine 

the ideal combo of 
squeeze, welding, and 

forging force for higher 
weld quality.  

Design of 
Experiment 

(DOE) 
approach 

The weld quality (tensile 
shear strength and nugget 
size) increased. But it did 
not affect the electrode 

wear.  

12 
[71] 

Quality evaluation by 
classification of electrode 

force patterns in the 
resistance spot welding 

process using neural 
networks 

2004 

Real-time 
Monitoring 
and Defect 
Detection 

Classification of the 
electrode force pattern to 
different quality classes. 
Moreover, a method for 

real-time quality 
monitoring should be 

developed. 

Neural 
Networks for 
Classification: 

Learning 
Vector 

Quantization 
(LVQ) 

& 
Back 

Propagation 
(BP) 

Electrode Force patterns 
can be used for weld 

quality classification; they 
are highly related. The BP 
algorithm is slower than 

LVQ, but it is more 
accurate.  

 
3.5  Literature on Fast Fourier Transform in Welding 

 

After analyzing papers specifically on electrode force, which were mainly in the RSW area, 
and finding out the main field of study, I found that there was variable electrode force and 
its effect on weld quality and reliability. Now, it is time for applying analyses on FFT.  
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As showed in Figure 3.13 a more limited search was carried out in the Scopus database to 
detect studies in the field of welding using FFT as part of the method. 64 studies popped up 
with this query, from 2005 to 2024. The number of studies shown in Figure 3.12 has 
oscillations, but starting in 2021, it has a decreasing trend.  

By quick study of the abstracts, the following results were achieved:  
 

• FFT has been chiefly used for extracting features and oscillation frequencies, 
removing noise, improving the signal-to-noise ratio, and preprocessing raw signals 
for further analysis. 

• The main welding techniques were Gas Tungsten Arc Welding (GTAW) and Spot 
Welding.  

• Most analyzed parameters were Welding Current, Voltage, Weld Pool Oscillation 
Frequency, and Acoustic Emission Signals.  
 

The most important finding here is that no documents showed up after adding electrode force 
to the search area. This means that FFT has been used in welding studies as a primary 
method, but it is not mainly in electrode force analysis. Moreover, in the studies related to 
spot welding, the signals primarily used for analysis were current, voltage, and ultrasonic 
signals. 
 

Based on these studies, FFT is mainly used for Quality Monitoring, Defect Detection, Signal 
Filtering, and Frequency analysis for Energy Distribution.  

Figure 3.13: Search Query for FFT Studies. 

Figure 3.12: Number of documents with FFT Keywords Query. 
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• Quality Monitoring: To evaluate the nugget size, which is one of the key features 
of weld quality. It analyzes ultrasonic signals, welding currents, or voltage signals to 
assess the power spectral density (PSD) in the frequency domain. 

• Defect Detection: To identify pores and small nuggets. It processes high-frequency 
ultrasonic or acoustic signals associated with welding defects.  

• Signal Filtering: The aim is to remove noises for better analysis of the signal. It acts 
as a low-pass or band-pass filter, which results in noise elimination and identification 
of meaningful frequencies.  

• Frequency analysis for Energy Distribution: To understand weld dynamics, the 
energy distribution across the frequencies is analyzed. Which results in the revealing 
of patterns corresponding to the issues in nugget formation.  

 

In order to get deeper into the studies, some studies more related to the topic were analyzed 
in the following table:  
 

Table 3-3: Fast Fourier Transform Papers Summary. 
Study 

No. Article Title Year Group Aim Methodology FFT Info Main Findings 

13 
[72] 

Machine learning-
based weld porosity 
detection using 
frequency analysis of 
arc sound in the 
pulsed gas tungsten 
arc welding process 

2024 Defect 
Detection 

Identify porosity 
in P-GTAW 

welding 
processes in 

real-time using 
ML-based 

models and FFT. 

ML models 
(SVM, KNN, 

and ANN) 
along with FFT 

FFT was used 
to convert arc 

sound data 
into the 

frequency 
domain. 

ANN-based prediction 
outperforms KNN and 

SVM. It achieved 95.6% 
accuracy. 

14 
[73] 

Frequency domain 
signal analysis based 
index for expulsion 
quantification in 
resistance spot 
welding 

2024 Defect 
Detection 

Develop a 
frequency-

domain-based 
expulsion index 
for RSW using 
electrode force 

signals to detect, 
quantify, and 

monitor 
expulsion 

intensity in real-
time, enhancing 

process 
monitoring and 
weld quality. 

A signal-
processing 

approach using 
FFT and a 

custom 
mathematical 

index 
(R10dB)2. 

FFT was 
applied to the 

electrode 
force signals 
to calculate 

energy 
spectral 

density and 
oscillations. 

The force-based R10dB 
index identified 

expulsion with 100% 
accuracy and quantified 

its intensity. 

15 
[74] 

Application of 
continuous wavelet 
transform based on 
Fast Fourier 
transform for the 
quality analysis of arc 
welding process 

2023 

Signal 
Filtering & 
Frequency 

Analysis for 
Energy 

Distribution 

Analyze and 
evaluate arc 

welding process 
parameters, such 
as the effect of 

shielding gas on 
the weld, 

welding skills, 
and 

consumables. 

Continuous 
Wavelet 

Transform 
(CWT) 

combined with 
Fast Fourier 
Transform 

(FFT). 

The primary 
parameters for 

analyzing 
welding 

dynamics, 
Arc voltage, 
and Current 
signals were 
processed by 

FFT. 

Skilled welders showed 
longer steady-state 
voltage and shorter 

instability periods. E7018 
electrodes favored short-

circuiting transfer. 

16 
[75] 

Measurement of spot 
welding nugget 
diameter using power 
spectral density 
variation of laser 
ultrasonic Lamb 
wave 

2023 Quality 
Monitoring 

Develop a novel 
method for 

measuring the 
nugget diameter 
in RSW using 
laser ultrasonic 

detection (LUD) 
technology 
under non-

contact 
conditions. 

Physical and 
mathematical 
models (FFT 

and a geometric 
model). 

FFT was 
utilized to 
analyze the 

power spectral 
density (PSD) 

ultrasonic 
Lamb wave 
signals in the 
nugget area. 

Using LUD allowed for 
completely non-contact 

and non-destructive 
measurements of the 

nugget diameter with an 
accuracy of within 0.2 

mm. 

 
2 The study introduced a novel index, R10dB, calculated from the residual energy of the force signal in the frequency domain. 
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Table 3-3: Fast Fourier Transform Papers Summary. 
Study 

No. Article Title Year Group Aim Methodology FFT Info Main Findings 

 

17 
[76] 

Spot Weld 
Inspections Using 
Active 
Thermography 

2022 Quality 
Monitoring 

Identify the best 
active 

thermography 
technique for 

inspecting RSW 
in the 

manufacturing 
process by 

comparing light 
heating and 
induction 

heating methods. 

Integrating 
active 

thermography 
and advanced 

signal 
processing 
(FFT and 

PCA). 

FFT was 
applied to the 

thermal 
signal 

obtained from 
light heating 
to analyze 
phase and 
amplitude 
variations. 

The combination of 
induction heating and 
PCA emerged as the 

most effective approach, 
offering precise thermal 
imaging and adaptability 

for automation. 

18 
[77] 

Ultrasonic 
Nondestructive 
Evaluation of 
Porosity Size and 
Location of Spot 
Welding Based on 
Wavelet Packet 
Analysis 

2020 Defect 
Detection 

Detect 
porosities3 

through NDT to 
develop more 

accurate 
characterization 

in RSW. 

Wavelet Packet 
Technique 
and FFT. 

Analyzing 
Ultrasonic A-
scan signals4 

and 
identifying 

characteristic 
frequencies. 

Wavelet packet 
decomposition, along 

with FFT, improved the 
porosities detection. 
Also, using FFT, a 

characteristic frequency 
of 7 MHz was identified 
to distinguish between 
nuggets and porosities. 

19 
[78] 

Classification of spot-
welded joint strength 
using ultrasonic 
signal time-frequency 
features and PSO-
SVM method 

2019 Quality 
Monitoring 

Classify RSW 
joint quality 
according to 
tensile shear 

strength using 
ultrasonic 

detection signals 
and advanced 

feature 
extraction 
methods. 

PSO-SVM and 
BP Neural 

Network, along 
with FFT. 

FFT was 
applied to 
ultrasonic 
signals to 
identify 
internal 

defects and 
nugget 

properties. 

Combining ultrasonic 
signal processing with 

advanced machine 
learning techniques 

effectively classifies spot 
weld quality.  

PSO-SVM classifier 
outperformed the BP 

neural network, 
achieving a 95% 

classification accuracy. 

20 
[79] 

Fast Fourier 
Transformation of 
emitted noises from 
welding machines 
and their 
classification with 
acoustic method 

2017 
Frequency 

Analysis for 
Energy 

Distribution 

Analyzing the 
sound signal to 
classify welding 
machine types 

(RSW, Arc 
Welding, Gas 

Metal Arc 
Welding) 

ANN, along 
with FFT. 

FFT was used 
to transfer 

sound signals 
emitted by 

machines to 
the frequency 

domain. 

The best model was the 
ANN model, with an 
overall accuracy of 

99.82%. Also, the gas 
metal arc welding 

machine had the highest 
classification error.  

 
 
By exploring the Scopus database, the use of DR, voltage, and current information for real-
time weld quality monitoring has advanced significantly, but the function of electrode force 
signals is still poorly understood. The integration of electrode force signals into a full 
predictive framework is still limited despite studies like those in Table 9 showing the 
potential of electrode force in monitoring electrode degradation and calculating weld 
strength. For electrode force data in RSW, existing research lacks a solid methodology that 
integrates machine learning models with sophisticated signal processing techniques like Fast 
Fourier Transform (FFT). 
 

Based on Table 3-3 FFT has been generally used for analyzing signal characteristics, 
identifying defects, and enhancing process stability. However, its use in electrode force 
signals in RSW is limited, and further research is required to analyze its potential to provide 

 
3 Refers to small voids or holes that basically trap gas bubbles or air in welding. It can be formed in the weld nugget or surrounding 
area; it is a kind of defect.  
4 These signals contained information about acoustic absorptivity and material structure, which varied with porosity size and location. 
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deeper insights into the frequency-domain behavior of force signals. This research aims to 
address this gap by proposing a novel approach that employs electrode force signals, 
analyzed by FFT and machine learning methods, to predict weld quality in real-time. This 
method offers a non-intrusive way to convert electrode force signals into the frequency 
domain, which enhances the accuracy and reliability of RSW procedures and extends our 
understanding of how force changes impact weld quality. In addition to filling the gap in the 
literature, this study offers a new perspective on RSW quality monitoring that is consistent 
with Industry 4.0 area and smart manufacturing. 
 

3.6  Summary 
In this chapter, by digging in the Scopus database, trends and subjects of the studies in 
welding were explored. Then, more detailed analyses were done on the Resistance Spot 
Welding, and the use of the electrode force in the quality monitoring was analyzed. In the 
end, studies explored the area of Fast Fourier Transform in welding, and the factors used in 
FFT analysis were investigated.   
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Chapter 4. Experimental Campaign  
 

In this chapter, the laboratory experiment conducted to extract the foundational dataset for 
this thesis will be discussed in detail. This dataset served as the basis for subsequent 
analysis, to extract the hidden patterns and the development of the predictive models to 
evaluate the quality of the RSW.  
 

4.1  Objective 
 

The primary goal of this experimental campaign was systematically generating a series of 
spot welds by RSW machine placed in J-Tech laboratory at Politecnico di Torino. To explore 
the effect of welding parameters- specifically the welding current and electrode force- on 
the weld quality, different unique combinations of them were established to explore their 
effects. For each set of parameters 3 to 4 spot welds were created to ensure repeatability and 
reliability of the results. To assess the quality of these welds, two critical metrics were 
analyzed: the size of the nugget and its peak-load capacity, based on the tensile-shear test.  
During the experiments, electrode force and electrode displacement, which are critical 
process signals, were monitored and recorded. The dataset included both process signals and 
the weld outcomes, which was essential for data analysis, specifically for predictive model 
development. 
The following subsections will discuss in detail the RSW machine specifications, the 
materials, the types of electrodes utilized, and the welding cycle. This will help provide a 
better understanding of the methodology used to generate the dataset.  
 

4.2  RSW machine, materials, and electrodes 
 

A medium-frequency direct current (MFDC) RSW machine, integrated with a TE700 control 
unit from TECNA®, was utilized to implement an efficient, reliable, and precise industrial 
application and detailed experiment.  
Using MFDC instead of traditional alternating current (AC) systems led to a more stable 
environment with consistent heat generation and improved welding parameters control, 
which is crucial for ensuring uniform weld quality. Moreover, the TE700 Control Unit 
allows for accurate control of different parameters like current, time, and electrode force.  
Advanced sensing equipment was employed to monitor the process in real-time. A 
magnetostrictive linear position sensor (Temposonics R-series) was utilized to measure the 
electrode displacement, with a high-resolution measurement of 2 μm. Simultaneously, a 
certified piezoelectric surface strain sensor (Kistler Italia, model 9232A) was used to capture 
electrode force.  
Both signals- electrode displacement and force- were recorded every 40 kHz to form a 
detailed dataset. This high-resolution dataset allows for detecting subtle variations in the 
welding process, which plays a critical role in understanding and revealing the existing 
patterns and relationships between welding parameters. 
 

Table 4-1: TECNA® DC welding machine specifications 

Supply voltage [V] Supply frequency 
[Hz] 

Phases Nom. power (50% 
d.c.) [kV A] 

400 5 3 200 
Max. power [kV A] Sec. nominal 

voltage [V ] 
Max. welding 
current [kA] Max. force [daN] 

650 11.5 64 1242 
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4.2.1 Material Specifications 
 

To conduct the welding experiment, DP600 dual-phase steel strips with 45 mm × 105 mm × 
1 mm dimensions were chosen. This choice was made regarding the ISO 14273 standard to 
ensure consistency and applicability to industrial processes. Moreover, to replicate spot 
welding conditions, the test specimens featured a 35 mm overlap based on the standard.  
 

4.2.2 Electrode Specifications 
The choice of electrodes plays a critical role in the welding process and its quality. The 
factors considered in choosing the proper electrode are optimal contact and current density.   
In this experimental campaign, Truncated Cone Electrodes with a tip diameter of 5 mm were 
employed, which is aligned with the expectations. The electrodes utilized were classified as 
ISO 5182 A2-2, a material known for its high thermal and electrical conductivity and 
excellent wear resistance made of copper-chrome-zirconium (CuCrZr) alloy. The reason for 
choosing this alloy is its wide use in the industry because of its durability and ability to 
maintain a stable performance in high temperatures. 
To condition and align the electrodes, approximately 50 preliminary welding spots were 
performed, which were new at the start of the experiment.  
 

4.2.3 Cooling System 
 

The other factor in achieving high-quality welds is the cooling system, which is important 
to prevent overheating and ensure the longevity of the electrodes. In this experimental 
campaign, a water-cooling system was employed, with a temperature of 20°C and a flow 
rate of 4 liters per minute. This setting obeys international standards that can be correlated 
with industrial-scale welding processes.  
Figure 4.1 depicts the welding machine present in the laboratory used for this experimental 
campaign. 
 
 

Figure 4.1: RSW welding machine employed in experimental campaign. 
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4.3  Campaign welding cycle 
 

Welding cycle parameters were selected based on the ISO 14373:2015 standard, ensuring 
consistency and reliability in the experimental campaign process. The parameters, which 
are time intervals for different welding phases, are another quality-affecting factor.  
 

4.3.1 Weld Time Characteristics 
 

Table 4-2: Weld Time Characteristics. 
Time Interval Time (ms) Definition 

Up-slope 25 
During this time, the welding current increases gradually to 
reach its peak value, which is important to reduce the risk of 

expulsion and material damage.  

Weld Time 200 
During this time, the peak value of the welding current is 
applied, which directly impacts the size and quality of the 

weld nugget.  

Down-slope 25 
During this time, the welding current decreases gradually to 

reach its peak value, reducing the risk of cracking and 
structural weaknesses.  

 

4.3.2  Welding Cycle Parameters 
 

Table 4-3: Welding Cycle Parameters 
Time Interval Time (ms) Definition 

Squeeze 1 1200 It is the time needed by the electrode to move down. 

Squeeze Time 300 During this time, the electrodes are pressed together before 
the current is introduced. 

Weld Time 250 It is the summation of up-slope, weld time, and down-slope.  

Hold Time 300 During this time, the electrodes are pressed together after the 
current stops. 

Off Time 200 The interval between welding operations ensures the weld 
system and electrodes cool down.  

Idle Time 0.00 Indicating no additional waiting time between successive 
operations.  

 
 

Figure 4.2: Specimen 18 after welding. 
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Chapter 5. Proposed Methodology 
 

5.1  Objective 
 

In this section, we will provide a comprehensive overview of the proposed methodology 
utilized in this thesis. As previously discussed, the approach leverages Fast Fourier 
Transform (FFT) for signal analysis, along with machine learning algorithms, to predict weld 
quality. This methodology integrates advanced data processing techniques with real-time 
signal monitoring to offer a more accurate, non-invasive evaluation of weld integrity. The 
combination of FFT and machine learning enables us to transform time-domain data into 
actionable insights, paving the way for more precise predictions of key quality indicators 
and ultimately enhancing the efficiency and reliability of the resistance spot welding process. 
 

5.2  About the Study 
 

• Aim of the study: This study aims to use electrode force data in the frequency 
domain to predict the nugget size of the weld, which will result in the evaluation of 
the weld quality.   

• Methods: The framework used in this study is the data mining framework. 
Supervised Regression Machine Learning models were implemented on the data 
after using the Fast Fourier Transform (FFT) to convert the electrode force signal 
from the time domain to the Frequency domain. 

 

5.3  Methodology Implementation Steps 
 

This section discusses in detail the entire data mining process employed in this thesis. The 
data mining pipeline introduced in the second section was used to develop a systematic 
approach. Each pipeline step will be discussed in detail in the following subsections.  The 
data mining approach was the basis for extracting patterns and building predictive models 
to enhance the understanding of RSW quality. The following scheme (Figure 5.1) shows an 
overview of the work done.  

 
Figure 5.1: Methodology Framework for Resistance Spot Welding Data Analysis in this Thesis. 

5.3.1 Data Acquisition 
The dataset was gathered at the Tech-Lab of Politecnico di Torino. The process and 
conditions of data gathering were discussed in detail in the Chapter 4. The data set 
consists of 50 data files related to Resistance Spot Welding (RSW), each with 15 
features. For this study, all 50 files were analyzed, focusing on the key feature: 
Electrode Force. 
 

5.3.2 Data Pre-Processing and Understanding 
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5.3.2.1  Data Understanding 
To begin, the feature of interest—Electrode Force—was extracted from the 50 
datasets available. The Python code used for this step is shown in Figure 5.2, 
illustrating how it processes each file in the folder to extract both the Electrode Force 
and Secondary Current features.  
 

 
           Figure 5.2: Python Code- Extracting Electrode Force and Secondary Current Columns 

Before proceeding with the analysis, the data was checked for missing values, and 
none were found. Afterward, some basic statistical analysis was performed to 
understand the data better. The summary of this analysis is presented in the Table 
5-1. 
 
 
 
 
 
 
 

 
 
The above histogram (                        Figure 5.3) shows the distribution of Electrode 
Force (kN) across 50 datasets. The red line represents the fitted Weibull distribution. 
Most welding operations use relatively low Electrode Force, while higher values are 
much less common. This pattern is expected, as most welds are performed within a 
typical range of forces. The less frequent higher values could be due to specific issues 
like equipment problems or unusual operating conditions. 
 

 
                        Figure 5.3: Electrode Force (kN) Distribution 

Table 5-1: Electrode Force Statistical 
Characteristics 

Statistical Measures Measure (kN) 
Mean  1.98309903 
Standard Deviation 0.62253664 
Min 0.000000 
Max 9.05034645 
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Understanding this distribution is important because Electrode Force plays a 
significant role in weld quality. Studying these patterns provides a clearer idea of 
normal operating conditions and helps identify any unusual occurrences that might 
need attention. 
Then, graphs for Electrode Force (kN) versus Time (s) were plotted. Figure 5.4 
shows these graphs for two spots, 16 and 23. 
 

 
                                                                   Figure 5.4: Electrode Force (kN) vs. Time (s) 

The graphs clearly show noticeable differences in Electrode Force across various 
welding points. The specific time intervals needed for further data extraction were 
identified by analyzing these graphs. From previous studies and graph patterns, it 
became evident that the welding phase is the most important period for nugget 
formation. This phase is critical because the quality of the nugget depends heavily 
on it. During this time, three key factors—Electrode Force, Welding Time, and 
Welding Current—play a critical role. By focusing on these parameters, higher-
quality welds can be achieved. The yellow highlight in the Figure 5.5 shows the 
welding time, and the graph on the right-hand shows force vs time in that unique 
time window.  

 

5.3.2.2  Target Variable 
To understand better the target variable-nugget size- some statistical analysis was 
done. The following Figure 5.6 shows the distribution of the nugget, the majority of 
the values are concentrated around 5.5 mm, there are also some data in the lower end 
of the distribution around 2 and 3 mm. The fit (red line) suggests a bell-shaped 
distribution but the slight skewness implies another distribution might fit better like 
lognormal distribution. One of the critical results of this analysis is that for a better 
result more data are needed to be collected, as the amount of data at the lower end is 
small, can cause a poor performance for the prediction of nuggets with the smaller 
size. The statistical characteristics of the nugget are presented in the Table 5-2. 

Figure 5.5: Analysis of Electrode Force (kN) vs. Time (s) During Welding Time. 
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5.3.2.3  Data Transformation to Frequency Domain 
As discussed in the first chapter, analyzing data in the frequency domain can reveal 
patterns and characteristics that might not be visible in the time domain, making the 
data more accessible to interpret. In this thesis, the Discrete Fourier Transform (DFT) 
was applied to transform the Electrode Force data from the time domain to the 
frequency domain. 
DFT was an appropriate choice for this transformation since the data was collected 
at intervals of 2.5×10⁻⁵ seconds. However, to make the process more efficient, the 
Fast Fourier Transform (FFT) was used instead. FFT performs the same 
transformation as DFT but is much faster, reducing the complexity from O(n²) to O 
(n log n), which greatly improves computational efficiency. 
Also, the unit of magnitude was converted to decibels (dB) using the following 
formula: 
 

𝐿𝑑𝑏 = 20 log10

𝐹

𝐹𝑟𝑒𝑓
 

• 𝐿𝑑𝑏: Force in decibels (dB) 
• F: Magnitude  
• 𝐹𝑟𝑒𝑓: Reference magnitude  

In this thesis 𝐹𝑟𝑒𝑓 is equal to the maximum measured magnitude.  

Table 5-2: Nugget Siza Statistical 
Characteristics 

Statistical Measures Measure (mm) 
Mean  5.243200 
Standard Deviation 0.932927 
Min 1.800000 
Max 6.700000 

Figure 5.6: Distribution of Nugget (mm). 



63 
 

The following code was used for this transformation: 

 
Regarding the selection of a range of the frequency of interest, three different 
frequency ranges—0–300 Hz, 300–1000 Hz, and above 1000 Hz—were taken into 
consideration. Frequencies above 1000 Hz, which are mostly dominated by noise and 
contribute minimal energy, were excluded in the first step, which reduces 
computational effort and simplifies the analysis. Finally, the energy distribution 
across the two remaining ranges for each of the 50 datasets was compared, presented 
in the graph below. As shown in Figure 5.8, most of the energy is concentrated in the 
0–300 Hz range. Thus, this range was chosen for the analysis. 
 

5.3.3 Feature Extraction 
 
To implement effective data mining for this thesis, various features extracted from 
the Electrode Force Signal in the frequency domain constructed a dataset. These 
features provide insights into the signal’s characteristics and are crucial for 
meaningful analysis. The extracted features were categorized into two groups: 

Figure 5.7: Python Code- Converting Electrode Force to 
Frequency Domain and Decibels. 

Figure 5.8: Energy Distribution Across Different Frequency Ranges. 



64 
 

Statistical and Frequency features, which are presented separately in Table 5-3 and 
Table 5-4.  
 
5.3.3.1  Statistical Features  
These features refer to statistical characteristics of the Magnitude (M) values in the 
frequency spectrum and provide insights into the signal’s energy content distribution, 
variability, and shape.  
In this thesis, seven statistical features were considered, which are presented in detail 
in the following Table 5-3.  
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Table 5-3: Extracted Statistical Features based on Electrode Force in Frequency Domain.  
Feature Description Formula Unite 

Mean Magnitude (dB) Average magnitude value over the frequency spectrum.  
It is an intensity measure for comparison. 𝑀𝑒𝑎𝑛(𝑀) =  

1

𝑁
∑ 𝑀𝑖

𝑁

𝑖=1
 dB 

Standard Deviation of 
Magnitude (dB) 

The variability or dispersion of magnitude values around their mean 
value over the frequency spectrum shows the signal’s energy 

distribution.  
High variability suggests the magnitudes are spread out over a 
broader range, while low variability implies stability [80]. 

𝜎(𝑀) =  √
1

𝑁
∑ (𝑀𝑖 − 𝑀𝑒𝑎𝑛(𝑀))

𝑁

𝑖=1

2

 

 

dB 

Total Signal Power 
(dB²) 

The total energy of the signal is based on squared magnitude values. 
Useful for comparing overall signal strength; abnormal power 
levels may indicate errors. 

𝑃𝑡𝑜𝑡𝑎𝑙 =  ∑ 𝑀𝑖
2

𝑁

𝑖=1
 dB² 

RMS of Magnitude 
(dB)  

Root Mean Square of the magnitude, representing overall signal 
intensity.  
Useful in comparison between signals of different intensities. 

𝑅𝑀𝑆(𝑀) =  √
1

𝑁
∑ 𝑀𝑖

𝑁

𝑖=1

2

 

 

dB 

Skewness of Magnitude 

Asymmetry of the magnitude distribution around its mean, showing 
whether the data leans toward lower or higher magnitudes.  
Provides insight into the distribution’s shape and the nature of the 

signal’s variations [81]. 
𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠(𝑀) =  

1
𝑁

∑ (𝑀𝑖 − 𝑀𝑒𝑎𝑛(𝑀))3𝑁
𝑖=1

𝜎(𝑀)3
 

Dimensionle
ss 

Kurtosis of Magnitude 

Describes the peakedness of the magnitude distribution, indicating 
how sharp or flat the peak is. It also shows the heaviness of the 
distribution’s tails. 
High values indicate sharp peaks or transients; low values suggest a 
flatter signal distribution [82]. 

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠(𝑀) =  

1
𝑁

∑ (𝑀𝑖 − 𝑀𝑒𝑎𝑛(𝑀))4𝑁
𝑖=1

𝜎(𝑀)4
− 3 

Dimensionle
ss 

Spectral Entropy 

A measure of signal complexity or randomness in the frequency 
domain. By analyzing Power Spectral Density, Spectral Entropy 
evaluates how energy is distributed across different frequencies.  
Higher entropy implies a more even distribution of the energy 
across frequencies, while lower value suggests concentrated energy 
[83]. 

𝐻 =  − ∑ 𝑝𝑖

𝑁

𝑖=1
. log(𝑝𝑖 +  10−12),

𝑤ℎ𝑒𝑟𝑒 𝑝𝑖 =  
𝑀𝑖

∑ 𝑀𝑗
𝑁
𝑗=1

 

Dimensionle
ss 
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5.3.3.2  Frequency Features 
Frequency features provide insight into spectrum characteristics, frequency components and the distribution of the energy. These 
features are valuable for understanding frequency-dependent behavior and fault detection.  
 

Table 5-4: Extracted Frequency Features based on Electrode Force in Frequency Domain. 
Feature Description Formula Unite 

Peak Magnitude 
Frequency (Hz)  

The frequency at which the maximum magnitude occurs. 
Might reveal signifacant patterns.  𝑓𝑝𝑒𝑎𝑘 = 𝑓[arg max (𝑀)] Hz 

Peak Magnitude (dB) Maximum magnitude value in the frequency spectrum. 𝑀𝑝𝑒𝑎𝑘 = max (𝑀) dB 

Spectral Centroid (Hz) 

Weighted average of frequencies, indicating the "center of 
mass" of the spectrum. 
Higher Spectral Centroid implies more energy is concentrated 
in higher frequencies [84].  

𝑓𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 =  
∑ 𝑓𝑖𝑀𝑖

𝑁
𝑖=1

∑ 𝑀𝑖
𝑁
𝑖=1

 𝑖𝑓  

∑ 𝑀  ≠ 0 
Hz 

Spectral Bandwidth (Hz) 
The difference between two frequencies at lower and upper 
boundaries. Determines a medium's ability to process various 
frequencies [85]. 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ

=  √
∑ (𝑓𝑖 −  𝑓𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑)2. 𝑀𝑖

𝑁
𝑖=1

∑ 𝑀𝑖
𝑁
𝑖=1

   

𝑖𝑓 ∑ 𝑀  ≠ 0 

Hz 

Low Frequency Power 
(0.0001-50 Hz) (dB²) 

Power in the low-frequency band, showing energy 
concentration in the 0.0001–50 Hz range. 

𝑃𝑙𝑜𝑤 =  ∑ 𝑀𝑖
2

𝑓𝑖∈[0.0001,50]
 dB² 

High Frequency Power 
(200-300 Hz) (dB²) 

Power in the high-frequency band, indicating energy 
concentration in the 200–300 Hz range. 

𝑃ℎ𝑖𝑔ℎ =  ∑ 𝑀𝑖
2

𝑓𝑖∈[200,300]
 dB² 

Frequency Power Ratio 
(Low/High) 

Ratio of power in the low-frequency band to power in the 
high-frequency band, comparing energy levels. 

𝑃𝑜𝑤𝑒𝑟 𝑅𝑎𝑡𝑖𝑜 =  
𝑃𝑙𝑜𝑤

𝑃ℎ𝑖𝑔ℎ
  

𝑖𝑓 𝑃ℎ𝑖𝑔ℎ > 0 , 𝑒𝑙𝑠𝑒 0 
Dimensionless 

30 dB Bandwidth (Hz)* The range of frequencies within 30 dB of the peak magnitude 
indicates the spread of significant energy. 

30 𝑑𝑏 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ
=  𝑓𝑀𝑎𝑥 𝑤𝑖𝑡ℎ𝑖𝑛 𝑏𝑎𝑛𝑑

− 𝑓𝑀𝑖𝑛 𝑤𝑖𝑡ℎ𝑖𝑛 𝑏𝑎𝑛𝑑 
Hz 

Band [𝒙, 𝒚] Hz Energy 
Ratios 

(It is calculated every 50 
Hz. Total 6 features) 

Ratios of energy in each defined frequency band relative to 
the total energy in the 0-300 Hz range.  

𝐵𝑎𝑛𝑑 [𝑥, 𝑦]𝐻𝑧 𝐸𝑛𝑒𝑟𝑔𝑦 𝑅𝑎𝑡𝑖𝑜

=  
∑ 𝑀(𝑓)2

𝑓∈𝑏𝑎𝑛𝑑

∑ 𝑀(𝑓)2
𝑓∈[0,300]

 Dimensionless 
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*30 dB Bandwidth: The reason for choosing 30 dB bandwidth to calculate the bandwidth is depended to the frequency signal of Electrode Force. 
The magnitude of the signal in the range of 0-300 Hz is decreasing while the frequency is increasing, expected to follow an exponential distribution. 
Therefore, based on the graphs of high-quality nuggets, the 30 dB bandwidth should be a small value, and if it increases significantly, it may imply 
issues.  

In the Figure 5.9 the yellow-shaded region shows the frequency range where the signal’s magnitude is within the 30 dB threshold. Figure 
(a) represents the frequency range as it is expected to be, while Figure (b) follows some issues.

Figure 5.9: 30 dB Bandwidth Analysis for Spots 5 & 33. Figure (a) shows a normal bandwidth while Figure (b) shows an 
abnormality.  
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Finally, a dataset with 21 features and 50 records were presented, with nugget size as the target value. 
The Peak Magnitude (dB) was eliminated because it was always equal to zero, and the features were 
decreased to 20. Then, the features were standardized, and target was normalized, to develop more 
accurate models. Standardization ensures models consistency across dimensions and normalization 
leads to smoother learning.   

 
5.3.4 Feature Selection 

Feature selection is one of the most critical steps in data mining. The purpose of this step is to select 
a subset of the features which contains the most information about the whole dataset. Also, it helps 
to construct more accurate models and reduce noise and complexity. The other reason to use feature 
selection in this thesis was that the number of records (50) was small regarding the number of features 
(22). In data mining, having few records and more features will cause weak performance in the 
models, so it is important to balance the number of features and records. Feature selection and its 
types were discussed in detail in previous sections.  
In this thesis, first Pearson Correlation was done to find the most correlated features with each other 
Figure 5.10. Then, the features with ±1 correlation was detected, and one of them was deleted Figure 
5.11.  
As it is evident in the Figure 5.10 between Mean of Magnitude (𝑑𝐵) and Total Signal Power (𝑑𝐵2) , 
also Mean of Magnitude (𝑑𝐵) and RMS of Magnitude (𝑑𝐵) there is a reverse correlation equal to 
−1. On the other hand, RMS of Magnitude (𝑑𝐵) and Total Signal Power (𝑑𝐵2) is a correlation equal 
to 1. Thus, RMS of Magnitude (𝑑𝐵) and Total Signal Power (𝑑𝐵2) were deleted.  
Feature selection was done with two methods, Recursive Feature Elimination (RFE) and Pearson 
Correlation. Both methods were discussed in the Chapter 2. 

Figure 5.10: Features Correlation Heatmap Before the Elimination of the Correlated Features. 
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Figure 5.11: Features Correlation Heatmap After Elimination of the Highly Correlated Features. 
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5.3.4.1  Recursive Feature Elimination (RFE) 
First, RFE was implemented on the 18 features, as discussed RFE is one of the wrapper method’s 
techniques. This kind of method uses data mining models to select a subset of the features. It considers 
the accuracy derived from the interactions between different subsets of features with the model. In 

this thesis, the Linear Regression model was used as the base model in RFE. Figure 5.12 represents 
the related Python code.  
The other important parameter in the feature selection is the selection of the number of features. The 
following graph- Figure 5.12- shows the optimal number of features based on Mean Square Error 
(MSE) and 𝑅2 . Based on this graph, 6-8 features seem to be optimal, where MSE is at its lowest and 
𝑅2 is at its highest. Adding too many features will end up overfitting and will add unnecessary 
complexity to the models. On the other hand, a few features will cause underfitting. As the records 
for this analysis were just 50, the rational choice was to select the minimum number of features while 
obtaining the best performance. Therefore, 6 features were selected.  
 

The selected features are as follows: Mean of Magnitude (𝑑𝐵), Spectral Centroid (𝐻𝑧), Spectral 
Bandwidth (𝐻𝑧), Low Frequency Power (0-50 Hz) (𝑑𝐵2), 30 dB Bandwidth (𝐻𝑧) and Band 0-50 Hz 
Ratio.  

Figure 5.12: Python Code- Feature Selection Based on 
RFE. 

Figure 5.13: Performance of Metrics vs. Number of Selected Features based on RFE Technique. 
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Feature Importance based on Random Forest is shown in the Figure 5.14. 

5.3.4.2  Pearson Correlation  
The other technique used for extracting the most relevant features was Pearson Correlation. Which 
was simply selecting the features with the highest correlation with the target valuable (nugget size). 
This technique is one of the filter methods’ techniques which are based on ranking techniques which 

rank the features regarding their relevance.  The following graph, Figure 5.15, was presented to select 
the number of features. Based on this graph, selecting features around 10-12 can be a good choice. In 
this range, MSE is at its lowest value, and 𝑅2 is improved significantly and it is at its highest value. 
Choosing more features will cause overfitting. Moreover, considering that there are just 50 data points 
also 10-12 features can lead to overfitting, thus considering 8 features is reasonable. Regarding Figure 
5.15 with 8 features both MSE and 𝑅2 are stabilized, ensure simpler and interpretable models with 
strong performance.  

The selected Features were as follows; Standard Deviation of Magnitude (𝑑𝐵), High Frequency 
Power (200-300 Hz) (𝑑𝐵2), 30 dB Bandwidth (𝐻𝑧), Mean of Magnitude (𝑑𝐵), Band 0-50 Hz Ratio, 
Spectral Bandwidth (𝐻𝑧), Frequency Power Ratio (Low/High), Spectral Centroid (𝐻𝑧). 
 

The following figure, Figure 5.16, shows the importance of features based on Random Forest model.  

Figure 5.14: Feature Importance Based on Random Forest for RFE. 

Figure 5.15: Performance Metrics vs. Number of Features for Correlation Feature Selection Technique. 
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Finally, two techniques used for the feature selection were RFE and Correlation, where for RFE, 6 
features and for Correlation, 8 features were selected, which are summarized in the Table 5-5.  
 

 

5.3.5 Modeling  
 

For this thesis, as the target variable is known and continuous, supervised regression models, Linear 
Regression, Decision Tree Regression, Random Forest Regression, SVR, and KNN were used. In this 
section, the performed models will be explored in detail. Moreover, the defined hyperparameters also 
will be proposed.  
Some key points through the modeling:  

• All models were developed in Python, using Jupyter Notebook.  
• The main library used for the codes is Scikit-learn.  
• The same developed model was applied to the two different datasets from two different feature 

selection models, RFE and Pearson Correlation.  
 

5.3.5.1  Linear Regression 
 

It is one of the basic statistical models based on the linear relationship between the dependent variable 
(nugget size) and independent variables (selected features), aiming to predict the target variable.  

 

5.3.5.2  Decision Tree Regression (DT) 
 

Table 5-5: Selected Features Based on Selection Techniques. 
Selected Features Based on Correlation Selected Features Based on RFE 

Spectral Bandwidth (𝑯𝒛) Mean of Magnitude (𝑑𝐵) 
High-Frequency Power (200-300 Hz) (𝒅𝑩𝟐) Spectral Centroid (𝐻𝑧) 
Standard Deviation of Magnitude (𝒅𝑩) Spectral Bandwidth (𝐻𝑧) 
Band 0-50 Hz Ratio                     Low Frequency Power (0.0001-50 

Hz) (𝑑𝐵2) 
Frequency Power Ratio (Low/High)   30 dB Bandwidth (𝐻𝑧) 
Spectral Centroid (𝑯𝒛) Band 0-50 Hz Ratio 
30 dB Bandwidth (𝑯𝒛) 
Mean of Magnitude (𝒅𝑩) 
 

Figure 5.16: Feature Importance Based on Random Forest for Correlation Feature Selection 
and 5-FCV. 
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It is a supervised learning algorithm that learns decision rules derived from features datasets to predict 
the target variable. The hyperparameters tuned for this model were max_depth and max_features, 
which determine the maximum depth of the tree and maximum number of features used for a split. 
The hyperparameters were set as follows:  

• max_depth: [3, 4, 5, 10, None] 
• max_features: [sqrt, log2, None] 

 

5.3.5.3  Random Forest Regression (RF) 
 

It is an ensemble learning technique to have a more accurate performance, build multiple decision 
trees during training, and merge their prediction to provide more stable results. The 
hyperparameters tuned for this model were n_estimators, bootstrap, and max_depth. Which 
determines the number of decision trees in Random Forest, whether bootstraps are used while 
building decision trees, and the maximum depth of each decision tree. They were set as follows: 

• n_estimators: [10,15, 20, 25, 30, 35] 
• bootstrap: [True, False]  
• max_depth: [None, 3, 4, 5, 10, 15] 

 

5.3.5.4  Support Vector Regression (SVR) 
 

Support Vector Regression (SVR) is another learning algorithm that extends Support Vector 
Machine (SVM). Like most learning techniques, SVR also has some hyperparameters to set. 
Four of them were chosen to be tuned in this thesis: C, epsilon, kernel, and gamma. C is a 
regulator between minimizing the training error and simplifying the model; epsilon defines the 
width of the margin of tolerance of errors and kernel matches the similarity between new data 
points. The hyperparameters were set as follows:  

• C: [0.1, 0.4, 0.6] 
• epsilon: [0.01, 0.1, 0.5, 1] 
• kernel: [linear, rbf, poly] 
• gamma: [scale, auto] 

 

5.3.5.5  k-Nearest Neighbor (KNN) 
 

K-Nearest Neighbor is another learning algorithm that works based on the assumption that similar 
data are close to each other. The most important parameter to set for this algorithm is the number of 
neighbors. Although there are other hyperparameters also to be set in this thesis, the following ones 
were taken into consideration: 

• n_neighbors: [1, 2, 3, 4, 5],  
• weights: [uniform, distance], 
• metric: [euclidean, manhattan, minkowski] 

 
n_neighbors is the number of neighbors, weights is the weight given to each neighbor, which can be 
equal for all or based on their distance, and metric is basically the way in which the distance is 
measured.  
 

5.3.5.6  Ensemble Stacking 
 

The last technique used was the Ensemble method, which combines different learning methods to 
offset their individual weaknesses. Among different models, a stacking regressor model was used, 
combining base models SVR, Random Forest Regression, and Decision Tree Regression with the 
meta-model linear regression. The reason for choosing these models as base was their diversity and 
their good performance; thus, the best hyperparameters tuned individually for each of them were used 
to train this model.  
 

5.3.6 Hyperparameters Tuning 
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As mentioned in the modelling section, each model has hyperparameters that have to be set. The careful 
setting of these parameters plays a critical role in the accuracy and reliability of the models by 
controlling the behaviour and the performance of the models during training and prediction. They 
significantly influence the models' ability to generalize to unseen data.  
In this study, an automated hyperparameter tuning using GridSearchCV was utilized, which is a 
hyperparameter tuning tool in the sci-kit-learn library in Python. This tool works based on Grid Search 
and determines the best hyperparameter set that maximizes the performance of the model [86]. In the 
algorithm, first, the hyperparameters of interest with their corresponding measures are defined, then 
GridSearchCV exhaustively searches through all possible combinations of these parameters to identify 

the configuration that minimized the negative mean absolute percentage error (MAPE) during 5-fold 
cross-validation. Cross-validation ensures the accuracy and performance of the chosen hyperparameters 
by evaluating each hyperparameter combination on multiple data splits. As an example, Figure 5.17 
shows the developed code for hyperparameter tuning for the Random Forest Regression model. 
Then, the model is trained based on the best hyperparameter configurations. Furthermore, to ensure the 
performance of the optimized model, both the Mean Squared Error (MSE) and R² scores are calculated. 
The MSE, retrieved from GridSearchCV, represents the average error during the hyperparameter tuning 
process across all folds of the data. This gave a precise measure of the model’s prediction accuracy 

during training. To further validate the model, 5-fold cross-validation is used to calculate the R² score, 
which shows how much of the target variable’s variation is explained by the model. By averaging the 

R² scores across all folds, an overall picture of how well the model generalizes to different parts of the 
data is obtained. Together, these metrics confirmed that the model is not only accurate, as shown by a 
low MSE, but also effective at explaining the relationships in the data, indicated by a high R² score. 
This ensures that the model is reliable and ready for predictions. The following codes are used for this 
section (Figure 5.18).  

 
Figure 5.18: Python Codes for the Evaluation of the Model with Best Hyperparameters. 

Figure 5.17: Python Code for Hyperparameter Tuning. 
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5.3.7 Validation and Evaluation 

Evaluation is one of the most important steps in data mining, and it ensures the performance, 
reliability, and generalizability of predictive models. It includes the use of cross-validation, train-test 
split, and bootstrapping, which evaluates the model's ability to generalize on unseen data and avoid 
overfitting. Evaluation metrics such as Mean Absolute Percentage Error (MAPE), Mean Square Error 
(MSE), R-squared, etc., are used to evaluate regression models. In this study, train-test split, 5-fold 
Cross-Validation (5-FCV), and Leave One Out Cross-Validation (LOOCV) were applied to the 
trained model to evaluate the performance of the different models on unseen data. MAPE and MSE 
were used for the evaluation. In the following, as an example, the code developed for each evaluation 
method for one of the models will be shown and discussed in detail. 
 

• Train-Test Split 
In this method, first, the dataset was split into two subsets: a training set for model 
development and a testing set for performance evaluation. The dataset was split randomly 
with an 80-20 ratio, where 80% was used for model training, and the rest, 20%, was kept 
unseen during the training for model testing. Then the model is defined, hyperparameters were 
tuned, and the training of the model was done based on the model with the best 
hyperparameters. Finally, the trained model was evaluated by the 20% unseen test data, and 
the evaluation metrics, such as MAPE and MSE, were calculated to assess the model’s 
accuracy and generalization performance. 
The following Figure 5.19 shows the Python code used for the Decision Tree Regression 
model with the Train-Test evaluation method.  
 

 
Figure 5.19: Python Code for Modeling based on Train-Test Evaluation. 

• 5-Fold Cross-Validation  
In this validation method, unlike the Test-Train split the dataset is not divided into two subsets, 
and the validation is not done just once instead the dataset is divided into five equally sized 
folds, where in each iteration, four folds are used for training and the remaining one is used 
for testing. This process is repeated five times, with each fold serving as the test set exactly 
once. The performance metrics, including Mean Squared Error (MSE), and Mean Absolute 
Percentage Error (MAPE) are calculated for each fold. These metrics are averaged across all 
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folds to provide a comprehensive assessment of the model’s performance, reducing the risk 

of overfitting or underfitting. This approach ensures that the model is tested on all parts of the 
dataset, providing a robust estimate of its accuracy and reliability. In the following code first 
the model was defined, then the hyperparameter tunning was done, and based on the model 
tuned with best hyperparameters the 5-FCV evaluation was done on the dataset. Finally, 
MAPE and MSE are averaged across all 5 iterations.  

 

                         Figure 5.20: Python Code for Modeling based on 5-fold Cross-Validation. 

• Leave One Out Cross-Validation  
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This method of evaluation is similar to 5-FCV, but instead of sub setting the dataset into 5 
folds, each iteration of LOOCV leaves one data point out as the test set while using the rest of 
the dataset for training. This process is repeated for each datapoint, ensuring all datapoint is 
used once as validation. MAPE and MSE are calculated in each iteration and in the end the 
average of them is calculated to provide a final evaluation of the model’s performance. The 
Python code developed in this thesis is shown in Figure 5.21: Python Code for Modeling based 
on LOOCV Evaluation Method.. 

5.4  Neural Network 
A Python code was developed for the Neural Network (NN). This code used TensorFlow/Keras 
library: the code leverages TensorFlow for its computational power and Keras for its simplicity and 
ease of use in designing neural network models. The developed NN is based on a single hidden layer 
and an output layer for regression tasks. It is systematically test different combinations of 
hyperparameters (number of neurons, batch size, and epochs) to identify the best-performing 
configuration. Moreover, for each hyperparameter combination, the model is trained and evaluated on 
individual folds of LOOCV, and metrics like Mean Squared Error (MSE) and Mean Absolute 
Percentage Error (MAPE) are calculated for performance assessment. The developed model will be 
discussed in detail in the following: 

• Reproducibility Setup: To ensure consistency and reproducibility in the results across different runs 
the reproducibility setup is used. This is set for all the libraries that produce randomness including 
Python’s random, NumPy, and TensorFlow. The main aim of reproducibility is to ensure that training 

and testing results remain the same each time the code is run, and Threading configuration limits 
parallel threads for consistent execution across different runs. 

• Neural Network Model Definition: It uses Keras Sequential to create the model which contains 
input layer, hidden layer, and output layer. The input layer contains neurons which is equal to the 

Figure 5.21: Python Code for Modeling based on LOOCV Evaluation Method. 
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number of features in the dataset. The model includes one hidden layer with a customizable number 
of neurons (neurons parameter), which are fully connected (Dense) and use the ReLU (Rectified 
Linear Unit) activation function. The output layer consists of a single neuron without an activation 
function. The model uses Adam optimizer, which can be used to define the learning rate. The loss 
function is set to Mean Squared Error (MSE), which calculates the average squared difference 
between predicted and actual values, making it suitable for regression tasks. Additionally, the model 
tracks MAPE and MSE as performance metrics. 

• Hyperparameter Grid Setup: This part defines the range of hyperparameters to be tunned, in this 
thesis three hyperparameters were chosen to be set.  

• neurons: [3, 4, 6, 10],  
• epochs: [250,350,500,750],  
• batch_size: [2, 4, 5, 10], 

Then the hyperparameters are tunned based on LOOCV, which evaluated each combination.  
• Model Training and Evaluation: This part of the code, train the model on the training set and tests 

on the testing set based on LOOCV. Then for evaluation MSE and MAPE are calculated by averaging 
them across all folds to summarize their overall performance. This process is computationally 
intensive, especially for neural networks, as the model is trained repeatedly for each fold.  
 

This model developed and run on three sets of data, complete dataset, dataset from the feature 
selection based on RFE and Correlation. 

 

5.5  Time-Domain Analysis 
This thesis is mainly based on frequency-domain analysis of RSW electrode force data, but the idea 
came out after analyzing the same data based on time-domain features. To find out how frequency-
domain analyses will perform compared with time-domain. The dataset used contains the same data 
points in this thesis, but instead of features based on the frequency domain, the features based on the 
time domain were developed; Nine features with 50 records presented in Table 5-6. The same models 
were developed based on RFE feature selection and the LOOCV method as a validation technique. 
The reason for choosing RFE is that it is a more robust and effective technique for feature selection. 
Moreover, RFE can systematically eliminate irrelevant or redundant features, improving model 
interpretability and reducing overfitting. Also, it captures the features’ interactions.  
The reason for choosing LOOCV as the validation method is that it is particularly well-suited for small 
datasets. It maximizes the use of available data for training while still providing a reliable estimate of 
model performance. 
 

Figure 5.22: Performance Metrics vs. Number of Features Based on RFE- Time Domain Feature Selection. 
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Above Figure 5.22 shows the optimum number of features to select for Time-Domain features based 
on RFE feature selection. Out of nine features, 6 features were selected, the selected features were as 
follows: f_max, f_max_time, f_slope_befmax, f_std, f_iqrs, and f_medi_abs_dev.  

 
Table 5-6: Description of Time-Domain complete nine features. 

Feature Description 
f_max The highest force value. 
f_max_time The time at which the maximum force occurs. 
f_slope_befmax The rate of change of the force signal before its maximum value. 
f_std Measures the variability of the force signal over time. 
f_iqrs The difference between third and first quartile. 
f_medi_abs_dev The median of the absolute deviations from the median force value. 
f_slope_aftmax The rate of change of the force signal after reaching its peak. 
f_skew Measures the asymmetry of the force distribution. 
f_variations Measures the force signal fluctuations throughout the welding process. 

 
5.5.1 Time-Domain vs Frequency-Domain 

 

In the end, the features of the time-domain and selected feature based on RFE for the frequency-domain 
were combined, and all models were performed on them to compare the results with the developed 
models based on time-domain features and models based on Frequency-Domain features. In this 
model, LOOCV was also used as validation, and RFE was used as a feature selection model. In this 
dataset there were 15 features, 6 of them were selected features of Frequency-Domain based on RFE 
method and 9 of them were the Time-Domain based features.  

Based on the Figure 5.23 the optimal number of the features is seven, where the 𝑅2 is in its maximum 
and MSE in its minimum. The selected features were as follows: f_iqrs, f_medi_abs_dev, Mean of 
Magnitude (dB), Spectral Bandwidth (Hz), Low Frequency Power (0.0001-50 Hz) (dB²), 30 dB 
Bandwidth (Hz), and Band 0-50 Hz Ratio.  
The results showed that just 2 of the Time-Domain features were among the selected features based 
on the RFE and the rest 5 features among the 7 features were Frequency-Domain features.  

 

5.6  Summary 
In this chapter, the methodology used in this thesis was discussed in detail, from the data pre-
processing to the evaluation of the models. All the models developed for this work were explored in 
detail with examples of the codes in Python, as well as by the hyperparameters settings. In summary, 
six well-known regression models were employed: Decision Tree, Random Forest, Linear Regression, 

Figure 5.23:Performance Metrics vs. Number of Features Based on RFE- Time & Frequency Domain Feature Selection. 
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SVR, KNN, and Ensemble Stacking. The features selection methods used were RFE and Correlation 
and the models were validated by three methods: Test-Train Split, 5-FCV, and LOOCV. Moreover, 
the Neural Network code was proposed and explored on the three types of datasets, selected features 
based on RFE, Correlation, and the complete features.  
In the Table 5-7 the selected features based on different features selectin methods and different 
developed features are presented.  

 

 
 
 
 

Table 5-7: Selected Features Based on Time-Domain , Frequency-Domain , and Time & Frequency 
Domain and Feature Selection Techniques. 

Frequency- Domain 
Correlation (8- Features) 

Frequency-Domain 
RFE (6- Features) 

Time-Domain 
RFE (6-Features) 

Time & Frequency-Domain 
RFE (7-Features) 

Spectral Bandwidth (𝑯𝒛) Mean of Magnitude 
(𝑑𝐵) f_max f_iqrs 

High-Frequency Power 
(200-300 Hz) (𝒅𝑩𝟐) 

Spectral Centroid (𝐻𝑧) f_max_time f_medi_abs_dev 

Standard Deviation of 
Magnitude (𝒅𝑩) 

Spectral Bandwidth 
(𝐻𝑧) f_slope_befmax Mean of Magnitude (𝑑𝐵) 

Band 0-50 Hz Ratio                     Low Frequency Power 
(0.0001-50 Hz) (𝑑𝐵2) f_std Spectral Bandwidth (𝐻𝑧) 

Frequency Power Ratio 
(Low/High)   

30 dB Bandwidth (𝐻𝑧) 
f_iqrs 

Low Frequency Power 
(0.0001-50 Hz) 
 (𝑑𝐵2) 

Spectral Centroid (𝑯𝒛) Band 0-50 Hz Ratio f_medi_abs_dev 30 dB Bandwidth (𝐻𝑧) 
30 dB Bandwidth (𝑯𝒛) Band 0-50 Hz Ratio 
Mean of Magnitude (𝒅𝑩) 
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Chapter 6. Results 
 

6.1  Objective 
 

In this chapter, the results of all models developed in the last chapter will be discussed and compared 
in detail. At the end of the chapter, the results of the time-domain models and frequency-domain will 
be compared. The reason for this comparison is to find out if analyzing the RSW electrode force data 
in the frequency domain can outperform the same analysis in the time domain or not.  
 

6.2  Machine Learning Models Results 
 

In this section, the results of each machine learning model will be proposed, and the results of the 
hyperparameter tuning will also be shown.  
Moreover, for each model there is a graph showing Actual vs Predicted Nugget Size a comparison 
between actual and predicted nugget sizes (mm) based on the welded spots are presented, based on 
LOOCV validation technique. The dashed lines connect the actual and predicted points, showing the 
prediction error for each sample, the length of the dashed size represents the value of the error, if it is 
longer the error is higher, and if there is no dashed line between them so the model predicted that spot 
perfectly. These graphs will be discussed for each model separately in the following sub-sections. 

6.2.1 Results of Linear Regression 
 

In Table 6-1 the results of three different validation methods with two different feature selections 
for linear regression are provided. Based on this table and Figure 6.1: Comparison of Validation 
Methods for Linear Regression Using MSE and MAPE Metrics. following results can be achieved: 

• RFE: Significantly outperforms the Correlation technique in both metrics (MSE and MAPE), 
suggesting that RFE is more effective in selecting relevant features in this model. 

• Correlation: This type of feature selection is not a good choice since the results for both MSE 
and MAPE are worse than RFE.  

• Train-Test Split: Has the weakest performance, especially with Correlation-based FS, due to 
the small size of the dataset. 

• LOOCV: Consistently provides the best results in both feature selection techniques, which is 
expected as it minimizes bias by training on nearly the entire dataset. 

• 5-FCV: Shows strong performance for both RFE and Correlation, slightly underperforming 
compared to LOOCV for RFE but outperforming LOOCV for Correlation. 

Linear Regression may not be the best model developed for this dataset, however RFE based 
feature selection and LOOCV as validation can be a good combination to utilize this model.  

 
 

Table 6-1: Linear Regression Performance Metrics Across Feature Selection and 
Validation Techniques. 

FS Technique Validation MSE MAPE 

RFE 
Train-Test (20%-80%) 0.862 0.194 

5-FCV 0.489 0.117 
LOOCV 0.449 0.113 

Correlation 
Train-Test (20%-80%) 1.573 0.264 

5-FCV 0.678 0.146 
LOOCV 0.696 0.149 
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• Actual vs Predicted Nugget Size (Linear Regression) 
 

In the Figure 6.2: Actual vs Predicted Nugget Size - Linear Regression (Left Plot: RFE and Right 
Plot: Correlation). 

 
Figure 6.3Figure 6.4 a comparison between actual and predicted nugget sizes (mm) based on the 
welded spots are presented, which is specifically for LOOCV validation. Based on this figure both 
models capture the nugget size, but there are significant variations in some of the spots. However, 
variations between RFE is slightly better than Correlation, which demonstrates RFE is performing 
better than Correlation. 

 

 
6.2.2 Results of Decision Tree Regression 

 

In the Table 6-2 and Figure 6.5: Comparison of Validation Methods for Decision Tree Using MSE and 
MAPE Metrics. the results for the Decision Tree model are presented; based on these results, the 
following points can be achieved: 
 

• RFE: provides better results for 5-FCV and Train-Test Split while showing a slight decrease in the 
performance based on LOOCV, which might be because of the overfitting.  

Figure 6.1: Comparison of Validation Methods for Linear Regression Using MSE and 
MAPE Metrics. 

Figure 6.2: Actual vs Predicted Nugget Size - Linear Regression (Left Plot: RFE and Right Plot: Correlation). 

 
Figure 6.3Figure 6.4: Actual vs Predicted Nugget Size - Linear Regression (Left Plot: RFE and Right Plot: Correlation). 
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• Correlation: The best performance from LOOCV, where MSE and MAPE are minimized, especially 
with the “Log2” configuration for max_features. This indicates the importance of hyperparameter 
tuning in the model performance.     

• Train-Test Split: Underperforms across both FS techniques, suggesting that a single split might not 
represent the variability in the dataset effectively. 

• LOOCV: Offers the best performance with Correlation. 
• 5-FCV: Achieves a balance between computational efficiency and model performance, particularly 

with RFE. 
• Feature Selection: A moderate depth of 3 for RFE provides stable performance while increasing to 4 

for Correlation with LOOCV enhances results. Also, using “Log2” for Correlation-based FS with 
LOOCV demonstrates the importance of tuning feature configurations for specific FS techniques. 
 

The overall performance of the models can be considered good except for Correlation with Train-Test 
validation. The best model based on MAPE is the model developed with Correlation FS and LOOCV 
validation. However, based on both MAPE and MSE models with RFE feature selection and 5-FCV 
validation, it can be considered as a more robust one because of its lower MSE. 

 

Table 6-2: Decision Tree Performance Metrics Across Feature Selection and Validation 
Techniques. 

FS Technique Validation max_ 
depth 

max_ 
features MSE MAPE 

RFE 

Train-Test 
(20%-80%) 3 None 0.219 0.065 

5-FCV 3 None 0.185 0.063 
LOOCV 4 None 0.233 0.079 

Correlation 

Train-Test 
(20%-80%) 3 None 0.404 0.089 

5-FCV 3 None 0.300 0.074 
LOOCV 4 Log2 0.217 0.061 

 
 

• Actual vs Predicted Nugget Size (Decision Tree) 

Figure 6.5: Comparison of Validation Methods for Decision Tree Using MSE and MAPE Metrics. 
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Based on the Figure 6.6: Actual vs Predicted Nugget Size – Decision Tree (Left Plot: RFE and Right 
Plot: Correlation). Both models capture the overall trend in nugget size variation; however, some 
spots have a high deviation. The deviation between the spots is more significant in the Correlation 
model than in the RFE. It is interesting to mention that there are many spots (such as 5, 6, 42, and 

43) in this model that are perfectly predicted based on both feature selection techniques.   
• Decision Tree Plot 

 

RFE-based Decision Tree: 
The below plot (Figure 6.7: Decision Tree Plot based on RFE and 5-FCV.) showing the decision tree 
extracted from RFE based on 5-FCV, indicates the most important feature in this model of prediction 
is Spectral Bandwidth (Hz) as it appeared in the root node, this is align with Random Forest feature 
importance analyses (Figure 5.14). Subsequent splits involve features such as Band 0-50 Hz Ratio, 
Low Frequency Power (dB²), and Spectral Centroid (Hz), which refine the predictions by dividing the 
data into smaller subsets based on specific threshold values. The leaf nodes show the model’s final 
predictions, where the errors are minimized, providing a clear and detailed understanding of how the 
model interprets and handles variations in the data. 

Correlation-based Decision Tree: 
The Figure 6.8: Decision Tree Plot based on Correlation and 5-FCV. shows the decision tree based 
on Correaltion and 5-FCV, prioritizing features as follows: ) Spectral Bandwidth (Hz) ,  Band 0-50 
Hz Ratio, High Frequency Power (200-300 Hz), and Standard Deviation of Magnitude (dB), showing 
their predictive importance. Like RFE model and corresponding Random Forest (Figure 5.16) 
Spectral Bandwidth (Hz) is of a great importance and brings grate contribution to the predictivity of 
the model. The hierarchical structure of the tree makes it easy to understand, as each step simplifies 
the data and reduces error. The final points, called leaf nodes, show the model’s predictions without 
any further splits. For example, one leaf node predicts a nugget size of 3.345 mm with a very small 
error of 0.003 based on two data points. 

 

Figure 6.6: Actual vs Predicted Nugget Size – Decision Tree (Left Plot: RFE and Right Plot: Correlation). 

Figure 6.7: Decision Tree Plot based on RFE and 5-FCV. 
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6.2.3 Results of Random Forest  
 

From the Table 6-3 and Figure 6.9 the following results are presented: 
• RFE: It is the preferred method for Random Forest, especially when combined with 5-FCV, which is 

a good choice for this model. 
• Correlation: Compared with RFE, the results are not too different but slightly less effective.  
• Train-Test Split: Consistently underperforms across both FS techniques, suggesting it is less reliable. 
• 5-FCV: Offers the best overall performance across both FS techniques, with RFE outperforming 

Correlation regarding both MSE and MAPE. 
• LOOCV: Provides consistent performance improvements for Correlation-based FS but slightly 

increases errors for RFE. 
• Hyperparameters: The higher number of estimators likely improves stability and reduces variance. 

For example, RFE with 30 estimators (non-bootstrap) outperforms configurations with fewer 
estimators (10) or bootstrapped models.  
 
 

In the end, there are slight differences between the two feature selection methods, and the results for each 
validation method for two different feature selection methods have subtle differences. Generally, 5-FCV 
outperforms other validation methods, while Train-Test Split has the worst performance.  The best model was 
developed based on RFE feature selection and 5-FCV, with both MAPE and MSE at their lowest. Also, 
optimizing hyperparameters by using higher number of estimators, and disabling bootstrap may improve the 
results.   

Figure 6.8: Decision Tree Plot based on Correlation and 5-FCV. 
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Table 6-3: Random Forest Performance Metrics Across Feature Selection and Validation Techniques. 

FS Technique Validation n_ 
estimators bootstrap max_ 

depth MSE MAPE 

RFE 

Train-Test 
(20%-80%) 10 TRUE 5 0.384 0.099 

5-FCV 30 FALSE 3 0.137 0.055 
LOOCV 10 TRUE 3 0.159 0.066 

Correlation 

Train-Test 
(20%-80%) 25 FALSE 3 0.404 0.089 

5-FCV 25 FALSE 3 0.187 0.059 
LOOCV 20 FALSE 3 0.161 0.063 

 
• Actual vs Predicted Nugget Size (Random Forest) 

 
The comparison between these two graphs (Figure 6.12: Actual vs Predicted Nugget Size – Random 
Forest (Left Plot: RFE and Right Plot: Correlation).) showing differences between actual and 
predicted nugget sizes for the Random Forest model and based on LOOCV for two feature selection 
techniques highlights key differences. For most samples, RFE predictions align with the actual 
values, particularly for the nugget size, which ranges around 5-6 mm. However, some specific 
samples 13 and 54 show significant deviations. On the other hand, the accuracy of the Correlation 
model is less, especially in the lower nugget size range, such as spots 13 and 15. 
 

Figure 6.9: Comparison of Validation Methods for Random Forest Using MSE and MAPE Metrics. 

 
Figure 6.10Figure 6.11: Comparison of Validation Methods for Random Forest Using MSE and MAPE 

Metrics. 

Figure 6.12: Actual vs Predicted Nugget Size – Random Forest (Left Plot: RFE and Right Plot: Correlation). 
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6.2.4 Results of SVR 

 

The following Table 6-4 and Figure 6.13: Comparison of Validation Methods for SVR Using MSE 
and MAPE Metrics. summarize the results for the SVR model, developed based on RFE and 
Correlation feature selection and validated by three validation models. The analysis implies the 
following points:  

 

• RFE: This is the best feature selection method for the SVR model. MSE and MAPE are at their lowest 
for all three types of validation methods, and the results outperformed the results for correlation.  

• Correlation: The results for correlation are comparable with RFE, with slight differences in MSE but 
more differences in MAPE. However, RFE performance was better than correlation.  

• Train-Test Split: Consistently shows the poorest performance for both FS techniques, emphasizing 
the variability introduced by a single data split. 

• 5-FCV: Offers competitive results, especially for RFE, which achieves strong performance with lower 
computational costs than LOOCV. 

• LOOCV: Performs best for RFE, minimizing both MSE and MAPE due to its exhaustive validation 
approach that uses all data points. 

• Hyperparameters: C is always 0.6, which brings an effective balance to the model. Lower epsilon 
values yield better results for both FS methods, and the polynomial kernel is consistent in all models, 
suggesting it suits the data characteristics well. Moreover, using a scale for RFE in LOOCV and 5-
FCV improves performance compared to auto, demonstrating the importance of tuning this parameter. 
 

Table 6-4: SVR Performance Metrics Across Feature Selection and Validation Techniques. 

FS Technique Validation C Epsilon Kernel Gamma MSE MAPE 

RFE 

Train-Test 
(20%-80%) 0.6 0.5 poly auto 0.445 0.126 

5-FCV 0.6 0.01 poly scale 0.255 0.074 
LOOCV 0.6 0.01 poly scale 0.225 0.069 

Correlation 

Train-Test 
(20%-80%) 0.6 0.01 poly auto 0.546 0.141 

5-FCV 0.6 0.01 poly auto 0.262 0.081 
LOOCV 0.6 0.1 poly auto 0.262 0.085 

 
In the end, RFE outperforms all the models developed based on correlation, implying that RFE 
chooses more relevant features. Thus, the best model is based on RFE, which is validated by 
LOOCV. Also, adjusting gamma to scale and epsilon to a lower value (0.01) will result in better 
performance of the models.  
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• Actual vs Predicted Nugget Size (SVR) 
Regarding Figure 6.14: Actual vs Predicted Nugget Size – SVR (Left Plot: RFE and Right Plot: 
Correlation). both models perform accurately for nugget sizes around 5-6 mm. For outliers such as 
spots 11 and 54 RFE provided better prediction than Correlation. RFE captures the overall trend 
better than Correlation and the predictions aligned with the actual values, while correlation struggles 
with capturing the trends. Thus, RFE is a better choice for the prediction in SVR model.  

6.2.5 Results of KNN 
By a close look at the Table 6-5 and Figure 6.15: Comparison of Validation Methods for SVR Using 
MSE and MAPE Metrics. for KNN, the following results are achieved:  

• RFE and Correlation: The results for both feature selection techniques are quite similar. However, 
RFE performs better for LOOCV and 5-FCV, while its performance for Train-Test Split is poor.  

• Train-Test Split: Consistently underperforms across both FS techniques, with higher errors, 
indicating insufficient generalization. 

• 5-FCV: Offers competitive results, especially for RFE, with only a slight increase in MSE and 
MAPE compared to LOOCV. 

• LOOCV: For both RFE and Correlation, LOOCV provides the most reliable results, minimizing 
both MSE and MAPE. 

• Hyperparameters: A smaller number of neighbors and uniform weights results in better 
performance, suggesting the dataset benefits from localized relationships between neighbors. 
Moreover, the Manhattan distance metric is consistent across all configurations and suits the dataset 
characteristics. 
 

Figure 6.13: Comparison of Validation Methods for SVR Using MSE and MAPE Metrics. 

Figure 6.14: Actual vs Predicted Nugget Size – SVR (Left Plot: RFE and Right Plot: Correlation). 
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Table 6-5: KNN Performance Metrics Across Feature Selection and Validation Techniques. 

FS Technique Validation n_ 
neighbors weights metric MSE MAPE 

RFE 

Train-Test 
(20%-80%) 5 distance manhattan 0.751 0.181 

5-FCV 2 uniform manhattan 0.363 0.094 
LOOCV 3 uniform manhattan 0.343 0.098 

Correlation 

Train-Test 
(20%-80%) 4 distance manhattan 0.734 0.177 

5-FCV 5 uniform manhattan 0.368 0.107 
LOOCV 2 distance manhattan 0.354 0.099 

 

 
Generally, RFE outperforms Correlation across all validation methods, and RFE based on LOOCV 
validation has the best performance for this model. Moreover, a model based on lower values of 
neighbors (2 or 3) and uniform weights will improve the model’s performance.  
 

• Actual vs Predicted Nugget Size (KNN) 
Regarding Figure 6.16 KNN based on the RFE model demonstrates better prediction accuracy. The 
overall results show that KNN is not a good predictor; however, for nugget sizes 5-6 mm, RFE 
provided reasonable estimations, specifically for spots 10 and 71, where the deviation is at its 
minimum. However, the Correlation model shows large deviations for specific spots, particularly 
15, 47, and 52. Therefore, RFE is a more effective method for selecting features in this context. 

 

6.2.6 Results of Ensemble Stacking 
 

Figure 6.15: Comparison of Validation Methods for SVR Using MSE and MAPE Metrics. 

Figure 6.16: Actual vs Predicted Nugget Size – KNN (Left Plot: RFE and Right Plot: Correlation). 

 
Figure 6.17Figure 6.18: Actual vs Predicted Nugget Size – KNN (Left Plot: RFE and Right Plot: Correlation). 
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This model is developed based on the models with the best performance in each validation method. 
The meta-model used in this model is linear regression, and there are three base models, which will 
be explored in the following. The results for the models and hyperparameters set are presented in 
Table 6-6 and Figure 6.19: Comparison of Validation Methods for Ensemble-Stacking Using MSE 
and MAPE Metrics.. 
 

• RFE and Correlation: Like previous models, RFE consistently outperforms Correlation, 
demonstrating its ability to select more predictive features for ensemble models. 

• Train-Test Split: Consistently underperforms for both FS techniques, with higher MSE and MAPE 
values, highlighting its inefficiency for ensemble models. 

• 5-FCV: Provides the most consistent and accurate results across both FS techniques. 
• LOOCV: Offers strong performance for both RFE and Correlation but is slightly outperformed by 

5-FCV for RFE. 
 

Table 6-6: Ensemble-Stacking Performance Metrics Across 
Feature Selection and Validation Techniques. 

FS Technique Validation MSE MAPE 

RFE 
20%-80% 0.428 0.090 

5-FCV 0.167 0.067 
LOOCV 0.217 0.079 

Correlation 
20%-80% 0.442 0.111 

5-FCV 0.205 0.069 
LOOCV 0.214 0.072 

• Hyperparameters:  
Defined Hyperparameters for this model based on validation methods are presented in Table 6-7. 

• Random Forest benefits from a higher number of estimators (30) and non-bootstrap 
configurations. 

• SVR requires careful tuning of the kernel and gamma parameters for optimal performance. 
It uses a polynomial kernel with C=0.6 and epsilon=0.01 for better performance. 

• Decision Tree performs well with a depth of 3 and feature constraints. 
 

Table 6-7: Hyperparameters Defined for the Ensemble-Stacking Model. 
FS Technique Model Validation C epsilon kernel gamma 

RFE SVR Train-Test 
(20%-80%) 0.6 0.5 poly auto 

Figure 6.19: Comparison of Validation Methods for Ensemble-Stacking Using MSE and MAPE 
Metrics. 
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Table 6-7: Hyperparameters Defined for the Ensemble-Stacking Model. 
FS Technique Model Validation C epsilon kernel gamma 

5-FCV 0.6 0.01 poly scale 
LOOCV 0.6 0.01 poly scale 

Correlation SVR 

Train-Test 
(20%-80%) 0.6 0.01 poly auto 

5-FCV 0.6 0.01 poly scale 
LOOCV 0.6 0.1 poly auto 

  
FS Technique Model Validation n_estimators bootstrap max_depth 

  

RFE RF 

Train-Test 
(20%-80%) 10 TRUE 5 

5-FCV 30 FALSE 3 
LOOCV 10 TRUE 3 

Correlation RF 

Train-Test 
(20%-80%) 25 FALSE 3 

5-FCV 25 FALSE 3 
LOOCV 20 FALSE 3 

  

FS Technique Model Validation max_depth max_ 
features 

  
RFE DT 

Train-Test 
(20%-80%) 3 None 

5-FCV 3 None 
LOOCV 4 None 

Correlation DT 

Train-Test 
(20%-80%) 3 None 

5-FCV 3 None 
LOOCV 4 Log2 

 

 

This ensemble model performs well on the dataset. 5-FCV validation using RFE feature selection has 
the lowest MSE and MAPE and offers reliable and accurate prediction.  
 

• Actual vs Predicted Nugget Size (Ensemble-Stacking) 
Based on the Figure 6.20: Actual vs Predicted Nugget Size – Ensemble-Stacking (Left Plot: RFE 
and Right Plot: Correlation). same as the above-mentioned models RFE-based model demonstrates 
better overall performance. The predictions of this model are closely aligned with the actual values, 
specifically in the 5-6 mm range. While some outliers, such as filenames 16 and 54, show noticeable 
errors, the RFE model has greater consistency across the dataset. In contrast, Correlation-based 

model struggles with more outliers and provides larger deviations for smaller and higher nugget 
sizes.  
 

Figure 6.20: Actual vs Predicted Nugget Size – Ensemble-Stacking (Left Plot: RFE and Right Plot: Correlation). 
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6.2.7 Overall Results Discussion 
 

In the previous sections, the results of each of the developed models were analyzed. In this section, 
a comparison between the results will be provided to determine the best method for feature selection 
and validation (the selected features for each dataset are presented in Table 6-8).  
 
 Table 6-9: Different Models Performance Results. 
 RFE Correlation 

  Train-Test Split 5-FCV LOOCV Train-Test Split 5-FCV LOOCV 

Model MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE MAPE MSE 

LR 0.194 0.862 0.117 0.489 0.113 0.449 0.264 1.573 0.146 0.678 0.149 0.696 

DT 0.065 0.219 0.063 0.185 0.079 0.233 0.089 0.404 0.074 0.300 0.061 0.217 

RF 0.099 0.384 0.055 0.137 0.066 0.159 0.089 0.404 0.059 0.187 0.063 0.161 

SVR 0.126 0.445 0.074 0.255 0.069 0.225 0.141 0.546 0.081 0.262 0.085 0.262 

KNN 0.181 0.751 0.094 0.363 0.098 0.343 0.177 0.734 0.107 0.368 0.099 0.354 

Ensemble- Stacking 0.090 0.428 0.067 0.167 0.079 0.217 0.111 0.442 0.069 0.205 0.072 0.214 

 

 

Regarding the above Figure 6.21 and Table 6-9, which show different models performance based on 
RFE and Correlation, the following results can be achieved: 
 
 

Feature Selection Method:  
Two feature selection techniques were used in this thesis: RFE and Correlation. The results indicate 
that the best feature selection technique depends on the models and validation methods. In this case, 
both feature selection methods perform well on different models with different validation methods. 
However, RFE consistently outperforms the Correlation-based feature selection in most cases, 
particularly for models like Random Forest and SVR. For instance, when combined with LOOCV, 
RFE achieves the lowest MAPE and MSE values, signifying higher prediction accuracy and 
reliability. This is consistent across different models, as RFE focuses on selecting the features that 
matter the most, leading to better outcomes. Based on these results, RFE seems to be the better 
option, particularly for detailed and reliable validation methods like LOOCV. 
 

Validation Technique:  

Figure 6.21: Comparison of Different Models Performance (RFE vs Correlation). 
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Three validation techniques were used in this work: Train-Test Split (80%-20%), 5-Fold Cross-
Validation (5-FCV), and Leave One-Out Cross-Validation (LOOCV). Choosing the appropriate 
validation method in this case is crucial because dealing with a small dataset requires a more precise 
choice. Thus, while 5-FCV and LOOCV performed well on the different models, Train-Test Split 
performed poorly on all the models and yielded the worst results. LOOCV tends to deliver more 
consistent and reliable results across various models. This is because it uses nearly the entire dataset 
for training, leaving just one observation for testing each time. Doing this reduces the chances of 
overfitting and provides a thorough evaluation of the model’s performance. While 5-FCV also works 
well and is easier to compute, LOOCV often proves to be the better choice, especially when it comes 
to achieving lower error rates in models like Decision Trees (DT) and Support Vector Regression 
(SVR). 

 
Prediction Models:  

• Linear Regression: The performance of this model was not good; it had the worst MAPE 
and MSE compared to the other models. While it performed better with LOOCV, its errors 
remained comparatively higher, suggesting limited predictive power for complex 
relationships in the data. 

• Decision Tree Regression: This model performed well on nearly all the models. The best 
results of this model were its combination with Recursive Feature Elimination (RFE) and 
LOOCV. It achieved some of the lowest MAPE values, indicating good accuracy.  

• Random Forest Regression: This was one of the best-performing models, mainly when 
combined with LOOCV and 5-FCV. With RFE, it achieved the lowest MAPE and MSE 
values across many validation methods. Its ability to combine multiple decision trees ensures 
consistent and accurate predictions, making it a reliable option for this dataset. 

• SVR: This model effectively captured complex relationships in the dataset. However, it may 
not consistently outperform Random Forest in terms of overall error reduction; it performed 
competitively well when used with RFE and achieved low MAPE and MSE with LOOCV. 

• KNN: This model performed poorly compared to other models; however, it performed better 
than Linear Regression. KNN performs better with LOOCV and 5-FCV than with Train-Test 
Split, showing its reliance on robust validation strategies for accurate results. 

• Ensemble-Stacking: It achieved low MAPE and MSE values, particularly with 5-FCV and 
LOOCV. Its ability to leverage multiple models makes it one of the top-performing 
approaches in this analysis.  

 

Important Features: 
 

• RFE Feature Selection: Based on Figure 5.14 which shows the importance of the selected 
features based on Random Forest Model and 5-FCV, the Spectral Bandwidth (Hz) is the most 
significant feature, which indicates it contributes most to the predictive capability of the 
model. Other features such as Low Frequency power (𝑑𝑏2), and Spectral Centroid (Hz) also 
contribute to the prediction, but their contribution is much lower than Low Frequency power 
(𝑑𝑏2). 
 

• Correlation Feature Selection: Regarding Figure 5.16, which shows the importance of the 
selected features based on Random Forest model and 5-FCV, among 8 features Spectral 
Bandwidth (Hz), shows the highest importance score, indicating its critical role in the 
prediction ability of the model. Oder features which contribute to the prediction of the model 
are High Frequency Power (200-300 Hz) (dB), Band 0-50 Hz Ratio, and Spectral Centroid 
(Hz) which have much lower importance score.  

 

The order and the importance scores for the two models are slightly different, this indicates that the 
importance of the features can vary based on the feature selection methodology.   

 

Nugget Size: 
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The Figure 6.22 shows the mean error based on the difference between the predicted and actual 
nugget size for a threshold equal to 0.3mm. This graph indicates that for smaller nuggets between 
1.5 to 2.25 mm and 3 to 3.75 mm overall error is higher than nuggets within 4.5 to 6.5 then it is 
getting higher again. These results clearly indicate that the diversity and amount of the data are 
important and can greatly impact the accuracy of the model. Based on Figure 5.6 these results are 
expected and acceptable since, in this figure, the distribution of the nugget size shows that the amount 
of data in the ranges where the error is higher is lower.  
The best models in this thesis are the Random Forest and the Ensemble Stacking model, especially 

when paired with RFE and LOOCV. Decision Tree and SVR performed moderately on different 
validation techniques and feature selection models. In the end, Linear Regression and KNN showed 
the weakest performance. The most critical feature for both feature selection methods is Spectral 
Bandwidth (Hz), which mainly contributes to the ability of the model predictivity. Moreover, 
regarding the present dataset, the predicted results can be more accurate for nugget sizes between 
4.5 to 6.5 mm.    

 

6.2.8 Results of Time-Domain vs Frequency-Domain   
 

In the Table 6-10 and Figure 6.23, the results of Time-Domain, Frequency-Domain, and Time & 
Frequency-Domain models are presented. The six models discussed before were run on the datasets 
with Time-Domain features, frequency features, and a combination of both (the selected features for 
each dataset are presented in Table 5-7). For the Time-Domain and the combination datasets, the RFE 
feature selection was used with the LOOCV validation method. Ultimately, the results were 
compared with frequency-domain results based on LOOCV validation for both feature selection 
methods.  
 

 
Table 6-10: Comparison of Time-Domain, Frequency-Domain, and Time & 

Frequency-Domain Models Based on LOOCV. 

  RFE-Frequency RFE-Time RFE-Time & 
Frequency 

Correlation-
Frequency 

Model MAPE MSE MAPE MSE MAPE MSE MAPE MSE 

LR 0.113 0.449 0.137 0.514 0.129 0.545 0.149 0.696 

DT 0.079 0.233 0.056 0.142 0.075 0.232 0.061 0.217 

RF 0.066 0.159 0.080 0.227 0.077 0.222 0.063 0.161 

SVR 0.069 0.225 0.135 0.517 0.106 0.380 0.085 0.262 

KNN 0.098 0.343 0.104 0.348 0.106 0.404 0.099 0.354 
Ensemble- 
Stacking 0.079 0.217 0.073 0.176 0.084 0.310 0.072 0.214 

 

Figure 6.22:Mean Error by Nugget Size Range Across Models: RFE vs Correlation Feature Selection 
(Threshold: Difference > 0.3mm) 
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               Frequency-Domain Features 
 

The machine learning models are performing well on the dataset with Frequency-Domain features 
selected based on RFE and Correlation method. Most of the models developed the lowest or near the 
lowest performance metrics, indicating these features' ability to help capture and reveal hidden 
patterns that cannot be obtained in the Time-Domain.  Models like Random Forest, SVR, and KNN 
perform remarkably well; RF achieves the lowest MAPE of 0.066 and MSE of 0.159. Moreover, 
with frequency features, simpler models like Linear Regression (LR) perform best (MAPE: 0.113).  
 

Time-Domain Features 
 

The six selected features based on the RFE for the Time-Domain features’ dataset are not performing 
as well as the Frequency-Domain feature, yet they have advantages for some specific models, such 
as Decision Tree and Ensemble. The Decision Tree model based on these features performs 
exceptionally well and obtains the lowest MAPE and MSE among all the models in different 
domains, highlighting their utility in tree-based models. Similarly, Ensemble Stacking benefits from 
time-domain features, achieving a competitive MAPE of 0.073 and MSE of 0.176. For models that 
value interpretability and simplicity in feature representation, Time-Domain features provide 
significant benefits even though they are not as universally powerful as frequency features. 
 

Combination of Time and Frequency Features 
 

The combination of time and frequency features does not always outperform individual domains and 
sometimes introduces slightly higher error rates; for example, when combining features, the MAPE 
of KNN and DT is higher than when using only time or frequency alone, but for some models, such 
as SVR, the combined features improve performance, achieving a competitive MAPE of 0.106. This 
suggests that while feature combination can be useful in some situations, it may also increase 
complexity and redundancy in feature representation without providing significant benefits broadly. 
 

In summary, combining time and frequency domain features does not improve the prediction results. 
Moreover, most of the models perform well on frequency-domain dataset, which means frequency 
features are better at capturing the patterns and are more representative than the time features. 
However, for the Decision Tree model, time-domain features performed exceptionally well and 
outperformed all other models.   
 
 
 

Figure 6.23: Comparison of Time-Domain, Frequency-Domain, and Time & Frequency-Domain Models Based on 
LOOCV. 
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6.3  Results of Neural Networks 
 

The Neural Networks (NN) model was developed for three different datasets; the used datasets are 
Frequency-Domain RFE, Frequency-Domain Correlation, and Frequency-Domain Complete features. 
The results of each are presented in the graphs. First, each of them will be discussed, and then a 
comparison between all three will be made.  
 

6.3.1 Neural Networks Based on Frequency-Domain RFE 
This NN is based on Frequency-Domain RFE features dataset; the features which are presented in 
Table 5-7 are as follows: Mean of Magnitude (dB), Spectral Centroid (Hz), Spectral Bandwidth (Hz), 
Low Frequency Power (0.0001-50 Hz)(𝑑𝐵2), 30 dB Bandwidth (Hz), and Band 0-50 Hz Ratio. 
The following Figure 6.24 shows the relationship between the number of neurons and MAPE based 
on different numbers of epochs with different batch sizes for each batch size separately. Moreover, 
Table 6-11 shows the best and worst NN configuration based on each batch size. (The complete 
results of the employed NN based on RFE are presented in Appendix A.) 

 

Table 6-11: The Best and Worst Results of Neural Network- RFE Based on Batch Size. 
Best Results Worst Results 

Batch Size Neurons Epochs MAPE MSE Neurons Epochs MAPE MSE 
2 6 750 0.106 0.407 6 250 0.134 0.705 
4 3 500 0.100 0.452 10 250 0.144 0.858 
 5 6 750 0.105 0.493 4 250 0.147 0.792 
10 10 750 0.118 0.461 3 250 0.185 1.083 

 
Regarding the Figure 6.24 and Table 6-11 the following results can be achieved:  

 

• Neurons: Smaller neurons (3 or 4) generally yield better results when they combine with the 
optimal epochs and batch sizes. By increasing the number of neurons, the performance metrics 
decrease, suggesting overfitting or a lack of data to support sophisticated structures. 

• Epochs: Models trained with 750 epochs generally perform better, achieving the lowest MAPE 
and MSE values in several configurations. This suggests that longer training durations allow 
the network to capture more complex patterns in the data. 

• Batch Size: Batches with 2 or 4 data points generally perform better, yielding lower MAPE 
and MSE. This implies that by adding more unpredictability during training, smaller batches 
might enhance model generalization. 

• Best Configuration: The optimal setup combines a small number of neurons (3 or 4), higher 
epochs (500 or 750), and a small batch size (2 or 4). These configurations achieve the lowest 
MAPE, indicating a balance between model complexity and the available dataset size. 
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6.3.2 Neural Networks Based on Frequency-Domain Correlation 
This NN is based on the Frequency-Domain Correlation features dataset; the features which are 
presented in Table 5-7 are as follows: Spectral Bandwidth (Hz), High-Frequency Power (200-300 
Hz) (𝑑𝐵2), Standard Deviation of Magnitude (dB), Band 0-50 Hz Ratio, Frequency Power Ratio 
(Low/High), Spectral Centroid (Hz), 30 dB Bandwidth (Hz), and Mean of Magnitude (dB). 
Based on the Figure 6.25 which illustrates the relationship between the number of neurons in the 
NN based on correlation and the MAPE for different numbers of epochs with different batch sizes, 
and Table 6-12 which highlights the best and worst NN configuration based on each batch size (The 
complete results of the employed NN based on RFE are presented in Appendix B.) the following 
conclusions can be drawn: 
 

Table 6-12:The Best and Worst Results of Neural Network- Correlation Based on Batch Size. 
Best Results Worst Results 

Batch Size Neurons Epochs MAPE MSE Neurons Epochs MAPE MSE 
2 3 500 0.097 0.370 4 500 0.138 0.741 
4 3 500 0.098 0.383 4 250 0.150 0.815 
5 6 750 0.101 0.401 3 250 0.144 0.769 

10 10 750 0.105 0.404 3 250 0.187 1.077 
 

• Neurons: For higher epochs (750), the MAPE consistently decreases as the number of 
neurons increases, indicating the benefit of more extensive neural networks with extended 
training. 

• Epochs: For shorter durations of training, such as 250 epochs, the model cannot achieve low 
performances. While for 500 to 750 epochs, the network stabilizes, and MAPE trends become 
more consistent.  

• Batch Size: Smaller batch sizes are a better choice for this model. There are some 
variabilities in the results according to batch size; smaller batch sizes (2 or 4) lead to smoother 
and more optimized MAPE trends across neurons, while larger batch sizes (10) show more 
variability. 

Figure 6.24: MAPE vs Neurons for Different Epochs and Batch Sizes (RFE). 
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• Best Configuration: Smaller neuron counts (3–6) combined with longer training cycles 
(500–750 epochs) and smaller batch sizes (2–4) yield the best results for correlation-based 
datasets. 

 

6.3.3 Neural Networks Based on Frequency-Domain Complete Features 
 

Finally, the NN based on all the Frequency-Domain  features without any feature selection was done 
(features are presented in the Table 5-3 and Table 5-4). The Figure 6.26 and Table 6-13 (The complete 
results of the NN based on Correlation is presented in Appendix C.) present similar information as 
the previous figures and tables in this section, but this time, the NN is based on the complete set of 
features. Regarding the results the following insights can be derived: 

 
 

 
• Neurons: The model performs better with fewer neurons; however, the optimal number of 

neurons varies depending on the batch size and epoch combination. Generally, models with 
6 neurons perform better across different configurations. 

• Epochs: A higher number of epochs (750) consistently results in lower MAPE than fewer 
epochs (250). 

• Batch Size: Smaller batch sizes provide more frequent updates of the weights to the models. 
Thus, the model performs better with small batch sizes(2 or 4). 

• Best Configuration: The lowest MAPE is achieved for smaller batch sizes (2 or 4), higher 
epochs (500 or 750), and medium neuron configurations (6 or 8 neurons). 

Table 6-13: The Best and Worst Results of Neural Network- Complete Features Based on Batch Size. 
Best Results Worst Results 

Batch Size Neurons Epochs MAPE MSE Neurons Epochs MAPE MSE 
2 4 250 0.141 0.779 6 250 0.189 1.258 
4 4 500 0.130 0.712 6 750 0.209 1.801 
5 3 750 0.135 0.620 10 250 0.238 2.279 
10 6 500 0.145 0.890 4 250 0.253 2.621 

Figure 6.25:MAPE vs Neurons for Different Epochs and Batch Sizes (Correlation). 
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6.3.4 Comparison of the Three Developed Neural Networks 
 

The results in Figure 6.27, Figure 6.29, and Figure 6.28 compare the average of MAPE and MSE 
grouped by Epochs, Neurons, and Batch Size. Regarding these graphs, the performance of NN based 
on the use of the complete features is poor, while the results of NN based on Correlation and RFE 
are close and comparable. Generally, the results of correlation outperform the results of RFE. With 
a close look at the best results of each of the models, it is evident that the best results are associated 
with a combination of higher Epochs (750), Smaller Batch Size (2 or 4), and small to moderate 
Neurons (2 to 6).  

 
 
 
 
 
 

Figure 6.26:MAPE vs Neurons for Different Epochs and Batch Sizes (Complete). 

 
 

Figure 6.27: Average Performance Comparison 
Grouped by Epochs. 
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In the Table 6-14 the best hyperparameter configuration for each feature selection method is presented, there is 
a subtle difference between RFE and Correlation based feature selection, with the Correlation method achieving 
the lowest MAPE, thereby outperforming the other feature selection methods. Using the complete features 
without any prior feature selection before employing the Neural Network did not lead to improved performance, 
suggesting that feature selection plays a crucial role in enhancing Neural Network accuracy. 
 

 
 
 
 
 
 

 
 
 

6.4  Summary 
 

In summary, six models were developed on the dataset based on Frequency-Domain using two feature 
selection methods, RFE and Correlation, and three validation techniques, Train-Test Split, 5-FCV, and 
LOOCV. The best performance of each model is presented in Table 6-15. Besides the six models, neural 
network models were also run on the same dataset. Based on Table 6-15 tree-based models have the 
best performance; Random Forest with the MAPE of 0.055 outperforms all other models. Moreover, 
Neural Network has the worst performance followed by KNN. 

Table 6-14: Best Hyperparameter Configurations for Each Feature Selection Method 
Feature Selection Technique Neurons Epochs Batch Size MSE MAPE 

RFE 3 500 4 0.452 0.100 
Correlation 3 500 2 0.370 0.097 
Complete Features 4 500 4 0.712 0.130 

Figure 6.29: Average Performance Comparison 
Grouped by Neurons. 

Figure 6.28: Average Performance Comparison 
Grouped by Batch Size. 
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In the end, the results in Frequency-Domain were compared with Time-Domain results. The results 
showed that models based on frequency-domain features performed slightly better than time-domain 
features.  Table 6-16 shows the best models based on each set of employed features. Based on this table 
also, tree-based models show the best performance, while there is a subtle difference between the best 
performance of Frequency Features and Time Features, yet overall Frequency Features performed 
better than both Time Features and the combination of the Time & Frequency features.  
 
 
 
 
 

Table 6-15: Best Performance of Each Employed Model. 

Model Feature Selection 
Technique 

Validation 
Technique MAPE  MSE 

LR RFE LOOCV 0.113 0.449 
DT Correlation LOOCV 0.061 0.217 
RF RFE 5-FCV 0.055 0.137 

SVR RFE LOOCV 0.069 0.225 
KNN RFE 5-FCV 0.094 0.363 

Ensemble- Stacking RFE 5-FCV 0.067 0.167 
Neural Network Correlation LOOCV 0.097 0.370 

Table 6-16: The Best Models Based on Type of Employed Features Set. 
Type of Features Set Model MAPE MSE 
Frequency Features RF 0.055 0.137 
Time Features DT 0.056 0.142 
Time & Frequency Features DT 0.075 0.232 
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Conclusion 
 
The primary goal of this thesis was to develop a robust and reliable framework to predict the nugget 
size in Resistance Spot Welding (RSW) to evaluate the quality of the welds based on electrode force 
signals transferred to Frequency-Domain through Fast Fourier Transform (FFT) analysis by leveraging 
Machine Learning techniques. The results implied that extracted features based on Frequency-Domain 
from electrode force signals provide valuable insights into weld quality, enabling accurate predictions 
of nugget size. The results, especially those of the tree-based ones, were highly accurate, which 
indicates the effectiveness of the proposed methodology.  
 
Key Contributions 
 

This research provides several contributions to the field of RSW: 
 

• The research aligns with the advancements in Industry 4.0 and the use of IoT in the 
manufacturing field, whose primary goal is to provide more intelligent and efficient 
manufacturing.  

• This study focused explicitly on the electrode force signal; while there are many studies on the 
effect of electrode material, wear, coating, and geometry, there is a study gap in this area.   

• The use of FFT to transfer signals from the Time-domain to the Frequency-Domain is 
frequently used in other parameters such as dynamic resistance, current, sounds, and vibrations. 
At the same time, this study focused on electrode force signals in the Frequency-Domain. 
 

Practical Implications 
 

With developments in mass production, the need for reliable, efficient, and cost-effective methods for 
quality assurance in RSW has become an important issue. This research provides a method for quality 
control, which predicts the nugget size and benefits from high accuracy and reliability. At the same 
time, it enhances production efficiency and supports predictive maintenance strategies. 
 

Limitations 
 

• While this research provides a solid framework, it also has some limitations. The most 
important is the small dataset; with more data points, the models will become more reliable as 
they benefit from more diverse information.  

• Another impact of the small dataset is imbalanced observations for different ranges of nugget 
sizes, which lead to less effective predictions for the underrepresented ranges. 

• The developed methodology and models provided high accuracy on the dataset collected in the 
controlled lab environment, while real-time testing in an industrial environment could affect 
the performance of the models.  
 

Future Works 
 

Future research can focus on the following issues: 
• Expansion of the dataset to include more data points with more diversity.  
• Developing more features based on Frequency-Domain, such as phase-based features or 

harmonic ratios.  
• Use of more advanced machine learning models based on bagging and boosting.  
• Developing and testing real-time monitoring tools to evaluate the reliability of the systems in 

the real world.  
• Combination of other signals (e.g., displacement, dynamic resistance) with electrode force 

signal in Frequency-Domain.  
 

In summary, this study highlights the potential of leveraging FFT on electrode force signals and 
machine learning models for quality assurance in RSW. This methodology enables assessment of the 
RSW quality without damaging to the piece of work, which is a valuable achievement for industries 
such as automotive. Despite its limitations such as small dataset the study provides a solid foundation 
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for future works leading to use of multi-sensor data and advanced modeling techniques in future work. 
This marks an important step toward more intelligent and efficient quality control systems in RSW.  
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Appendices 
 
Appendix A: The results of the Employed Neural Network based on RFE feature selection 
method.  
 

Appendix A: Results of Neural Network Based on RFE 
Neurons Epochs Batch Size MAPE MSE 

3 250 2 0.128 0.607 
3 250 4 0.141 0.603 
3 250 5 0.137 0.585 
3 250 10 0.185 1.083 
3 350 2 0.107 0.404 
3 350 4 0.133 0.660 
3 350 5 0.124 0.507 
3 350 10 0.159 0.854 
3 500 2 0.123 0.548 
3 500 4 0.100 0.452 
3 500 5 0.128 0.539 
3 500 10 0.163 0.891 
3 750 2 0.113 0.482 
3 750 4 0.132 0.648 
3 750 5 0.120 0.479 
3 750 10 0.147 0.768 
4 250 2 0.133 0.680 
4 250 4 0.143 0.668 
4 250 5 0.147 0.792 
4 250 10 0.153 0.948 
4 350 2 0.132 0.610 
4 350 4 0.140 0.619 
4 350 5 0.141 0.730 
4 350 10 0.129 0.668 
4 500 2 0.110 0.405 
4 500 4 0.133 0.670 
4 500 5 0.141 0.726 
4 500 10 0.150 0.816 
4 750 2 0.110 0.478 
4 750 4 0.114 0.392 
4 750 5 0.108 0.488 
4 750 10 0.135 0.674 
6 250 2 0.134 0.705 
6 250 4 0.140 0.655 
6 250 5 0.122 0.609 
6 250 10 0.169 1.147 
6 350 2 0.129 0.665 
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Appendix A: Results of Neural Network Based on RFE 
Neurons Epochs Batch Size MAPE MSE 

6 350 4 0.141 0.674 
6 350 5 0.132 0.700 
6 350 10 0.183 1.420 
6 500 2 0.107 0.523 
6 500 4 0.124 0.546 
6 500 5 0.129 0.582 
6 500 10 0.141 0.793 
6 750 2 0.106 0.407 
6 750 4 0.105 0.454 
6 750 5 0.105 0.493 
6 750 10 0.140 0.744 
10 250 2 0.122 0.562 
10 250 4 0.144 0.858 
10 250 5 0.135 0.735 
10 250 10 0.155 0.895 
10 350 2 0.118 0.619 
10 350 4 0.129 0.645 
10 350 5 0.135 0.687 
10 350 10 0.175 0.973 
10 500 2 0.117 0.541 
10 500 4 0.130 0.630 
10 500 5 0.133 0.726 
10 500 10 0.133 0.654 
10 750 2 0.108 0.485 
10 750 4 0.117 0.536 
10 750 5 0.130 0.728 
10 750 10 0.118 0.461 
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Appendix B: The results of the Employed Neural Network based on Correlation feature 
selection method.  
 

Appendix B: Results of Neural Network Based on Correlation. 
Neurons Epochs Batch Size MAPE MSE 

3 250 2 0.132 0.688 
3 250 4 0.145 0.684 
3 250 5 0.144 0.769 
3 250 10 0.187 1.077 
3 350 2 0.114 0.475 
3 350 4 0.125 0.631 
3 350 5 0.134 0.542 
3 350 10 0.139 0.786 
3 500 2 0.097 0.370 
3 500 4 0.098 0.383 
3 500 5 0.120 0.499 
3 500 10 0.152 0.869 
3 750 2 0.109 0.521 
3 750 4 0.129 0.534 
3 750 5 0.107 0.427 
3 750 10 0.162 0.981 
4 250 10 0.169 1.015 
4 250 5 0.136 0.669 
4 250 4 0.150 0.815 
4 250 2 0.117 0.544 
4 350 10 0.184 1.190 
4 350 5 0.135 0.549 
4 350 4 0.121 0.548 
4 350 2 0.118 0.537 
4 500 10 0.148 0.739 
4 500 5 0.115 0.439 
4 500 4 0.107 0.431 
4 500 2 0.138 0.741 
4 750 10 0.121 0.464 
4 750 5 0.111 0.454 
4 750 4 0.118 0.542 
4 750 2 0.107 0.453 
6 250 2 0.113 0.583 
6 250 4 0.111 0.516 
6 250 5 0.141 0.695 
6 250 10 0.163 0.826 
6 350 2 0.103 0.502 
6 350 4 0.116 0.490 
6 350 5 0.133 0.603 
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Appendix B: Results of Neural Network Based on Correlation. 
Neurons Epochs Batch Size MAPE MSE 

6 350 10 0.143 0.773 
6 500 2 0.103 0.491 
6 500 4 0.114 0.444 
6 500 5 0.115 0.468 
6 500 10 0.143 0.726 
6 750 2 0.131 0.600 
6 750 4 0.122 0.552 
6 750 5 0.101 0.401 
6 750 10 0.113 0.599 
10 250 2 0.107 0.462 
10 250 4 0.127 0.604 
10 250 5 0.124 0.629 
10 250 10 0.128 0.621 
10 350 2 0.129 0.633 
10 350 4 0.119 0.618 
10 350 5 0.125 0.578 
10 350 10 0.140 0.619 
10 500 2 0.132 0.656 
10 500 4 0.112 0.498 
10 500 5 0.114 0.520 
10 500 10 0.121 0.664 
10 750 2 0.103 0.430 
10 750 4 0.131 0.785 
10 750 5 0.127 0.591 
10 750 10 0.105 0.404 
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Appendix C: The results of the Employed Neural Network based on Complete features 
set.  
 

Appendix C: Results of Neural Network Based on Complete 
Features Set. 

Neurons Epochs Batch Size MAPE MSE 
3 250 2 0.148 1.069 
3 250 4 0.154 0.759 
3 250 5 0.158 0.768 
3 250 10 0.189 1.098 
3 350 2 0.144 1.012 
3 350 4 0.144 0.685 
3 350 5 0.146 0.666 
3 350 10 0.167 0.895 
3 500 2 0.147 1.030 
3 500 4 0.139 0.678 
3 500 5 0.137 0.616 
3 500 10 0.161 0.829 
3 750 2 0.156 1.161 
3 750 4 0.136 0.640 
3 750 5 0.135 0.620 
3 750 10 0.156 0.806 
4 250 2 0.141 0.779 
4 250 4 0.139 0.760 
4 250 5 0.176 1.475 
4 250 10 0.253 2.621 
4 350 2 0.144 0.821 
4 350 4 0.132 0.659 
4 350 5 0.165 1.315 
4 350 10 0.214 2.176 
4 500 2 0.142 0.969 
4 500 4 0.130 0.712 
4 500 5 0.159 1.338 
4 500 10 0.188 1.816 
4 750 2 0.158 1.317 
4 750 4 0.136 0.908 
4 750 5 0.163 1.624 
4 750 10 0.170 1.583 
6 250 2 0.189 1.258 
6 250 4 0.190 1.437 
6 250 5 0.187 1.438 
6 250 10 0.181 1.338 
6 350 2 0.184 1.191 
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Appendix C: Results of Neural Network Based on Complete 
Features Set. 

Neurons Epochs Batch Size MAPE MSE 
6 350 4 0.185 1.428 
6 350 5 0.169 1.252 
6 350 10 0.157 1.060 
6 500 2 0.179 1.136 
6 500 4 0.193 1.542 
6 500 5 0.154 1.112 
6 500 10 0.145 0.890 
6 750 2 0.177 1.175 
6 750 4 0.209 1.801 
6 750 5 0.148 1.097 
6 750 10 0.151 0.927 
10 250 2 0.161 1.232 
10 250 4 0.173 1.436 
10 250 5 0.238 2.279 
10 250 10 0.206 2.173 
10 350 2 0.153 1.048 
10 350 4 0.173 1.387 
10 350 5 0.230 2.273 
10 350 10 0.203 2.029 
10 500 2 0.152 1.063 
10 500 4 0.174 1.363 
10 500 5 0.228 2.482 
10 500 10 0.201 1.976 
10 750 2 0.156 1.059 
10 750 4 0.170 1.268 
10 750 5 0.230 2.670 
10 750 10 0.190 1.846 
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