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Abstract

Dystonia is a movement disorder characterized by abnormal postures and repeti-
tive movements, often treated with Deep Brain Stimulation (DBS) in cases resistant
to other therapies. Intraoperative MicroElectrode Recordings (MER) are typically
used to guide electrode placement during DBS surgery, but this process remains
largely subjective. This study explores an automated method to analyze MER
data and identify optimal implantation sites, aiming to improve surgical outcomes.
MER recordings were collected from five pediatric patients undergoing DBS tar-
geting the globus pallidus internus (GPi), with data obtained on three trajecto-
ries—anterior, central, and posterior—at multiple depths. Preprocessing involved
filtering high-energy interferences and applying an automated spike-sorting pipeline
to extract features such as firing rate, firing regularity, and oscillatory activity.
Statistical analysis showed that the selected trajectory was associated with the
highest neural activity in terms of number of spikes (131.70 ± 20.13 vs. 98.57 ±
9.55, p < 0.05). Analysis of patients with positive outcomes (4 out of the 5 patients
of our dataset) at the selected implant depth revealed significantly lower theta
peak frequency. GPi neurons of the patient with negative outcome showed higher
firing rates (109.43 ± 73.70 Hz vs. 19.90 ± 5.29 Hz, p < 0.001) with respect to the
neurons of the GPi of the positive outcome group.
These findings show potential for a relationship between features obtained from
automatic analysis and the identification of the optimal trajectory and depth
for DBS permanent electrode implantation and provide information on possible
outcomes.
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Chapter 1

Introduction

Dystonia is defined as "a movement disorder characterized by sustained or in-
termittent muscle contractions causing abnormal, often repetitive, movements,
postures, or both. Dystonic movements are typically patterned and twisting, and
may be tremulous. Dystonia is often initiated or worsened by voluntary action and
associated with overflow muscle activation" [1]. An infographic presenting dystonia
is shown in Figure 1.1.

Eyes
Face

Upper
Limbs

Affected muscle groups

Neck

Foot

Lower
Limbs

DYSTONIA

Involuntary
muscle spasms

and contractions

Dystonia results from abnormal
functioning of the basal ganglia

Figure 1.1: An infographic about dystonia, with the main body parts affected by
the disorder and relative symptoms. Figure adapted from [2].

Dystonia is among the most prevalent movement disorders in pediatric clinical
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Introduction

settings, which often manifests as a generalized illness affecting the whole body
[3], [4]. It can appear in various forms, with symptoms typically affecting multiple
body parts at once, complicating both diagnosis and treatment. Dystonia can arise
from genetic mutations, as seen in primary dystonias, or from secondary insults to
the brain, such as trauma or neurodegenerative diseases.

Although medical therapy remains the first line of treatment, many patients
do not respond adequately to medications [5]. As a result, surgical procedures
are often investigated and have the potential to significantly reduce caregiving
responsibilities and enhance quality of life [6]. From this perspective, Deep Brain
Stimulation (DBS), particularly targeting the internal Globus Pallidus (GPi), has
taken on an increasingly important role. An illustration of the location of GP in
the brain is represented in Figure 1.2.

Globus Pallidus internus (GPi)

Globus Pallidus externus (GPe)

A
A

Figure 1.2: Coronal view of the globus pallidus region in the human brain,
highlighted in blue. Figure adapted from [7].

For patients with medically refractory dystonia, DBS has frequently yields better
results than traditional medications, which may have unfavorable side effects and
limited effectiveness. The procedure involves the insertion of brain electrodes
into the GPi, with a preoperative Magnetic Resonance Imaging (MRI), spatially
registered with respect to the stereotactic frame, used to select the target point in
the brain. An example of a Typical DBS implant setup is presented in Figure 1.3
and Figure 1.4.
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Electrode Leads

Internal Pulse
Generator (IPG)

Extensions

IGP
Neurostimulator

Deep Bran Stimulation

Figure 1.3: Typical deep brain stimulation setup in a pediatric patient, presenting
stimulator leads implanted in the brain, extension wires, and neurostimulator.
Figure adapted from [8].

Stereotactic brain surgery
Probe

Lead

Electrode

Pulse
Generator

Extension
Wire

GPiSTN

Figure 1.4: Typical DBS surgery setup, correlated by an indication of the main
DBS targets in the brain. Figure adapted from [9].

Intraoperative MicroElectrode Recording (MER) is routinely used by surgeons
during DBS surgery in order to improve target localization [10]. MER is used to
confirm or refine the position of the target to maximize therapeutic benefits and
minimize side effects, though this process still relies heavily on manual inspection,
requiring substantial expertise and time [11]. Automating the process of determining
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the best locations for DBS implantation has been the focus of recent efforts,
especially in patients with Parkinson’s Disease (PD) [12]. This work aims to
expand these efforts by analyzing MER recordings obtained during GPi-DBS in
pediatric patients with dystonia, to identify features that could enable automatic
classification of the optimal trajectory and implantation depth, as well as offer
insights into the potential outcome of the procedure.
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Chapter 2

Dystonia

The term "dystonia" was first used in 1911 by Oppenheim to describe patients who
presented with muscle spasms that led to distorted postures and rapid, rhythmic
movements, characterized by a progressive nature and variable muscle tone ranging
from hypotonic to tonic [13]. Over the years, numerous attempts have been made
to define dystonia more accurately and comprehensively, culminating in a consensus
statement by a Working Group of the International Parkinson and Movement
Disorder Society in 2013. This group defined dystonia as: “A movement disorder
characterized by sustained or intermittent muscle contractions, repetitive and
with a fixed pattern, causing twisting movements and other abnormal postures,
often repetitive” [1]. The phrase "with a fixed pattern" describes the recurring
activation of the same muscle group, which aids in distinguishing dystonia from
other hyperkinetic conditions.

Various conditions have been recognized that cause abnormal movements, pos-
tures, or spasms, but are not associated with the specific phenomenology of dystonia.
These are termed "pseudo-dystonias" and are characterized by a known or presumed
cause, which is thought to differ from the causes of the broader group of dystonias.
Examples include Arnold-Chiari malformation, head tilt due to vestibulopathy
(inner ear disturbs) or palsy of the trochlear nerve (nerve that sends signals from
brain to one of the muscles that controls eye movement), and dystonic tics [1].

2.1 Classification
The classification of dystonia has evolved over the years with different categories
that have developed throughout time. Initially, the "DYT" designation was in-
troduced, to indicate chromosomal regions associated with familial disorders [14].
Subsequently, the Task Force of the International Parkinson and Movement Disor-
der Society recommended a set of criteria for naming genetic movement disorders
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[15] to avoid having multiple names for the same disorder or failing to specify an
identified gene or locus [14], published in 2016.

Since new genes causing dystonia and other disorders are constantly being found,
the lists of confirmed genetic forms are updated every two years. Two primary
axes are used in the current clinical classification of dystonia [15]: while Axis I
describes clinical features such as age of onset, body distribution, temporal pattern,
and associated characteristics, Axis II focuses on etiology, including idiopathic,
hereditary, acquired, structural, and degenerative causes. Albanese et al. (2013)
[1] is the source of the information in the following subsections.

2.1.1 Axis I - Clinical Features
Age of onset
This plays an important role both diagnostically and prognostically. For instance,
dystonia that manifests in childhood is more often associated with an identifiable
cause and has a higher likelihood of evolving from a focal to a generalized form
[15]. Initially, a classification into three age groups was proposed (childhood, 0–12
years; adolescence, 12–20 years; adult onset, >20 years) [15], but later, the need for
further subdivision became evident. This was due to findings such as the fact that
dystonia starting in the first year of life is likely to be a hereditary disorder [14].
Therefore, the need for a more detailed age classification system was identified.
The following age groups of onset were thus distinguished:

– Infancy: From birth to 2 years

– Childhood: 3–12 years

– Adolescence: 13–20 years

– Young adulthood: 21–40 years

– Late adulthood: >40 years

Body distribution
This is particularly relevant for diagnosis and treatment, as it helps to evaluate the
evolution of motor symptoms over time. The body regions involved in dystonia
include the upper or lower cranial region, cervical region, larynx, trunk, upper or
lower limbs. These areas can be affected individually or in various combinations,
and the body distribution can change over time, generally with a progressive
involvement of areas that were initially unaffected. The spatial progression and,
consequently, the spread of dystonia can be monitored through repeated evaluations.
The following forms of dystonia can be distinguished:
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– Focal: Involvement of a single body region.

– Segmental: Involvement of two or more contiguous body regions.

– Multifocal: Involvement of two or more body regions, which may be contigu-
ous or not.

– Generalized: Involvement of the trunk and at least two other body areas.

– Hemidystonia: Involvement of multiple body regions, but limited to one
side of the body.

Temporal pattern
Another important clinical characteristic both from a prognostic and treatment
perspective. Dystonia can evolve with the progression of the disease or show
momentary or daily variability depending on voluntary actions, external triggering
factors, compensatory phenomena, relieving maneuvers (gestes antagonistes), or
psychological state. Hence, variable, diurnal, and paroxysmal forms of dystonia
can be distinguished from dystonia that regularly appears under the same circum-
stances, whether it be task-specific, action-specific, or spontaneous. It is crucial to
differentiate between paroxysmal dystonia, in which the same triggering factor may
or may not cause an episode, and task-specific dystonia, which is dystonia brought
on by the same activity or action and is even predictable. Furthermore, while
task-specific dystonia disappears after the triggering activity is finished, paroxysmal
dystonia usually continues even after the trigger has stopped.

– Persistent: Dystonia that persists with more or less the same intensity
throughout the day.

– Action-specific: Dystonia that manifests only during a particular activity or
task.

– Diurnal fluctuations: Dystonia that varies throughout the day, with recog-
nizable circadian fluctuations in onset, severity, and phenomenology.

– Paroxysmal: Sudden, self-limiting episodes of dystonia, usually triggered by
a specific factor, with a return to the pre-existing neurological state.

The disease course can be static or progressive.

Associated characteristics
Dystonia can present as the sole phenotype, but it can also be associated with other
movement disorders. Therefore, it can be further subdivided into three subgroups:
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– Isolated dystonia: Phenotypes in which dystonia is the only motor feature,
except for tremor.

– Combined dystonia: Occurs when dystonia presents with other movement
disorders, such as parkinsonism, myoclonus, or dyskinesia.

– Complex dystonia: Describes syndromes characterized by dystonia asso-
ciated with other neurological or systemic manifestations. In many of these
syndromes, dystonia may not be the primary manifestation of the disease
or may be an inconsistent feature, with wide phenotypic variability among
individual patients. Examples of such syndromes include neurodegenerative
diseases, disorders leading to brain calcification, heavy metal metabolism dis-
orders, neurodegeneration with brain iron accumulation (NBIA), lipid storage
diseases, and mitochondrial disorders.

Further details on these three categories can be found in the following articles:
Domingo et al. (2020) [16], Weissbach et al. (2021) [17]; Herzog et al. (2021) [18].

When considering the frequency of dystonic signs regardless of the underlying
primary condition, dystonia most commonly manifests as a clinical sign in other
more common conditions, such as PD, or as a side effect of medications used to
treat psychiatric disorders [19] (Figure 2.1).
The characteristics related to Axis I can be summarized in Figure 2.2).

2.1.2 Axis II - Etiology
Despite the growing knowledge of the etiology of dystonia, a complete explanation
remains uncertain for most forms. The classification based on etiology will need
to be continually updated as new clinical, genetic, and basic science information
becomes available [20].

Nervous System Pathology
There is no uniform anatomical description of dystonia. This reflects its heterogene-
ity and broad spectrum, which includes both degenerative and non-degenerative
conditions. Regarding isolated dystonia, many studies report no signs of degen-
eration or macroscopic irregularities in the brain [21], [22], [23]. As for other
forms of dystonia, a relevant discriminant factor is the identification or absence of
degeneration, whether macroscopic, microscopic, or at the molecular level. Based
on this, three subgroups can be identified: a first subgroup presenting degeneration;
a second characterized by static lesions, non-progressive anomalies, or acquired
lesions; and a third that is free from any degeneration or structural lesions [1].
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Isolated

Combined

Complex

Manifestation with another
disorder

Neuroleptic induced
movement disorder

Figure 2.1: Schematic overview of the frequency of dystonia as a clinical sign,
regardless of the underlying primary condition Figure adapted from Grütz K., Klein
C. (2021) [20].

Hereditary Dystonia
These forms require confirmation of a genetic origin. Based on the type of in-
heritance, they can be distinguished as autosomal dominant, autosomal recessive,
X-linked recessive, and mitochondrial. Most recessive forms, whether autosomal
or X-linked, and mitochondrial forms are classified as complex forms; all isolated
dystonias with a known genetic cause are, however, autosomal dominant [24].

Acquired Dystonia
Numerous possible causes have been identified [20]:

– Perinatal brain lesions: dystonic cerebral palsy, late-onset dystonia.

– Infections/inflammations: viral encephalitis, Human Immunodeficiency
Virus (HIV) infection, autoimmune causes, tuberculosis, syphilis.
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Clinical features of dystona
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Figure 2.2: Axis I of Dystonia classification based on clinical features. Figure
adapted from Grütz K., Klein C. (2021) [20].

– Medications: levodopa and dopamine agonists, neuroleptics, anticonvulsants,
calcium channel blockers.

– Toxic: manganese, cobalt, cyanide.

– Vascular: ischemia, hemorrhage, arteriovenous malformations.

– Neoplastic: brain tumor, paraneoplastic encephalitis.

– Brain lesions: head trauma, brain surgery (including stereotactic ablation),
and electrical injuries.

– Functional.
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Dystonia of Unknown Etiology
This can be further subdivided into sporadic and familial forms. Regarding fa-
milial forms, it seems there is a genetic contribution, and with the discovery
of new genes involved in the pathogenesis of dystonia (e.g., GNAL [25], ANO3
[26], KMT2B [27]), these subtypes have been included in the hereditary forms group.

The characteristics related to Axis II can be summarized in Figure 2.3).

Inherited or acquired

Nervous system
pathology

AcquiredInherited

Autosomal dominant

Autosomal recessive

X-linked recessive

Mitochondrial

Unknown

Perinatal brain injury

Infection
\Inflammation

Drugs

Toxic

Vascular

Neoplastic

Brain injury

Functional

Sporadic

Familiar

Evidence of
degeneration

Evidence of
structural and static
lesions

No evidence of
degeneration or
structural lesion

Etiology (Axis II)

Figure 2.3: The etiological Axis II consists of the contribution of the nervous
system, from a genetic or acquired origin of dystonia. Figure adapted from Grütz
K., Klein C. (2021) [20].

The clinical classification is significant because it can lead to more defined genetic
tests. A specific diagnosis can also help identify a model of disease progression
and predict the response to treatment [28]. To date, large-scale genetic association
studies have not been conducted, due to both the great heterogeneity of dystonia
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and its associated syndromes, as well as the rarity of the disease. Genetic forms
explain the condition only in a minority of cases; in fact, most patients do not
exhibit a monogenic origin for dystonia. However, it is important to emphasize that
models linking the probability of a genetic cause to certain phenotypic expressions
do exist.

2.2 Epidemiology
According to the European Union, dystonia affects less than 1 in 2,000 people,
making it a rare disease [29]. Recent epidemiological research, however, suggests
that the prevalence of isolated dystonia may be somewhat higher, with estimates
of 52.7 or 30.9 cases per 100,000 people [30], [31]. Furthermore, a large number of
other cases are probably still undiagnosed or incorrectly diagnosed.

While combined dystonias are uncommon, focal dystonia is more prevalent than
widespread involvement. Cervical dystonia is the most common type of idiopathic
isolated dystonia, occurring in 3–13 people per 100,000 [32]. Dystonia affects
both sexes, with a higher incidence in females, and its prevalence rises with age.
Differences in geography, race, and ethnicity have also been noted [33].

2.3 Etiopathogenesis
Despite the fact that dystonia is a very diverse neurological condition in terms of
both clinical and genetic characteristics, it is becoming more and more evident
that para-physiological pathways and common molecular mechanisms underlie this
pathology [29]. Indeed, it is evident that dystonia is the result of a malfunctioning
network that includes the thalamus, cortex, cerebellum, and basal ganglia. Of
particular interest are the cortico-striato-thalamo-cortical and cortico-cerebello-
thalamo-cortical circuits, which interact to produce and regulate movement. While
neurodegeneration or changes in the development of the cerebellum or basal ganglia
have been found in combined and complex forms of dystonia, the majority of studies
on isolated dystonia have not found any notable neuronal loss or neuroanatomical
changes.

Computed tomography and MRI imaging studies of patients with acquired
dystonia have indicated a basal ganglia origin; specifically, focal lesions in the
putamen or GPi have been found. According to this model, dystonia is caused by
both hyperfunction and hypofunction of the direct and indirect pathways, which
leads to increased excitatory stimulation of the motor cortex and decreased GPi
inhibition of the thalamus [34]. While imaging studies for genetic and idiopathic

12



Dystonia

dystonia have revealed subtle abnormalities in all of these brain regions, even in
the absence of apparent structural lesions, additional research on lesions has also
revealed frequent involvement of the thalamus, cortex, cerebellum, and brainstem
in acquired dystonia [35] [36].

It is now possible to determine the temporal and spatial patterns of brain
activity in the putamen, GPi, cerebellum, and motor cortex using positron emission
tomography with fluorodeoxyglucose. These patterns were found to be different
in dystonia patients than in controls, indicating that dystonia may be caused by
abnormal connectivity and that these structures are interconnected in a network
[37]. At least for certain subtypes of dystonia, the efficacy of GPi-DBS in treating
various forms of the disorder has demonstrated the role of the basal ganglia in the
disease’s pathophysiology [29]. Thus, it is essential to comprehend the structure
and operation of the thalamo-cortical-basal ganglia circuits in order to comprehend
the pathophysiology of dystonia.

2.3.1 Functional Anatomy of the Basal Ganglia
The basal ganglia are a group of subcortical nuclei responsible for motor control,
but they also have additional roles such as motor learning, executive functions,
behavior, and emotions [38]. They include the striatum (consisting of the caudate
nucleus, putamen, and nucleus accumbens), the STN, the GPi,Globus Pallidus
externus (GPe), and Ventral Pallidum (VP)), and the Substantia Nigra (compact
part SNc and reticular part SNr) [39] (Figure 2.4). The basal ganglia can be divided
into input nuclei, output nuclei, and intrinsic nuclei [38].

Input Nuclei:
Among the input nuclei, we identify the caudate nucleus, the putamen, and the
nucleus accumbens; these receive information primarily from cortical, thalamic,
and nigral sources. 90% of the neurons present are projection neurons, also known
as Medium-Sized Spiny Neurons (MSNs), while the remaining 10% consists of
interneurons. All MSNs are inhibitory GABAergic neurons and can be further
subdivided based on their projection targets:

• Those innervating the GPe and expressing the D2 dopamine receptor subtype
(D2R), which inhibits intracellular adenylate cyclase, thus leading to the
indirect pathway.

• Those projecting directly to the GPi and SNr and expressing the D1 dopamine
receptor subtype (D1R), which activates adenylate cyclase signaling, leading
to the direct pathway.
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Figure 2.4: A simplified schematic diagram of the basal ganglia circuit adapted
from [39].

Output Nuclei:
The output nuclei are represented by GPi and SNr. These consist of inhibitory
GABAergic neurons with a high firing rate that are tonically active to inhibit
their targets, which are the thalamic and brainstem nuclei. They are inhibited by
D1R-type MSNs as part of the direct pathway, while being excited by glutamatergic
neurons from the STN [40].

Intrinsic Nuclei:
Among the intrinsic nuclei, we have the GPe, STN, and SNc. The GPe is the
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only structure in the indirect pathway and receives inhibitory projections from
D2R-type MSNs. It also inhibits the STN via GABAergic connections and, in turn,
receives excitatory glutamatergic projections from the STN. The STN, besides
being part of the indirect pathway, receiving inhibitory projections from the GPe,
and sending excitatory projections to the output nuclei, receives glutamatergic
projections directly from the motor, premotor, and frontal cortices, bypassing the
input nuclei of the basal ganglia and forming the so-called hyperdirect pathway, a
rapid cortical excitation of the inhibitory output of the basal ganglia that leads to
a quick halt of an action or decision [40], [41]. The SNc, located in the midbrain,
is the source of dopaminergic modulation in the basal ganglia [40].

A schematic representation of these pathways is shown in Figure 2.5

2.4 Diagnosis
To effectively manage dystonia, it is important first to make an accurate diagnosis
by identifying the type of dystonia (whether idiopathic, genetic, or acquired) and
whether it is isolated or associated with other movement or neurological disorders
that may require specific treatments. Most dystonic syndromes present normal
laboratory and imaging results, so the diagnosis often relies on identifying the signs
of dystonia. However, if idiopathic dystonia is suspected, which typically presents
with late onset, no further diagnostic investigations are necessary [33]. It is crucial
to distinguish between functional dystonia and idiopathic dystonia, as suggested
by the diagram (Figure 2.6).

The first laboratory tests may include measuring copper, ceruloplasmin, and
24-hour urinary copper to rule out Wilson’s disease [33]. Additional useful tests
include leukocyte enzymes, acanthocytes, lactate, pyruvate, creatine kinase, and
antinuclear antibody screening to detect possible systemic disorders associated
with neurological conditions. Electrophysiological studies can assess the presence of
myopathy or neuropathy [43]. ElectroEncephaloGram (EEG) is mainly performed
in patients with paroxysmal (periodically, especially with brief episodes) symptoms
or when there is a risk of seizures, while ElectroMyoGraphy(EMG) is generally used
when neuromuscular dystonia is suspected, but can also helpful in identifying other
dystonic features. If rare conditions such as metabolic, mitochondrial, amino acid,
or lysosomal storage disorders are suspected, muscle or skin biopsy and metabolic
blood or urine tests may be required. A brain MRI is not always necessary. However,
it can help identify structural causes or detect iron or copper metabolism disorders.
Additionally, cerebrospinal fluid analysis may be performed if neurotransmitter or
metabolic disorders are suspected. Genetic testing is particularly useful for early-
onset, combined, or complex phenotypes. If no specific mutation is identified, gene
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panels are recommended. In cases with a strong suspicion of genetic etiology but
negative standard genetic tests, next-generation exome or whole-genome sequencing
may be considered, although these are more complex procedures [33].

2.5 Treatment Options
To date, there is no targeted causal treatment for most forms of dystonia, and
therapeutic options primarily include symptomatic treatment. The most suitable
choice for each individual case is based on clinical characteristics such as the distri-
bution and severity of symptoms, as well as the etiology [29]; therefore, treatment
must be personalized. The goal of symptomatic therapy is to provide relief from
abnormal movements or postures, associated pain and discomfort, contractures,
or other orthopedic complications resulting from prolonged abnormal postures, as
well as medical comorbidities, including neuropsychiatric symptoms [33].

Physical, Occupational and Speech Therapy, and Rehabilitation
It is important to encourage the patient to experiment with sensory tricks or ges-
tures, which can help improve dystonic movements in addition to other treatments.
Depending on the type of dystonia, physical therapy, occupational therapy, or
speech therapy can also be very helpful. Rehabilitation helps to improve functional
capacity, prevent contractures due to persistent or fixed postures, and facilitate
sensorimotor retraining [33].

Botulinum Toxin Chemodenervation
Botulinum toxin has revolutionized the treatment of focal dystonias, with serotypes
A and B being most commonly used. Injections are routinely administered every
12 weeks, including to the tongue, vocal cords, and masticatory muscles. Proper
muscle selection and dosing are critical, as incorrect choices can lead to inadequate
response or worsened symptoms, while high doses may cause excessive weakness.

Pharmacotherapy
Oral pharmacotherapy is generally considered for generalized dystonia or in cases
of severe disease. In particular, in dopa-responsive dystonia, low-dose levodopa
therapy may be effective, also helping to treat other forms of combined dystonia,
such as X-linked dystonia-parkinsonism, although with a lesser response. For
other forms of dystonia, however, the response is often poor Thomsen2024. An
alternative is anticholinergic drugs, which are useful in most types of dystonia
and are mainly used for generalized forms, though less frequently for segmental
dystonia. They are typically tried in younger patients due to better tolerance
compared to older patients, in whom they may induce anticholinergic delirium.
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Side effects can include dry mouth, constipation, blurred vision, cognitive changes,
hallucinations, and drowsiness. Other treatment options include antidopaminergic
therapy, such as antipsychotics or neuroleptics, and dopamine-depleting agents,
which are mainly used in late-onset dystonia, though with variable responses and
often dominant side effects [29]. Benzodiazepines are used as adjuncts in second or
third-line therapy [33].

Non-Invasive Brain Stimulation
This is an emerging area as a potential therapy for dystonia, but it is still in
the experimental phase and is mainly used for research purposes. Examples of
non-invasive brain stimulation include repetitive transcranial magnetic stimulation
and transcranial direct current stimulation [33]. These can be used as a complement
to rehabilitation [44].

Surgical Treatments
Among the surgical treatment options are ablation (such as thalamotomy or palli-
dotomy), focused ultrasound, and DBS. Pallidotomy and thalamotomy were the
first effective therapeutic options and are still used in selected patients. There is
evidence of effectiveness for focused ultrasound guided by MRI, although there
may often be recurrences that require repeated lesions. These procedures are
performed unilaterally, as it is unclear whether bilateral use would be safe. DBS
is used as an alternative therapy in case of failure of botulinum toxin treatment
and works by correcting the network dysfunction that is believed to be the cause
of dystonic movement. Compared to focused ultrasound, DBS seems to have fewer
side effects, potential reversibility, and the ability to adjust the direction and field
of stimulation. In most cases, the target is the GPi, although increasing evidence
suggests effectiveness for the STN and thalamus as well. In the past, peripheral
denervation was widely used for cervical dystonia; however, it was poorly tolerated,
had a high recurrence rate, and many side effects, so it is no longer recommended
today.

The various treatment options for dystonia can be summarized in Figure 2.7.
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Figure 2.5: A detailed schematic diagram of the dystonia involved circuits. The
striatum receives modulatory dopaminergic input from the SNc, which can stimulate
the MSN of either the direct or indirect pathway. The direct pathway (MSN type
D2R) passes through the GPe and STN, leading to the excitation of GPi neurons
that inhibit thalamic neurons and reduce movement. Conversely, stimulation of
the direct pathway (MSN type D1R) inhibits GPi neurons, removing the inhibitory
input to the thalamus and facilitating movement via excitatory stimulation of
the cortex. The involvement of the cerebellum in dystonia is increasingly being
considered. GABAergic Purkinje cells in the cerebellar cortex project to the
downstream deep cerebellar nuclei, which in turn have direct connections with
the basal ganglia through the thalamus. Additionally, GABAergic neurons in the
Ventral Tegmental Area (VTA) send inhibitory inputs to dopaminergic neurons
in the SNc, altering dopaminergic input to the striatum. The VTA also contains
dopaminergic neurons that project directly to the striatum, but they are thought
to play a lesser role in motor function (indicated by the dashed red line). Adapted
from [29]. Abbreviations: SNc – Substantia Nigra pars compacta, MSN – Medium
Spiny Neurons, GPe – External segment of the Globus Pallidus, STN – Subthalamic
Nucleus, GPi – Internal segment of the Globus Pallidus, VTA – Ventral Tegmental
Area. 18
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Figure 2.6: Differences between functional dystonia and isolated idiopathic
dystonia, adapted from [42].
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Dystonia

Focal
dystonia

Botulinum toxin injection

Rehabilitation
Physical Threapy
Biofeedback and relaxation
Speech and swallow therapy

Noninvasive therapies
TMS (Transcranic magnetic
stimulation)
tDCS (Transcranial direct current
stimulation)

DBS
GPi stimulation
STN and thalamus
Other possible sites (eg.
cerebellum

Other surgical approaches
Peripheral denervation (neck)
Thalamotomy
Pallidotomy

Oral
medications
Anticholinergics
Benzodiazepines
Baclofen
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Sodium oxybate
(alcohol-
responsive
dystonia)
Tetralbenazine
(tardive dystonia)

Generalized
dystonia

Dystonic storm treatment pathway
Initial supportive treatment1.
Identify triggers, treat infections
Oral dopamine, benxodiazepines
Identify candidacy for surgical treatment
Intensive care unit treatment2.
Sedative treatments, propofol, barbiturate
anestesthesia
Paralytic agents: botulinum toxin,
neuromuscular blockers
Surgical treatment3.
Bilateral GPi DBS is the treatment of choice, if
unavaible, consider ablative pallidotomy
Consider baclofen pump insertion if
refractory disease

Combined dystonia

Botulinum toxin injection

Dystonia-parkinsomism
Levodopa
Anticholinergics

Myoclonus dystonia
Benzodiazepines
Zonisamide

Dystonia with spasticity
Baclofen

Figure 2.7: Summary chart of dystonia treatment options, adapted from [33].
DBS = deep brain stimulation; GPi = globus pallidus internus; OT = occupa-
tional therapy; PED = paroxysmal exercise-induced dyskinesia/dystonia; PKD
= paroxysmal kinesigenic dyskinesia/dystonia; PNKD = non-kinesigenic paroxys-
mal dyskinesia/dystonia; PT = physical therapy; rTMS = repetitive transcranial
magnetic stimulation; SLP = speech and language pathology; SPR = sepiapterin
reductase; STN = subthalamic nucleus; tDCS = transcranial direct current stimu-
lation; TMS = transcranial magnetic stimulation.
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Chapter 3

Deep Brain Stimulation

DBS is a neurosurgical procedure that permits reversible and targeted neuromod-
ulation of specific circuits. In 1948, neurosurgeon Lawrence Pool of Columbia
University conducted the first electrode implantation, obtaining a positive outcome
[45]. With FDA approval and CE certification, it is now a standard treatment for
essential tremor, Parkinson’s disease, and dystonia [46, 47, 48]. Additionally, it has
been used to treat epilepsy and pain syndromes like neuropathic pain and cluster
headaches [49, 50, 51]. It is also being studied for a variety of treatment-resistant
mental illnesses, including major depressive disorder, Alzheimer’s disease, and
Tourette syndrome, all of which are characterized by disruptions in brain circuits
[52].

The Ventral InterMediate nucleus (VIM) of the thalamus, the STN, and the GPi
are among the targets that have been investigated for DBS treatment of dystonia.
These sites, corresponds to where the electrodes are implanted and are key areas
for muscle contractility. Nonetheless, the sensorimotory region of GPi is the main
target [53]. By acting at the axonal terminals, the external source of activation
determined by the DBS device triggers the release of neurotransmitters, which in
turn encourages non-functional areas to resume their normal functions. The works
of Frey et al. (2022) [54], Sironi (2011) [55], and Krauss et al. (2020) [56] are the
sources of the information in this chapter.

3.1 History of DBS
Spiegel and Wycis introduced a stereotactic apparatus (Figure 3.1) in 1947, which
was initially used for ablative procedures [57]. This marked the beginning of the
development of modern DBS technology.

The first person to investigate the therapeutic potential of subcortically im-
planted electrodes was Columbia University neurosurgeon Lawrence Pool. After
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Figure 3.1: Framed stereotactic setup [58].

implanting an electrode into the caudate nucleus of a lady suffering from anorexia
and depression in 1948, Pool reported positive outcomes for a few weeks until
the wire broke [45]. DBS was investigated as a therapy for chronic pain and
neurological problems throughout the 1970s. With the first commercially accessible
stimulators used for spinal cord stimulation to alleviate pain, the area owes a lot
to the technology of cardiac pacemakers. Mazars and Hosobushi made important
contributions to the development of neurostimulation for the treatment of move-
ment disorders, which eventually led to DBS targeting the sensory thalamus [59, 60].

In 1975, Medtronic Inc. became the first company to trademark the term "DBS"
for DBS [61]. The 1980s marked the first reports of DBS for the treatment of
neurological symptoms like tremor, dystonia, and speech impairment. In the late
1980s, Benabid and his colleagues reported successful chronic electrode implantation
in the VIM of the thalamus to treat tremor in both Essential Tremor (ET) and PD
patients [62]. DBS became the favored method, particularly for bilateral surgeries,
since research showed that it had less persistent side effects than lesional treatments.

The first Implantable Pulse Generator (IPG) for DBS, launched by Medtronic,
had a maximum frequency of 130 Hz, which remains the standard for most DBS
applications today. The device initially supported only unilateral stimulation. In
1999, Medtronic introduced a dual-channel IPG with a frequency of up to 250 Hz,
a device that became widely used, particularly for STN stimulation in PD patients.
By 1993 and 1997, DBS targeted at the VIM nucleus for ET and severe PD tremor
received CE Mark and FDA approval, respectively. Since then, DBS’s list of
approved uses has grown to include a variety of neuropsychiatric and movement
diseases, such as epilepsy, PD, dystonia, and obsessive-compulsive disorder. With
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a humanitarian device exemption for obsessive compulsive disorder (anterior limb
of the internal capsule), the device has been authorized for use in PD (VIM, STN,
GPi), epilepsy (anterior nucleus of the thalamus), and dystonia (STN, GPi) [63].

With encouraging but limited findings, DBS is currently being studied for its
ability to treat various illnesses such Tourette syndrome, serious depression, and
Alzheimer’s disease. Additionally, DBS has been experimentally used to treat
problems including chronic pain, obesity, addiction, and anorexia [64].

The main stepstones in the history of DBS are illustrated in Figure 3.2.
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Figure 3.2: Timeline of technology development for DBS, adapted from [56].

3.2 Components of DBS System
The DBS system is composed by an IPG or neurostimulator that acts as the
waveform generator and power source, DBS leads (electrodes) that are implanted
in the brain tissue, and the extensions that connect the IPG to the leads Okun2008,
as shown in Figure 3.3.

3.2.1 Implantable Pulse Generator
The IPG is the core active component in contemporary DBS systems. It contains
a battery, power module, CPU with program memory, and a microprocessor that
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Impantlantable
Pulse Generator

(neurostimulator)

Connector Block

Extensions

Electrode leads

1. The patient undergoes an MRI, which
accurately maps the brain regions that will
be treated.
 
2. A scalp incision is made. 

3. The electrodes are carefully placed into
specific brain regions via burr holes. 

4. To reach the IPG, which is implanted
close to clavicles, extension wires are
passed beneath the skin and down the
neck. 

Figure 3.3: The deep brain stimulation system is composed of the Implantable
Pulse Generator (IPG), the extensions that connect the IPG to the leads, and the
electrode leads that are implanted into the brain, adapted from [65].

manages the device’s functions. Functionalities including activation, deactivation,
pulse settings, internal diagnostics, and communication with external devices.
Certain IPGs also feature additional capabilities, such as recharging functions, built-
in accelerometers, Local Field Potential (LFP) sensing, as well as onboard signal
processing and analytical functions. The technical characteristics of commercially
available IPGs are shown in Figure 3.4 [66] The IPG is commonly placed inferior
to the clavicle superficial to the pectoralis fascia.
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Figure 3.4: Features of currently available internal pulse generators on the market.
Abbreviations: A, areas; C, conditional; CA, coactivation; CF, current fractionation;
Freq., frequency; Hz, Hertz; IL, interleaving; LFP, local field potential; MICC,
multiple independent current control; MRI, magnetic resonance imaging; MSS,
multi-stimulation set; PC, primary cell; RC, rechargeable cell; SC, single cell; TF,
temporal fractionation; U, unsafe. Availability of features or devices may vary by
region, and some are subject to local regulatory approvals. Image sourced from
[66], lincensed for use under CC BY 4.0.
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3.2.2 Electrode Leads

DBS involves using a small electrode or lead to deliver electrical impulses to tar-
geted regions of the brain. Key attributes of an electrode are biocompatibility,
inertness, durability, long-term stability, ease of implantation, good conductivity,
suitable electrical characteristics, effective current delivery and spatial arrangement.
MRI compatibility and the possibility of sensing capabilities are further crucial
considerations.

Platinum-iridium wires and nickel alloy connections, all enclosed in a polyurethane
sheath, are commonly found in DBS electrodes. Platinum-iridium is favored because
of its excellent conduction qualities and low toxicity. Currently, several electrode
configurations are available (Figure 3.5). The most common design is quadripolar,
with four stimulating contacts located at the tip of a 1.27 mm diameter probe.
Each cylindrical contact is 1.5 mm long, with spacing of either 0.5 mm or 1.5 mm
between them. During stimulation, an electrode contact can function as a cathode
(or current sink) or as an anode (source of current) relative to the implantable pulse
generator or to other electrode contacts. The electrode configurations in Figure
3.5 allow for shaping the electric field along the z-axis of the lead by adjusting
combinations of anodes and cathodes during programming [56].

Commercially available leads vary and are selected based on the brain area being
targeted and the therapeutic indication (Figure 3.6, Figure 3.7).

A 2015 consensus paper [67] highlighted the lack of studies comparing clini-
cal outcomes of regulated current versus regulated voltage DBS, suggesting that
current-controlled DBS would provide more stable effects due to dynamic changes
in electrode impedance over time caused by inflammation.

The shape of the stimulation waveform, which refers to the current or voltage
over time, can influence the number and type of neural elements activated Grill2015.
Waveforms or pulses can be repeated at different intervals to create specific stim-
ulation patterns (Figure 3.8). Research indicates that symmetric biphasic pulses
are more effective at suppressing PD motor symptoms compared to conventional
asymmetric waveforms, although they may cause more battery drain. In patients
with ET, symmetric biphasic pulses also showed better tremor suppression than
asymmetric DBS waveforms. At the same intensity, symmetric biphasic pulses
likely activate a greater number of neurons since both the cathodic and anodic
phases of the waveform contribute to neural activation. Additional factors that may
enhance neuron activation and entrainment include selecting the right waveform
polarity, reversing the usual pulse phase order, and introducing a gap between the
two phases of charge-balanced biphasic pulses. The shape of the waveform can
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a. Electrode configurations b. Stimulation

Unipolar Bipolar Interleaved
Multiple
Levels Directional

Figure 3.5: Common electrode configurations and modes of stimulation for Deep
Brain Stimulation (DBS). a) Various electrode designs for DBS, with dark grey
regions representing electrode contacts that can be activated to deliver current. The
configurations vary in the spacing between contacts and their number and shape.
Larger spacing between contacts increases the range of neural targets, while smaller
spacing offers more precise control over stimulation. b) Different stimulation modes
used in DBS systems. Unipolar stimulation: current is directed from the battery
to the electrode contact or vice versa. Bipolar stimulation: Current flows between
at least two electrode contacts, one functioning as the anode and the other as
the cathode. Interleaving stimulation: Alternates between different stimulation
settings. Multiple level stimulation: Stimulation of multiple neural targets along
the electrode path. Directional stimulation: Current is directed or "shaped" based
on the local anatomy or clinical symptoms for more targeted stimulation. Adapted
from [56].

also affect the desynchronizing effects of DBS techniques, where pulse amplitude is
adjusted in a closed-loop system using linear or nonlinear delayed feedback [56].

3.2.3 Extensions
The stretch-coil extensions, which connect the IGP to the electrodes, are coated
with silicone [68], which is frequently used in medical equipment due to its excellent
electrical insulating properties and biocompatibility. Silicone also permits the
secure transfer of electrical signals from the electrodes to the pulse generator and
shields the cables from electrical interference. These extensions are placed under
the skin, extending from scalp to chest, behind the ears, and along the neck. Due
to the flexibility and strength of the silicone coating, the extensions resist normal
daily pressures and movements without the loss of integrity of the system. The
stability of the leads may be assessed using a variety of techniques and observations.
Finding any unstable impedance is crucial: physical faults may cause changes in

27



Deep Brain Stimulation

Figure 3.6: Description of present available commerical leads and their parameters
including number and sizes of contacts. Image sourced from [54], with license CC
BY 4.0.

the system’s impedance when it is in vivo, disruptupting the normal operation of
pacemaker treatment or DBS [69], [65].

3.3 Chirurgical Procedure
DBS leads are implanted using stereotactic techniques and monitored with MER to
attain the highest level of precision. Using information about depth obtained using
preoperative MRI imaging, MER signals aid in fine-tuning the initial targeting and
correcting for errors brought on by patient anatomical variances or brain movement.
Four spindles are placed percutaneously along the outside edge of the skull to
secure the stereotactic frame while the patient is conscious. To identify the exact
target inside the brain, preoperative MRI is aligned with the stereotactic frame.

Once the DBS lead is positioned in the target brain region, the neurostimulator
is implanted under general anesthesia, typically in the subclavicular area, though it
may be placed in the abdomen for pediatric patients. To ensure accurate placement,
radiological imaging is usually performed at the end of the procedure, an example
of which is shown in Figure 3.9.

3.4 Adversarial Effects and Complications
Rigidity, dysphonia, dysarthria, postural instability, and impairment of coordination
are the possible adverse effects if the surrounding GPi structures are inadvertently
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Figure 3.7: The lead designs available from various Deep Brain Stimulation
(DBS) manufacturers feature different configurations. Some leads have full-ring
contacts, which enable omnidirectional stimulation, while others are equipped with
segmented electrodes on the middle two levels, allowing for directional stimulation.
Many manufacturers incorporate stereotactic markers above the DBS contacts to
assist with post-operative orientation of the lead in relation to its intended direction.
Image sourced from [54], with license CC BY 4.0.

affected. Hardware-related complications include infection of the skin or implant,
malfunction or erosion of the IPG, and electrode or extension wire fractures.
Another concern is also battery life, particularly in young patients who, throughout
their lives, are doomed to have several surgeries to replace those batteries, which
carries a great risk of surgical complications. This problem was partially resolved
in recent times with the use of rechargeable devices [71].
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Regular Stimulation pattern Irregular Stimulation Pattern Bursting Stimulation Pattern

Figure 3.8: In Deep Brain Stimulation (DBS), stimulation patterns are generated
by repeating waveform shapes at specific intervals between pulses. a) A conventional
asymmetric biphasic DBS waveform consisting of a brief cathodic phase, followed
by an interphase delay, and a prolonged anodic (recharge) phase. b) A symmetric
biphasic DBS waveform with cathodic and anodic phases of equal duration. c)
A symmetric biphasic DBS waveform with no interphase delay. d) A variation
in which the standard pulse phase order of the symmetric biphasic waveform
is reversed. e) A regular stimulation pattern where the interpulse intervals are
consistent, typically around 7.7 ms or 130 Hz. f) An irregular stimulation pattern
where the interpulse intervals are randomized. g) A burst stimulation pattern
featuring multiple pulses at short intervals, followed by a longer interpulse interval.
Figure adapted from [56].

Figure 3.9: Postoperative X-rays of the neck and chest showing a DBS system
with implanted electrodes and extension wires (left image) and the IPG positioned
at the thoracic level (right image). Image sourced from [70], under licence CC
(Creative Commons) BY 4.0.
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Chapter 4

Microelectrode Recordings

Many studies have shown that the use of MER is essential in DBS surgery [72],
[73], as was mentioned in the previous chapters. The surgical target, which may be
different from the preoperative target established by imaging methods like MRI,
can be assessed with higher accuracy using MER during surgery [74]. This chapter
provides an overview of how the MER signal is generated, acquired, and processed
to extract relevant information about the surgical target. Spike sorting techniques
are specifically examined in order to examine the properties of individual neurons
as well as the overall signal, including oscillatory and temporal features.

The anatomical origin of the signal and the acquisition system are based on the
insights from the book by E. B. Montgomery Jr. "Intraoperative Neurophysiological
Monitoring for Deep Brain Stimulation: Principles, Practice and Cases" [75]. An
example of MER signals is shown in Figure 4.1.

4.1 Generation of MER Signals in the Brain
The electrical signals captured during surgery in the context of intraoperative
neurophysiological monitoring are derived from the ion movement-induced voltage
changes across the neuron’s membrane. When there is a separation of charges,
electrical current is generated, and this flow of ions through the cell membrane
produces the electrical signals that are recorded by the acquisition system.

4.1.1 Neuron Structure
A neuron is composed by the cell body, or soma, which houses the nucleus and
other vital components, and axons, which are in charge of transmitting information
over long distances. A schematic representation of a neuron, picturing its basic
structures, is illustrated in Figure 4.2.
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Figure 4.1: An illustration of microelectrode recordings along a trajectory and
characteristic electrophysiological activity when passing through the thalamus,
zona incerta, SubThalamic Nucleus (STN) and Substantia Nigra pars reticulata
(SNr). Figure sourced from [76], under license CC BY 3.0.
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Figure 4.2: Schematic representation of a neuron. A neuron consists of a cell
body containing a nucleus, and two type of branches: axons (long branches which
permit conduction of information between neurons) and dendrites (short branches
which receive information from other neurons).
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Axons can extend from the cerebral cortex up to the spinal cord, and their
terminals connect with other neurons to form connections called synapses. There
are two types of synapses. Chemical synapses use neurotransmitters and are
in charge of chemical transmission between neurons, while structures called gap
junctions enable direct electrical transmission. The cell membrane that surrounds
a neuron acts as a barrier to protect it and controls the flow of chemicals into
and out of the cell. The properties of the internal environment of the neuron is
maintained by the cell membrane, which also produces an electrochemical gradient,
essential for neural activity. The lipid bilayer that composes a large part of this
membrane is selectively permeable, letting some ions and molecules flow through
while obstructing others.

4.1.2 Action Potential

Electricals signal generated by neurons and used for intraoperative neurophysiolog-
ical monitoring is the result of the separation of ions, particularly sodium (Na+)
and potassium (K+). An electrochemical gradient is produced by the different Na+
and K+ ion concentrations inside and outside the neuron. The charge difference
across the membrane is a result of mechanisms in neurons’ membranes that actively
transport these ions, ensuring that more K+ is inside and more Na+ is outside.

In order for the electric current to flow, the neuron’s membrane has to allow
ions to pass through protein channels that act as pores in the membrane. These
channels remain closed in the resting state to prevent the flow of current, which
results in no signal. The generation of an electrical signal depends on the opening
and closing of these channels, which can be regulated with different mechanisms.
One method involves the release of neurotransmitters, which attach to the channel’s
receptors and cause it to open, another technique uses G protein-coupled receptors
to open channels by initiating enzymatic cascades. Additionally, when a threshold
is reached, voltage-gated channels open, permitting an influx of ions and initiating
the Action Potential (AP). As shown schematically in Figure 4.3, the movement of
Na+ and K+ ions across the membrane is the main factor of the AP generation
process.

The resulting change in membrane voltage is propagated along the axon and its
myelin sheath, allowing the neuron to transmit the AP over long distances without
any loss of signal through saltatory conduction. The signal propagates in only one
direction because of the refractary period, in which Na+ channels are deactivated,
preventing any subsequent polarization and generation of AP.
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Figure 4.3: The action potential generation process begins when a neuron is
at its resting membrane potential, with ion channels closed to prevent sodium
(Na+) from entering and potassium (K+) from exiting. When a stimulus increases
the membrane voltage to a threshold, Na+ channels open, allowing an influx of
Na+, leading to depolarization. This triggers a chain reaction, further opening
Na+ channels. As the potential rises, K+ channels open, allowing K+ to exit,
repolarizing the membrane. Hyperpolarization follows before the neuron returns to
its resting state [75].

4.2 Acquisition System, Noise and Artifacts
Recording an AP requires the measurement of a difference in the voltage or potential
across two points. MER systems feature an active contact and a reference. Since
each contact must experience a distinct electrical field potential or voltage in order
to register a signal, no detectable voltage difference is produced if two contacts
of the same material are placed within the same electrical field (Figure 4.4 A).
The two contacts are located relatively close to the neural element (B) in bipolar
recordings. In monopolar recording, a fine contact is placed near the neural element
that is the source of the signal, while a large contact is located some distance away
from the source (C).

Axons produce exceptionally small voltages that are impractical to record using
anything other than high amplification and small electrode tips. However, using
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Figure 4.4: Schematic representation of different types of acquisition. A and B
represent bipolar recordings, while C is a monopolar recording [75].

such electrodes leads to high impedance. This renders normal MER extremely
challenging, especially when combined with the high gain needed. One must then
decide which neural elements to record. The dendrites and cell body are the usual
chosen elements because the axons’ APs are too brief and low voltage to record
under typical circumstances.

Orthodromic conduction is the path taken by an AP that is generated and travels
down the axon to the synaptic terminals. The AP simultaneously backfires into the
dendrites and cell body. Antidromic conduction is the term for its movement in this
opposite direction. The volume occupied by the dendritic tree and cell body, as well
as the relative synchronization of voltage changes due to the antidromic invasion
of the dendrites and cell body by the AP 4.5, are two factors that significantly
amplify the antidromically conducted APs and thus enable recording.

Microelectrodes are typically made with tungsten or a platinum-iridium alloy
metal, with fine-tip of conic shape on the order of 20 µm diameter and impedance
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Figure 4.5: An antidromic action potential is shown schematically. When the
neuronal membrane potential at the axon hillock depolarizes to a threshold, an
action potential starts. The action potential is conducted orthodromically along the
axon. The force of the action potential, however, conducts antidromically through
the cell body and dendrites in the form of a graded potential, producing the signal
that microelectrodes record. The resulting electric field is amplified to a range that
allows recording by conventional methods due to the larger volume of the dendritic
tree. [75].

around 0.6 to 1 Mω. A raffiguration of a bipolar microelectrode is shown in Figure
4.6.

Active Electrode

Reference Electrode Reference Electrode Connector

Active Electrode Connector

Figure 4.6: Schematic view of a bipolar microelectrode. the active electrode is
the tip, and the indifferent or reference electrode is the band of conductive material
at few mm from the tips [75].
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Microstimluation through microelectrode tip can be used during the surgery to
simulate clinical effects of the final DBS lead impantation, by using similar stimula-
tion parameter to those employed in clinical DBS. Platinum-iridium microelectrode
are better suited to perform intraoperative stimulation than the tungsten one, as
they tend to better withstand stimulations. Stimulation currents are typically
less than 100 µA. Microstimulation can also elicit a physiological response from
structures near the microelectrode, which may give informations about electrode
localizations.

MER allow the identification of extracellular APs from individual neurons, which
are in the range 50 µV to 100 µV . The extremely low voltages of AP may require
an ampilifaction of 10000 or so. The high gain amplifies not only the signal of
interest but also a great deal of noise and artifacts, making filtering essential.

Noise arrives for the most part from electrical sources. Noise from the amplifier
system can be of a thermal origin, arising from random movement of electrical
charges. "Shot noise" is caused by the discetization of charge as an electron, causing
high frequency transient; while "flicker noise", which is frequency dependant, has
greater impact at lower frequency (DC). AC power line interference at 50 or 60
Hz can be present, as also noise generated by capacitive coupling with devices
producing electrostatic charges. If an artifact is common to to electrodes, it can be
canceled using differential amplifiers.

While noise is usually persistent in the MER signal, mechanical sources can
generate artifacts, for example a mechanical vibration transitted to the connectors,
particularly those connecting the preamplifier. Artifacts are heuristically defined as
transient, are mechanical in nature and can occur as a result of unstable electrical
connections. To drive the electrodes in the skull mechanical gears are used to move
the microelectrodes along a guide canula. A type of artifact called microdrive
chatter occurs when the microelectrode slides unevenly along its guide canula.
Damage or wear of the gears can also create artifacts. Microelectrode can cause a
tear in the neuronal membrane, permitting Na+ ions to enter the neuron. This
brings a massive depolarization and concomitant repetitive APs, as waters enters
wth Na+ and causes the neuron to burst.

MER systems are composed of a microelectrode (4.7 B) capting signal from a
neural source (A), an high impendence amplifier or unity-gain amplifier used for
impedence matching (C), an amplifier (D), a filtering system (E), an analog to
digital converter (F) and finally the computer system (G) used for analysis with
possible visual display (H) and audio presentation (I). This system is schematized
in Figure 4.7.
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Figure 4.7: Scheme of a typical microelectrode recording system, where A is the
neural source, B is the microelectrode capting the signal. Following, there is an
high impendence amplifier or unity-gain amplifier used for impedence matching
(C), an amplifier (D), a filtering system (E), an analog to digital converter (F) and
finally the computer system (G) used for analysis with possible visual display (H)
and audio presentation (I) [75].

4.3 Intraoperatory Use of MER
Centers that perform MER-guided DBS typically use a BenGun multielectrode
holder which allows up to 5 microelectrodes to be lowered to the target simulta-
neously [77], following different trajectories. A schematic representation of the
five possible trajectories of the BenGun setup (anterior, posterior, central, lateral,
medial) is shown in Figure 4.8, while an example of a commercialy available mi-
crodrive system is shown in Figure 4.9. The electrode is lowered into the skull at
small steps of 1 mm or even 0.5 mm.

4.4 Processing of the MER Signal
Summarizing, MER are used to record and analyze action potentials using micro-
elecrodes with extra-fine tips, corresponing to high impedances. Action potentials
in MER signal are also commonly refferred to as "spikes". The MER signal can be
studied focusing on two aspects, the Single-Unit Activity (SUA) and the Multi-Unit
Activity (MUA).

MUA refers to the action potentials of neurons recorded in a radius of 140-300
µm from the electrode tip [79], without undergoind spikes separations to assign each
spike to its corresponding neuron. MUA can be characterized using informations
from the time and spectral domain. SUA refers to the ensamble of action potentials
of a single neuron [79, 80], which can be distinguished from spikes of other neurons
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Figure 4.8: Graphic representation of electrode configuration in a standard Ben’s
Gun system. the elctrode are typically distant 2 mm from each other.

Figure 4.9: Photo of a microdrive system commercially available at "inomed",
with a zoom on the five electrode tips [78].

using a variety of techniques known as Spike Sorting. The frequency content of
neural spikes has a frequency content around 300-500 Hz to 3000-6000 Hz [81, 82,
83].

Another kind of signal that can be recorded during DBS surgery is the LFP.
LFP are not made to identify extracellular AP, so their electronical characteristics
are much less demanding. Electrodes can be larger and thus have lower impedances.
Using LFP, one records the summing of neural activity over a wider volume of
tissue (0.5 - 3 mm), containing lower frequency content with respect to MER. LFP
emphasizes presinaptic dendritic inputs over extracellullar AP [75]. Since they are
easier to record, they are well suited for use in closed-loop DBS, where therapeutic
stimulation over the DBS leads is regulated based on the recorded LFP by the lead
itself [84]. LFP can also be obtained by recording with a typical microelectrode by
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keeping it more distant to neurons or by recording the comprehensive broadband
electrical signal and then isolating the 0-300 Hz component.

An infographic distinguishing MUA, SUA and LFP is shown in Figure ref-
fig:muasua.

Voltage
Low pass filter

High-pass filter

Rectify or
Threshold

Threshold +
waveform

identification

Figure 4.10: Different types of extracellular neurophysiological signals. They
are typically discriminated in three classes. (1) Limiting the broad band raw data
into low frequencies results in a signal called Local Field Potentials (LFP), which
is a summed average of action potentials. (2) Multi Unit Activity (MUA) is the
activity of a large population of neurons in the high frequency spiking activity range.
MUA is often thresholded or rectified in order to obtain the time-varying envelope.
(3) Single Unit Activity (SUA) is composed of the ensamble of isolated action
potentials of a single neuron, obtained through a spike sorting process (highlighted
by different colors of red, green and yellow for each identified neuron). Figure
adapted from [85].

4.4.1 Spike Sorting
Spike sorting refers to a series of techniques used to extract information about
the activity of single neurons from extracellular recordings. Close neurons can fire
in response to different stimuli, therefore, it’s crucial to understand which spike
corresponds to which neurons. Spike sorting techniques are used to analyze signals
acquired both in-vivo and in-vitro applications, especially from MicroElectrode
Arrays (MEA) which contain multiple microelectrodes. Informations about the
spike sorting process reported in this sections are elaborated from the review of
Rey et al. (2015) [86], "Past, present and future of spike sorting techniques".

The classic spike sorting process is shown in Figure 4.11. Each step is explored
more in depth in the following.
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Figure 4.11: Flowchart containing the main steps of spike sorting. Starting from
recorded bradband data, (i) a bandpass filter is applied, usually between 300-3000
Hz. (ii) Spikes are detected using an aplitude threshold to data previously filtered.
(iii) Relevant feature are extracted from each spike to achieve dimensionality
reduction. (iv) these features are used to perform a clustering algorithm and
classify each waveform to each cluster, which corresponds to a different neuron.
Figure sourced from [86] under 4.0 CC license.

Filtering
To detect spikes the signal is typically bandpass filtered, usually in the bandwidth
300 to 3000 Hz, to exclude the contribute of LFPs. Regarding filtering, it’s essential
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to consider phase non-linearity, as it can distort spike shape and alter artifacts to
make them look similar to spikes. Using offline processing, the best solution is to
use zero-phase filtering, to obtain zero pahse response for all the frequencies. In
the case online processing is desired a nearly linear phase Infinite Response Filters
(IIR) can be used.

Detection
Subsequent to filtering, detection is performed using, for example, an amplitude
threshold. to select an automatic threshold, it’s reasonable to estimate the threshold
based on the noise level. In principle, it should be sufficient to use a value based
on the standard deviation of the filtered signal. However, such a theshold can
result in high error rates, especially in cases with large amplitude spikes and high
firing rates that can lead to an increase of the threhshold even when the noise is
constant. A better estimate was proposed by Quiroga et al. (2004) [87]. For a
normally distributed noise N, it can be shown that

σn = median(|N |)
0.6745 (4.1)

in which the denominator comes from the cumulative distribution function
for the standard normal distribution evaluated at 0.75. The fact the signal X is
typically sparse in spikes leads to the presence of spikes not affecting the mean
absoute deviation as much, so median(|X|) ≈ median(|N|). The estimate for the
threshold becomes

σn = median(|X|)
0.6745 . (4.2)

Some techniques explores also extra-transformations before detection, as ap-
plying an energy operator or the wavelet transform. Concluding detection, each
putative waveform, which is 2 to 3 ms in duration, is stored. Alignment of the
spikes can be performed interpolating with cubic splines to improve the detection
of the peak, and finally returning to the decimated original sampling rate.

Feature extraction
The most simple feature to extract is the amplitude of the spike, but it’s relevant to
consider that neurons can have different shape but same peak amplitude. Another
technique is based on creating a template for each nuerons and then assigning each
spike to a template using a distance metric. This approach cannot easily distinguish
nonstationary neurons, epecially if the firing of the neuron is not present when the
templates are established.
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High dimensionality is also a concern, since if M samples are stored for each
waveform, its shape is represented in an M-dimensional space. The complexity of
performering clustering operations in high-dimensional spaces requires dimension-
ality reduction, to obtain the minimal set of features that best discriminate the
neurons.

To perform dimensionality reduction, Principal Component Analysis (PCA)
is one of the most common methods. PCA is a dimensionality reduction and feature
extraction technique used to identify the principal directions of variability in a
dataset (Figure 4.12). By organizing the signals (waveforms) into a matrix

X ∈ RN×M (4.3)

where M is the number of samples and N is the number of signals, and centering
them with respect to their mean X̄, we obtain:

X̃ = X − X̄ (4.4)

The covariance matrix is then computed as:

C = 1
M − 1X̃X̃T = V ΛV T (4.5)

which is decomposed into the eigenvector matrix V and the eigenvalue matrix
Λ of C [88]. Usually a certain number K of principal components is mantained,
keeping a high percentage of energy of the signal. So the feature space is reduced
from dimensionality K to M, with K « M.

Figure 4.12: Example of the first two principal components for an example of
data represented in a two-dimensionality space [89].
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The most common alternative technique to PCA for feature reduction is the
use of wavelets coefficients. The signal is decomposed using convolution between
detected waveforms and wavelets functions, that are dilated and shifted versions of
a "mother wavelet", leading to a set of coefficient that represent signal decomposi-
tion. To automatically select wavelets coefficient to actually discriminate neurons,
Kolmogorov- Smirnov test for normality can be used to select only the first 10
coefficients with the most deviation from normal distribution.

Clustering
Clustering groups points (waveforms) into clusters, where every cluster correspons
to a different neuron. Clustering can be performed manually by an expert user,
analyzing a 2 or 3 dimensionality space, but this can bring error in the clustering
process caused by low dimensionality visualization and human bias. Clusters can
be estimated using an Expectation Maximization procedure assuming a for clusters
to have a Gaussian distribution. since this assumption is not always true, an
alternative is to use a mixture of distributions, like t-distributions, with a wider
tail. Another option is the use of hierarchical clustering. Other commonly used
clustering algorithms are k-means, Fuzzy c-means, Watershed algorithms, and
Superparamagnetic clustering [90].

K-means [91] is a partitioning clustering algorithm designed to categorize
a given dataset into k distinct clusters. This method iteratively refines cluster
assignments, converging towards a local minimum.

The algorithm operates in two main stages. Initially, k cluster centers are
randomly chosen, where k is predefined. Then, each data point is assigned to its
nearest cluster center based on Euclidean distance. Once all points are assigned, an
initial clustering is established. The next step involves recalculating the centroid of
each cluster, and this iterative process continues until a stopping criterion, such as
minimizing the objective function, is met.

Let x be a data point and x̄i represent the centroid of cluster Ci. The objective
function, which measures the sum of squared errors, is defined as:

E =
kØ

i=1

Ø
x∈Ci

∥x − x̄i∥2 (4.6)

where E denotes the total squared error across all clusters.
The Euclidean distance, which determines the similarity between a point x =

(x1, x2, . . . , xn) and another point y = (y1, y2, . . . , yn), is computed as:
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d(x, y) =
öõõô nØ

i=1
(xi − yi)2 (4.7)

Procedure:
1. Randomly select k data points from D as initial cluster centers.
2. Repeat:

1. Compute the distance between each data point di (1 ≤ i ≤ n) and all cluster
centers cj (1 ≤ j ≤ k).

2. Assign each data point to the cluster with the nearest center.

3. Recalculate the centroid for each cluster.

3. Continue iterating until convergence is achieved.
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Chapter 5

Materials and Methods

5.1 Dataset
In this observational, descriptive, retrospective, monocentric, and non-profit study,
data regarding patients affected by primary and secondary dystonia treated with
GPi-DBS between 2020 and 2024 at the Meyer University Hospital IRCCS in
Florence were examined by the team of Professor Flavio Giordano.

5.1.1 Patients and Clinical Evaluation
The study population consisted of 5 patients, including 2 males and 3 females.
Robotic techniques were used to perform bilateral GPi-DBS surgery on each pa-
tient. Primary or secondary dystonia diagnosis, any age at diagnosis, any length
of disease before surgery, GPi-DBS surgery, and the availability of MER obtained
during the procedure were the inclusion criteria. As for the exclusion criteria:
absence of available MER, stimulation of anatomical targets different from GPi
(e.g., STN or thalamus). For each patient, the following variables were available:
sex, clinical picture, cause of dystonia, age at the time of surgery, types of IPG
and electrodes used, implant site, follow-up duration, presence of complications,
MER used for electrode placement on the right and left sides, and trajectory and
depth of electrode implantation on the right and left sides.

The process was carried out with complete patient anonymity, as the MER
signals were not saved by name but by the patient’s surgery date. From this, it was
then possible to trace the patients’ identities and proceed with the collection and
analysis of clinical data. Subsequently, each patient was assigned a number from
1 to 5 to allow for unique identification of each study participant while ensuring
complete anonymity.
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Table 5.1 summarizes the patients’ characteristics, clinical picture, and etiology
of dystonia, while table 5.2 summarizes the data related to the surgical procedure.

Patient Sex Clinical Picture Etiology
P1 F Spastic dystonic tetraparesis Genetic
P2 F Generalized dystonia Genetic (KMT2B)
P3 M Generalized dystonia PCI
P4 M Generalized dystonia Genetic (PRKARA - DYT16)
P5 F Generalized dystonia PCI

Table 5.1: Sex, clinical picture, and etiological cause of dystonia for each of the
five patients.

Patient Age Target R. T. IPG
Model

Electrode
Model

IPG Location Compl.

P1 12 Bi.
GPi

Yes Med. Ac-
tiva RC

Med. 3387 Subclavicular None

P2 16 Bi.
GPi

Yes Med. Ac-
tiva RC

Med. 3387 Subclavicular None

P3 11 Bi.
GPi

Yes Med. Ac-
tiva RC

Med.
B33015

Subclavicular None

P4 6 Bi.
GPi

Yes Med. Ac-
tiva RC

Med. 3387 Abdomen None

P5 12 Bi.
GPi

Yes Med. Per-
cept RC

Med.
B33015

Subclavicular None

Table 5.2: Age at the time of GPi-DBS surgery (years), surgical target, surgical
technique, IPG model, electrode model, IPG location, and complications. Abbre-
viations: Bi. (Bilateral), R.T. (Robotic Techniques), Med. (Medtronic), compl.
(complications).

Regarding the assessment of patient outcomes, the Burke-Fahn-Marsden Dysto-
nia Rating Scale (BFMDRS) was used. This scale consists of a preoperative clinical
evaluation and an evaluation during patient follow-up. The BFMDRS values are
based on data collected during telephone interviews, follow-up visits, and electronic
medical records.

The BFMDRS was the first assessment scale historically developed for dystonia.
It is now a standard tool used to evaluate the severity of generalized dystonia. It
consists of two subscales: the Burke-Fahn-Marsden Movement Scale (BFMMS) and
the Burke-Fahn-Marsden Disability Scale (BFMDS).

The BFMMS evaluates two separate factors: a severity factor, which measures
the intensity of dystonic movements, and a provocative factor, which assesses
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the circumstances that trigger dystonia, such as whether the patient is at rest or
active. The scale measures dystonia in nine body regions: eyes, mouth, speech and
swallowing, neck, left and right arms, left and right legs, and trunk. Each area is
assigned a score from 0 (no dystonia) to 4 (severe dystonia) for severity, and from
0 (no dystonia at rest or during activity) to 4 (dystonia at rest) for the provocative
factor. The severity factor is multiplied by the provocative factor, and the result
is then multiplied by a weighting factor (0.5 for eyes, mouth, and neck; 1 for the
other areas). This gives a final score for each area, and the scores are summed.
The maximum possible score on the BFMMS is 120.

The BFMDS asks the patient to self-assess their disability in performing seven
daily activities: speech, writing, eating, swallowing, personal hygiene, dressing, and
walking. Each activity is assigned a score from 0 (no disability) to 4 (complete
disability), except for walking, which is scored from 0 to 6, considering whether the
patient needs assistance and, if so, the type of assistance. The scores are summed,
with a maximum possible score of 30 [92].

Table 5.3 summarizes the data relative to preoperative and most current follow
up evaluation, with the corresponding percentage of improvement.

Patient BFMDRS
Motor t-0

BFMDRS
Motor
t-uf

BFMDRS
Disability
t-0

BFMDRS
Disability
t-uf

BFMDRS
Motor
variation
(%)

BFMDRS
Disability
variation
(%)

P1 35 59.5 20 21 70.0% 5.0%
P2 42 31.5 17 12 -25.0% -29.4%
P3 94.5 49.5 25 20 -47.6% -20.0%
P4 50.5 2 21 18 -96.0% -14.3%
P5 73 53 21 14 -27.4% -33.3%

Table 5.3: BFMDRS scores and improvements for each patient. t-0: pre-surgery,
t-uf: follow-up.

From Table 5.3 it can be noted that patient 1 is the only one who underwent a
deterioration following the surgery, with an increase of both motor and disbility
BFMDRS with respect to preoperatory evaluation. The outcome is classified as
negative. The remaining patients, from 2 to 4, experienced a a reduction in the
BFMDRS score, indicating an improvement in clinical conditions.

5.1.2 Recordings
Electrophysiological MER recordings were acquired for each of the five patients
during the GPi-DBS surgery. For patients 1 to 4, the recordings were made using
the LeadPoint system (Medtronic [93]) at a sampling frequency of 24000 Hz, while
for patient 5, the NeuroSmart system (Alpha Omega Engineering [94]) was used at
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a sampling frequency of 24341 Hz.

Data were collected from each cerebral hemisphere (right and left) using three
of the five microelectrodes that make up the standard "Ben’s-Gun" cross model, as
cited in previous chapters. The selected electrodes were the anterior, central, and
posterior ones. Each of the three electrodes will be referred to as a ’trajectory’. The
target position was initially estimated using preoperative imaging. Considering the
target position at 0 mm, the MER recordings were performed at depth intervals
of 1 mm, 2 mm, or 0.5 mm, starting from a maximum of 10 mm above the target
(negative depth) to a minimum of 2.5 mm below the target (positive depth). In
Figure 5.1 an infographic about dataset structure is shown.

Figure 5.1: Infographic about dataset structure. The dataset is composed of five
pediatric patients, operated bilaterally of DBS GPi. Three trajectories were used
to record MER data intraoperativelly, anterior, central and posterior. For each
trajectory, a number of recordings varying from 9 to 26 were acquired.

Table 5.4 details the number of recordings made for each patient and hemisphere.
The number of recordings (or traces) and the depths explored for each hemisphere
are identical across the three trajectories, as the data are simultaneously acquired
along them. The table should be interpreted as follows: for patient 1, from the
right hemisphere, 18 traces of 3 seconds were recorded from the anterior electrode,
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18 traces of 3 seconds from the central electrode, and 18 traces of 3 seconds from
the posterior electrode. A total of 486 MER traces were available.

Patient Hemisphere Number of Recordings Duration (s)
P1 Left 18 3
P1 Right 26 3
P2 Left 23 10
P2 Right 18 10
P3 Left 18 10
P3 Right 12 10
P4 Left 9 3
P4 Right 12 3
P5 Left 11 6
P5 Right 15 6

Table 5.4: Number of MER recordings and their duration for each hemisphere of
each patient.

The data were labeled using the information regarding the depth at which the
DBS device was actually implanted, along with the outcome of the surgery, which
is either positive or negative. A positive outcome is determined by an improvement
in the patient’s condition, while a negative outcome indicates a worsening. The
outcome for each patient was determined following the procedure described in the
previous paragraph. Table 5.5 provides an indication of the trajectory chosen for
the implantation, as well as the depth at which the DBS stimulation electrode was
positioned for each patient and each hemisphere.

The visualization and analysis of the data were performed using MATLAB
software [95]. In Figure 5.2, an example of a MER trace can be found, while in
Figure 5.3, all the available MER for patient 1 are shown.

5.2 Data Conversion
The data acquired with the Leadpoint system was already saved in µV in a format
".txt" file. Depth of each recording was gathered from a file having ".xml" format,
unique for each patient. The signals were bandpass-filtered in the bandwidth
500-5000 Hz during the surgery using the acquisition system.
Regarding data acquired with the Neurosmart system, they were initially saved
in ".mpx" format. Each recording was converted into a ".mat" format file using
the proprietary software. The converted files contained each spike recording in
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Patient Hemisphere Trajectory Depth (mm) Outcome

P1 Right Anterior 0 NegativeLeft Central 0

P2 Right Central +0.5 PositiveLeft Central +0.5

P3 Right Posterior 0 PositiveLeft Central 0

P4 Right Central -1 PositiveLeft Posterior -1

P5 Right Central 0 PositiveLeft Posterior 0

Table 5.5: Information on the trajectory and depth chosen by the surgeon for
the DBS electrode implantation for each patient. The last column contains the
patient’s outcome, which was used to classify the recordings.
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Figure 5.2: Example of MER extract gathered from patient 3, left side, central
trajectory at 0 mm depth. In blue, the raw MER signal is shown. In green, neuronal
spikes are highlighted.

A/D values, already bandpass filtered in 300-9000 Hz bandwidth. Using a Gain of
1392 and a Bit Resolution of 630 µV / A/D value, signals in µV were obtained by
multiplying original signal for the Bit Risolution and dividing by the Gain. For
the patient acquired with Neurosmart system, LFPs were also available, but not
for other patients, so LFPs were excluded from the following analysis.
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Figure 5.3: Example of MER for patient 1, with indications about the depth of
each MER.
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5.3 Processing Steps
The MER signal processing steps were designed to automatically analyze the neural
activity recorded during the GPi-DBS procedure in detail. Initially, the SUA of
neurons was examined. The SUA analysis was preceded by a band-pass filtering
process aimed at isolating the characteristic frequencies of action potentials, followed
by artifact identification. Next, an automatic spike sorting algorithm was applied,
allowing the identification and classification of action potentials from different
neurons. Various features were obtained from stable neurons. Subsequently, the
signal was processed to extract spectral information related to MUA. Afterward,
temporal features were extracted from the signal. Finally, the totality of extracted
features were statistically analyzed to identify the most significant ones concerning
the implantation depth of the device during the procedure. A flowchart of the
followed pipeline is shown in Figure 5.4.
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Figure 5.4: Flowchart of the proposed processing pipeline. Starting from the
MicroElectrode Recording (MER), the signal is cleaned and filtered. This signal
undergoes spike sorting to identify Single Unit Activity (SUA). From each neuron
SUA, a neuron is determined to be stable or not. From stable neurons their
InterSpike Interval (ISI) histogram is computed, and from it a variety of spike
dependent features are determined for each neuron. The cleaned and filtered
signal is also used to compute Multi Unit Activity (MUA) envelope, from which
Power Spectral Density (PSD) is derived. Spectral features are obtained from PSD.
Temporal features are also computed from the cleaned signal.
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5.3.1 Artifacts removal and filtering
Initially, corrupted signals were excluded by assessing the percentage of MER
absolute samples exceeding 100 µV, as action potentials (APs) typically have
amplitudes around 50-100 µV [75]. If this percentage exceeded 3%, the MER track
was not analyzed. A signal was considered corrupted if the artifact was not localized
to specific time intervals but rather distributed throughout the entire recording,
indicating contamination that could compromise its reliability for subsequent
analysis. Corrupted signals are shown in Figure 5.5.

Figure 5.5: Example of corrupted signals (indicated in purple at depth -2 mm)
and a zoom of a clean portion of data, where a spikes is visible. Recording from
patient 5, right hemisphere.

Denoising of valid MER was performed through a two-step procedure:

2) High-amplitude and energy artifact of transient nature were identified using
variance. The signal was split into 50 ms overlapping epochs with a 10% overlap in
order to detect high-energy artifacts and interferences unrelated to spikes. Epochs
were deemed artifacts and disqualified from further analysis stages if their variance
was more than 5.5 times the signal’s global variance. Epochs identified as noise
were removed using cubic spline interpolation. The use of variance for the exclusion
of epochs and noisy spikes has been employed in other studies, such as those by
Koirala et al. (2020) [96] and Toosi et al. (2021) [97]. An example of epoch
identified as artifact is shown in Figure 5.6.
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Figure 5.6: Example of an artifact (indicated in purple) and a zoom of a clean
portion of data, where two spikes are clearly visible. Recording from patient 2, left
hemisphere, anterior trajectory, at depth -4 mm.

3) Frequency components between 300 and 5000 Hz were isolated using a fourth-
order Butterworth band-pass filter [82, 81]. In order to ensure phase correction and
maintain the action potentials’ original shape, the filter was implemented using
zero-phase filtering technique.

5.3.2 Spike Sorting
The current section will describe the automatic spike sorting pipeline used to obtain
SUA from the MER signals.

Spikes Detection

The spike detection phase was implemented using a median-based threshold ap-
proach, as described in Reference [87] and previous chapters, with a factor k of 4.5,
as shown in Equation 5.1.

Threshold = k · median(|X|)
0.6745 (5.1)

The threshold was applied to both signal polarities (positive and negative). The
detected spikes that were contained in epochs previously identified as artifacts were
excluded from subsequent analysis to prevent noisy components from compromising
the final results. Furthermore, a minimum interval of 1.5 ms was enforced between
detected peaks, which corresponds to about half of the absolute refractory period
of a neuron. Figure 5.7 shows an example of identified spikes in a MER trace using
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Figure 5.7: Example of spikes identified through the threshold in Equation 5.1
for patient 1, left hemisphere, anterior trajectory, depth 0 mm.

this method.

Next, starting from each detected minimum or maximum, a time window of
2 ms was opened (0.50 ms before and 1.50 ms after the peak), from which the
waveform of the single spike was extracted. Finally, each detected event was
temporally aligned so that the actual maximum or minimum of the waveform
was at the same sample for all detected waveforms, optimizing detection accuracy
and improving the precision of the following analysis steps. This was achieved by
oversampling the signal with a factor of 10 using cubic spline interpolation, aligning
the peak to a fix sample, and then downsampling to the original sampling frequency.

Feature extraction

The waveforms were standardized using z-score, meaning the removal of the mean
and division by the standard deviation. Subsequently, PCA was performed on the
precedently standardized waveforms. The components explaining 95% of the total
variance were selected, to make sure of the preservation of most of the significant
information in the data. However, the number of components was limited to 15
[97] to mitigate the negative effects of the Curse of Dimensionality, a phenomenon
that can decrease the effectiveness of clustering techniques in high-dimensional
spaces [98]. Figure 5.8 shows an example of the representation of the waveforms
through their projection along the first 3 principal components. An additional
feature was included in the PCA-derived features, which is the signal value at
the peak (minimum or maximum) identified by the waveform, to account for the
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polarity and amplitude of the waveform during the clustering phase.

Figure 5.8: Example of waveforms represented in the first 3 principal components
space for MER of patient 1, left hemisphere, anterior trajectory, depth -2.5 mm.

Clustering

For clustering, the Gap Statistic [99] was used to determine the optimal number
of clusters k by comparing the log of the within-cluster sum of distances to its
expected value under a reference distribution. The Gap Statistic is defined as:

Gapk = E∗[log(Wk)] − log(Wk), (5.2)

where Wk represents the within-cluster sum of distances.
Our dataset consists of p features measured on n independent observations,

denoted as xij, where i = 1, 2, . . . , n and j = 1, 2, . . . , p. The pairwise distance
between observations i and i′ is defined as:

dii′ =
Ø

j

(xij − xi′j)2. (5.3)

If the data is clustered into k clusters C1, C2, . . . , Ck, with Cr denoting the
indices of observations in cluster r, and nr = |Cr|, the total within-cluster sum of
distances is:

Dr =
Ø

i,i′∈Cr

dii′ , (5.4)
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Wk =
kØ

r=1
Dr. (5.5)

The optimal number of clusters is chosen as the smallest k such that:

Gapk ≥ GAPmax − SE(GAPmax), (5.6)

where:

• K is the number of clusters,

• Gapk is the gap value for the clustering solution with K clusters,

• GAPmax is the maximum observed gap value,

• SE(GAPmax) is the standard simulation error associated with GAPmax.

The simulation error for the k-cluster is:

SEk =
ó

1 + 1
B

· sd(k), (5.7)

with B being the number of bootstrap samples.
The computation of the Gap Statistic follows these steps:

1. Cluster the observed data for k = 1, 2, . . . , K, computing Wk.

2. Generate B reference datasets, cluster each, and compute W ∗
k .

3. Estimate the Gap Statistic as:

Gapk = 1
B

BØ
b=1

log(W ∗
k ) − log(Wk). (5.8)

4. Compute the standard deviation:

SEk =

öõõô 1
B

BØ
b=1

1
log(W ∗

k ) − W̄k

22
. (5.9)

5. Select the optimal k using the Gap Statistic condition.

The reference distribution is generated by sampling data points uniformly within
a hyper-rectangle aligned with the principal components of the data matrix X.
Given an n × p data matrix X, assuming zero-mean columns, we compute its
singular value decomposition (SVD):
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X = UDV T . (5.10)
The data is then transformed using:

X ′ = XV. (5.11)
Reference features Z ′ are sampled uniformly within the range of each column of

X ′, then back-transformed:

Z = Z ′V T . (5.12)
This ensures that reference features are uniformly distributed within a box

aligned with the principal components of the dataset.
The optimal k is determined as the smallest value between 1 and 8 [100] that

satisfies:

Gapk ≥ max(Gapk) − SE(Gapk), (5.13)
where SE(Gapk) is the standard error of the Gap Statistic.
An example of identification of the number of clusters is shown in Figure 5.9.

Figure 5.9: Gap Statistic value calculated for a certain number of clusters (from 1
to 10) for Patient 1, left side, anterior trajectory, depth 2.5 mm. The cluster value
with the best Gap is marked in red.

Once the optimal k is identified, the k-means algorithm assigns each spike to its
respective cluster by minimizing the Euclidean distance to the centroids:
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Ci = arg min
j

||xi − µj||2, (5.14)

where xi is a data point, and µj represents the centroid of cluster j.

An example of clustering result is shown in Figure 5.10 and 5.11.

Figure 5.10: Example of clustering results in the first 3 principal components
space for MER of patient 1, left hemisphere, anterior trajectory, depth -2.5 mm.
Two clusters are obtained from the clustering process.
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Figure 5.11: Example of waveform separation from patient 1, left side, anterior
trajectory, depth -2.5 mm. On top, representation of the signal with identified
waveforms highlighted in different colors, each corresponding to a different cluster.
On the second row, aligned waveforms of each cluster, with the average template
shown in black.

5.3.3 Spike-Dependent Features
From firing istants of each identified neuron, the Inter-Spike Interval (ISI) histogram
was computed for each neuron. This histogram represents the temporal distribution
of intervals between consecutive spikes, giving information about firing dynamics
of the neuron. An example of ISI histogram in shown in Figure 5.12.

Neural Stability

Before proceeding with the extraction of features, neural stability criteria were
applied to ensure the reliability of the following analyses. A neuron is consid-
ered stable if less than 5% of the neuron’s waveforms have an ISI shorter than
3 ms (corresponding to the absolute refractory period of a neuron) [101]. Also,
a minimum of 10 waveforms per neuron to ensure statistically meaningful and
robust considerations. To be stable, the Signal-to-Noise Ratio (SNR) of the cluster,
calculated as the difference between the maximum and minimum values of the
mean waveform, divided by the detection threshold (Equation 5.1, must be greater
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Figure 5.12: Example of an ISI histogram of a neuron, showing the count of
ISI intervals with a given duration (ms). Example taken from Patient 1, left side,
posterior electrode, depth -1 mm.

than 1.5 [102].

These quantities calculated to perform the stability check were saved for stable
neurons and used as features to characterize the various recording groups. These
features, called stability features, are listed below for completeness:

• Number of spikes:
The total number of spikes recorded for each neuron.

• SNR:
The signal-to-noise ratio of the waveform template, calculated as:

SNR = min(waveform) − max(waveform)
4.5 · σ

(5.15)

• Percentage of close spikes:
The percentage of spikes with an Inter-Spike Interval (ISI) shorter than 3 ms,
calculated as:

% Close Spikes =
q(ISI < 3 ms) · 100

N
(5.16)

where N is the total number of spikes for the neuron.
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Single-Unit-Activity Features

Starting from the ISI histogram, a series of features were calculated that describe
in detail the firing behavior of neurons over time. The following features, inspired
by the works of Kaymak et al. (2023) [103] and Chaovalitwongse et al. (2011) [104],
will be listed and described.

• Firing Rate:
The firing rate (λ) represents the average number of spikes per second of a
neuron and provides a direct measure of its activity. It is one of the most
widely used biomarkers in neural data analysis, because it reflects the overall
activation level of the neuron. It is calculated by fitting the ISI histogram
with a Gamma distribution, as shown in Equation 5.17 [105]:

gλ,κ(I) = (λk)κIκ−1e−λkI

Γ(κ) (5.17)

Where I is the duration of a given interspike interval (ISI), λ and κ represent
the firing rate and the shape factor, respectively, and Γ(κ) is the Gamma
function. The firing rate is obtained by calculating the scale factor of the
distribution and taking its inverse.

• Regularity:
This metric quantifies the regularity of a neuron’s firing, calculated from the
logarithm of the shape parameter κ estimated from the Gamma distribution fit
to the ISI curve. It has been used to classify neurons into subcategories based
on their behavior, dividing them into bursting, tonic, and irregular categories.
Formula 5.18 describes how regularity is calculated and how neurons are
classified based on it. In the case of the additional criterion, it checks that
70% of the ISI values lie within an interval dependent on the firing rate [106].
The regularity criterion is given by the logarithm of the shape parameter k
(estimated from the Gamma distribution fit to the ISI data):

Regularity = log(k) (5.18)

Based on the value of log(k), the classification is as follows:

Neuron classification:


log(k) > 0.3 Neuron is Bursting,

−0.3 ≤ log(k) ≤ 0.3 Neuron is Irregular,
log(k) < −0.3 Neuron is Tonic.

(5.19)

Additional Criterion:

70% of samples > |λ ± 0.5λ| Neuron is Bursting,

70% of samples ≤ |λ ± 0.5λ| Neuron is Irregular.
(5.20)

64



Materials and Methods

• Coefficient of Variation (CV):
The coefficient of variation of the spike train sequence was used to quantify
the width of the ISI distribution. It serves as an additional measure of the
irregularity of the spike train sequence, and it is calculated as in Equation
5.21 [107]:

CV = variance2(ISI)
mean (5.21)

• Local Variation (LV):
This metric is designed to determine the intrinsic temporal dynamics of spike
trains. LV compares temporal variations with local rates and is defined for
non-stationary processes [108]. In Formula 5.22, each value τ denotes the time
of an observed spike, while N represents the total number of spikes in a spike
train. Compared to the CV, it provides more robust results to distinguish the
activity of different neurons. The formula compares each pair of consecutive
ISIs, measuring how much one interval changes relative to the previous one,
giving an indication of the variability of ISIs. It takes a value close to 0 when
the firing pattern is regular and close to 1 if irregular:

LV = 3
N − 2

N−1Ø
n=0

A
(τn+1 − τn) − (τn − τn−1)
(τn+1 − τn) + (τn − τn−1)

B2

(5.22)

• Mean of the ISI distribution (ISI_mean):
The mean value of the ISI distribution represents the average temporal distance
between two successive spikes of a neural structure, calculated as in Formula
5.23:

ISImean = shapeparam · scaleparam (5.23)

• Standard Deviation of the ISI distribution (ISI_std):
To define the dispersion around the mean of the ISI distribution, the standard
deviation is calculated using Formula 5.24. This biomarker indicates the
uncertainty of the duration between two successive spikes in spike trains.
A greater dispersion around the ISI distribution indicates a wider range of
temporal distances between spikes of the neuron:

ISIstd =
ñ

shapeparam · scale2
param (5.24)

• Skewness of the ISI distribution (ISI_skewness):
Skewness is a measure of the asymmetry of a function and how much the
gamma distribution fitted to it deviates from a normal distribution. It is
calculated as in Formula 5.25:

ISIskewness = 2ñ
shapeparam

(5.25)
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• Pause Index:
The Pause Index measures the ratio between ISIs greater than 50 ms and
those less than or equal to 50 ms.

• Pause Ratio:
The Pause Ratio compares the total time of ISIs greater than 50 ms with that
of ISIs less than or equal to 50 ms.

• Burst Index (BI):
The burst index is a metric used to evaluate possible variations in neural
activation patterns, calculated as in Formula 12 [109, 110]:

BI = mean(ISI)
mod(ISI) (12)

Burst Features

A series of features were also computed based on the activity of neurons classified
as bursting type. "Bursting" is a state in which a neuron repeatedly fires in groups
or bursts of action potentials in a short temporal window.

There are various approaches in the scientific literature to detect bursting. In
this case, a method called Rank Surprise (RS) [111] was used, as described below.

Let tn be the occurrence time of the n-th spike in a sequence of N + 1 spikes.
The inter-spike interval (ISI) is defined as:

ISIn = tn+1 − tn (5.26)

Each ISI value is assigned a rank Rn, where the lowest value receives rank 1 and
the highest value receives rank N . Under the assumption that ISIs are independent,
the rank values Rn should also be independent and uniformly distributed between
1 and N .

A burst corresponds to a sequence of consecutive low Rn values. For a given
firing sequence containing at least 3 spikes, the Rank Surprise (RS) statistic is
computed as the log-likelihood:

RS = − log (PT (q ≤ u)) (5.27)

where PT (q ≤ u) represents the Cumulative Distribution Function (CDF) of a
discrete uniform sum distribution. The distribution of Tq, the sum of q discrete
uniform variates between 1 and N , is given by:

P (Tq ≤ u) = 1
N q

⌊(u−q)/N⌋Ø
k=0

(−1)k (u − kN)!
k!(q − k)!(u − kN − q)! (5.28)
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Thanks to the Central Limit Theorem, for q ≥ 30, the following approximation
can be used:

P (Tq ≤ u) ≈ Φ
 u − q(N+1)

2ñ
q(N2 − 1)/12

 (5.29)

where Φ is the cumulative distribution function of the standard normal distribu-
tion.

A burst is detected when:

RS > RSα (5.30)

where:

RSα = − log(α) (5.31)

When RS exceeds a user-defined threshold RSα, the interval is classified as
bursting activity.

To enhance the detection of bursts, an approach called Exhaustive Surprise
Maximization (ESM) was used. Before running the algorithm, two parameters are
fixed:
- The maximum ISI value that can be considered within a burst (denoted as limit).
- A minimum significance level for the RS statistic, defined as − log(α).

The algorithm follows these steps:
1. Identify the first sequence of ISIs where values are below the predefined limit.
2. Perform an exhaustive search to identify the subsequence that maximizes the
RS statistic.
3. If the maximum RS statistic exceeds − log(α), the corresponding subsequence is
labeled as a burst.
4. Continue searching for additional bursts in the remaining ISI subsequences
following the same criteria.
5. The process repeats until no further subsequence satisfies the significance thresh-
old.
6. The search then moves to the next sequence of ISIs below limit, repeating the
process.

To ensure validity, the 75th percentile of the ISI histogram was chosen as the
minimum ISI value required for a burst. Additionally, a significance level of α = 0.03
was set as the minimum threshold to validate a burst region.

From the algorithm’s output, the following features were calculated:
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• Bursting spike proportion:
This metric represents the proportion of spikes occurring within bursting
intervals relative to the total number of spikes in the spike train, as shown in
the equation:

bspike_proportion =
qNbursts

n=1 countn(spikes)
count(all spikes) (5.32)

• Average number of spikes per burst:
This metric represents the average number of spikes observed within each
bursting interval:

burst_avg_spikes = 1
Nbursts

NburstsØ
n=1

countn(spikes) (5.33)

• Inter-Burst Interval:
This metric represents the average temporal distance between two consecutive
bursts:

interbi = 1
Nbursts − 1

NburstsØ
n=1

(τburst_start,n+1 − τburst_finish,n) (5.34)

• Intra-Burst Frequency:
This metric represents the average firing frequency during bursting periods:

intrabf = 1
Nbursts

NburstsØ
n=1

countn(spikes)
(τfinish,n − τstart,n) (5.35)

• Intra-Burst Interval:
This metric represents the average duration of bursting activity within the
spike train:

intrabi = 1
Nbursts

NburstsØ
n=1

(τburst_finish,n − τburst_start,n) (5.36)

Figure 5.13 illustrates an example of bursting activity detected using the RS
method.
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Figure 5.13: First row: example of bursting activity detected using the Burst
Surprise method. The sequence highlighted in red has an RS value greater than
RS alpha and is therefore considered a "burst". On the second row are represented
the clusters identified from MER, with the bursting neuron highlighted in red.
Example taken from Patient 1, left side, anterior electrode, depth -4.5 mm.

5.3.4 Spike-Independent Features
Multi-Unit-Activity Spectral Features

Neural oscillations are influenced by synchronization across different scales, ranging
from individual neurons to larger networks [112]. Several studies have shown that
MER recordings in human PD patients reveal increased power in the Beta band
in the STN region that provides the greatest therapeutic benefits for PD patients
undergoing DBS. Therefore,frequency information could be valuable to precisely
identify the electrode implantation site [113, 114]. In this study the following fre-
quency bands were analyzed: Delta (1-4 Hz), Theta (4-8 Hz), Alpha (8-12 Hz), Beta
(12-30 Hz) [115]. The MUA signal was analyzed using steps aimed at extracting
and quantifying spectral features. Starting from the denoised signal (as explained
in the previous section), which is filtered in the 300-5000 Hz bandwidth, the signal
was rectified. From the rectified signal the envelope was obtained using a 4th
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order low-pass Butterworth filter, with a cut-off frequency of 100 Hz [116, 117]. A
schematization of this process to compute the MUA envelope is shown in Figure 5.14.

Figure 5.14: Steps used to obtain the envelope. (1) Original filtered signal. (2)
Signal after rectification. (3) Envelope of the signal, obtained usgin a low-pass
filter. (4) Envelope (r) overimposed to the original 300-5000 Hz signal (blue).
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Once the envelope was obtained, the Power Spectral Density (PSD) was com-
puted using Welch’s method and a Hanning window of 1 s [118], with an overlap
of 50%. The PSD was represented using a number of points double the length of
the window, resulting in an apparent spectral resolution of 0.5 Hz. The PSD was
normalized over the sum of the PSD all over frequency values.

The frequency band of interest were: Delta (0.4-4 Hz), Theta (4-8 Hz), Alpha
(8-12 Hz), Beta (12-30 Hz), and Gamma (30-100 Hz)). For each band these features
were computed: peak power, frequency of the peak power, minimum power and
mean power.

Additonally, significant oscillations in a frequency band were identified, using a
binary feature. This was done calculating the median within the 0-100 Hz frequency
band, which represent the baseline signal level. The InterQuantile Range (IQR)
of this baseline was obtained,and if a peak exceeding the baseline + 3*IQR was
present, the oscillation in that band was considered significant, indicated by a 1. If
no significant oscillation was present in the frequency band, 0 was assigned to the
feature for that band.

Global Temporal Features

Finally, additional features were computed based on temporal dynamics of the
whole signal, which are state of the art features used for STN localization in PD
patients using MER [119, 120]. For a given MER, considered as a data vector
containing N samples:

x = [x1, x2, . . . , xN ]
the following features were calculated:

• Total Spike: The total number of spikes that exceed the detection threshold,
without additional processing for neuron separation.

• Curve Length: The Curve Length measures the overall length of the signal
curve by summing the distances between consecutive data points in the vector.
The curve length for a data vector is given by:

Curve Length =
N−1Ø
i=1

|xi+1 − xi| (5.37)

• Root Mean Square Amplitude (RMS): The Root Mean Square Amplitude
(RMS) is the square root of the mean of the squared signal values, computed
as:

RMS =

öõõô 1
N

NØ
i=1

x2
i (5.38)
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• Average Nonlinear Energy: The Average Nonlinear Energy measures the
nonlinear variation of the signal, considering the difference between current
and neighboring values:

Average Nonlinear Energy = 1
N − 2

N−1Ø
i=2

x2
i − xi−1 · xi+1 (5.39)

• Zero Crossings: Represents the number of times the signal crosses zero.
This metric helps evaluate the frequency and regularity of signal oscillations:

Zero Crossing = 1
2

N−1Ø
i=1

|sgn(xi+1) − sgn(xi)| (5.40)

• Threshold: Represents the average deviation of data points from the overall
mean, indicating how much the values deviate from the mean:

Threshold = 3

öõõô 1
N − 1

NØ
i=1

(xi − x̄)2 (5.41)

These features were normalized according to signal duration in seconds.

In Table 5.6 are summarized all the features computed for MER and neurons
analysis.

5.3.5 Statistical Analysis
In the following subsection, the term ’target’ will be used for referring to the
trajectory and implantation depth as chosen by the surgeon during the surgery.
To characterize the neurons of the GPi, the SUA feature values of each neuron
were analyzed, including also the presence of significant oscillations for the MER
track in which the neuron was found. For the analysis of MER traces at differ-
ent depths, MUA features, Global features and the mean of the neuron features
present in each trace were considered. After computing the features, they were
analyzed using MATLAB to investigate significant differences based on trajectory,
target/non-target depth and outcome.

Since many recordings did not exhibit spikes and, therefore, did not show de-
tectable neuronal activity, the stability features, firing rate, and burst count were
set to zero for these recordings, while the other features were marked as missing
values using NaNs. If a neuron was detectable but did not exhibit bursts, the burst
count and the number of samples in bursts were set to zero, while the remaining
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Macro Category Category Feature

Spike-dependent
Features

Stability Features

SNR
Num. Spikes
Percentage of Close Spikes

SUA Features

Firing Rate (λ)
Regularity
Coefficient of Variation (CV)
Local Variation (LV)
ISI Mean
ISI Std
ISI Skewness
Pause Index
Pause Ratio
Burst Index

For ’Burst’ Neurons

Burst Spike Proportion
Burst Avg. Spikes
Inter-Burst Interval
Intra-Burst Frequency
Intra-Burst Interval

Spike-independent
Features

Spectral MUA
Features

(Delta, Theta, Alpha, Beta, Gamma)
Mean Power
Min Power
Max Power
Peak Frequency
Significance

Temporal Features

Curve Length
RMS
Average Nonlinear Energy
Zero Crossings
Threshold
Total Spikes

Table 5.6: Macro categories, categories, and features, in three columns.

burst-related features were assigned NaN values. This approach was chosen to
avoid contamination of the averages with non-representative data, which would
have occurred if a value of zero had been assigned instead. For the statistical
analysis and when computing averages of neurons within recordings, NaN values
were ignored, and only valid values were considered.
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Initially, features of MER from the trajectory chosen by the surgeon were com-
pared with the features of the non-selected ones. Subsequently, the features were
studied based on the depth from the target for MER recordings from the chosen
trajectories of patients with a positive outcome. Finally, the neurons in the target
zone and its surrounding region [-4,0] mm were characterized by comparing patients
with a positive outcome to the patient with a negative outcome.

To compare the trajectory chosen by the surgeon with the others, the cumulative
total number of spikes in the trajectory was initially used as a reference measure.
The objective was to verify the hypothesis that the selected trajectory presented
a distinctive trend compared to the others in terms of neuronal activation [121].
All selected trajectories were grouped and compared with the non-selected ones in
patients with a positive outcome to determine if the surgeon’s choice was supported
by a statistically significant difference in terms of cumulative numer of spikes and
other MER features.

After identifying the significant features for the trajectory selected by the sur-
geon in patients with a positive outcome, the value of these features along the
trajectory was calculated for each trajectory and for each side of patient 1 with a
negative outcome. The aim was to compare the surgeon’s chosen trajectory with
one that demonstrated the features previously identified as significant.

Patients who had a successful outcome were then selected, and the signals
recorded at various depths along the surgeon’s selected trajectory were examined,
with the hypothesis that the target had been accurately identified for these patients.
A comparison was made between the recordings obtained at a distance from
the surgically identified target of 0 mm and those at other depths, to identify
depth-dependent significant features.

Next, the presence of significant features was analyzed by comparing the GPi
neurons of the patient with a negative outcome with those of the patients with
a positive outcome. This was done considering the region between –4 mm and 0
mm from the target [122]. This decision was motivated by the fact that the main
target of the DBS intervention in the GPi is the sensorimotor region of the GPi,
often considered located along its postero-ventral border [123, 124]. Therefore, for
a correct characterization of the GPi, it is necessary to also include depths superior
to the target identified intraoperatively. Features froms stable individual neurons
within the identified region were selected and examined in patients with positive
and negative outcomes.

The features were compared between groups after assessing normality using
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the Lilliefors test [125]. If both features were normally distributed, the Student’s
t-test was used [126]; otherwise, the Wilcoxon rank-sum test was applied [127]. For
categorical features (firing pattern and presence of significant features in a certain
spectral band), the Chi-square test [128] was employed. The results are expressed
as mean and standard error of the mean.

Before conducting the statistical analysis, a preliminary check was performed to
ensure the reliability of the data. Specifically, it was verified that both analysed
groups contained sufficient valid data points of the features, with each group having
more than three non-missing values. Only when both groups met these criteria
was the data considered suitable for further analysis.

The significant differences were further evaluated based on the obtained p-value,
with the assignment of one, two, or three asterisks depending on the level of
significance: a p-value lower than 0.001 was associated with three asterisks ***, one
lower than 0.01 but greater than 0.001 with two asterisks **, and one lower than
0.05 but greater than 0.01 with a single asterisk *. In the absence of statistical
significance, the result was labeled as "ns" (not significant).
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Results

Of 486 available MERs, 3 of them were removed as they were corrupted from noise,
so 483 MER were used for the following analysis. From these MER, a total of 479
stable neurons were identified.

6.1 Analysis of Chosen Implantation Trajectory

The activity of the trajectories was initially evaluated in terms of the cumulative
total number of spikes along each trajectory, plotting the number of spikes for each
patient and side, as seen in Figure 6.1. The chosen trajectory coincides with the
one that shows the highest activity in terms of the number of spikes in 70% of
cases considering all patients, and in 75% of cases considering only patients with a
positive outcome. Specifically, the chosen trajectory coincides with the one with
the highest activity in two out of five patients for the left hemisphere and in five
out of five patients for the right hemisphere.

Numerical significant features were identified in the differences between the set
of selected trajectories and those not selected in patients with a positive outcome.
A higher total number of spikes, lower delta peak frequency, lower alpha minimum
power, higher alpha and beta band peak frequency were found in the MER traces
of chosen trajectories. These results are presented in Figure 6.2 through box plots.
Table 6.1 reports the significant p-values obtained from statistical tests, along with
the type of test applied.
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Left Right

Subject 1

Subject 2

Subject 3

Subject 4

Subject 5

Anterior Central PosteriorAnterior Central Posterior

Chosen Trajectory Non-chosen Trajectory

Cumulative Spike Counts

Figure 6.1: Cumulative total number of spikes along every chosen (orange) and
non-chosen (grey) trajectory.

Feature p-value Chosen Traj. Non-chosen Traj. Test
Total Spike 0.0311 131.70±20.13 98.57±9.55 w

Delta Peak Frequency (Hz) 0.0484 1.51±0.08 1.75±0.07 w
Alpha Min Power 0.0404 0.0038±0.0002 0.0043±0.0002 w

Alpha Peak Frequency (Hz) 0.0022 9.76±0.13 9.30±0.08 w
Beta Peak Frequency 0.0126 20.96±0.62 19.19±0.40 w

Table 6.1: Statistical results for significant numerical features differentiating
chosen and non-chosen trajectories, including p-values, means with standard errors,
and the statistical test used (w = Wilcoxon Rank-Sum).

No categorical significant features were found for this comparison.
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Chosen Trajectory Non-chosen Trajectory

Significant Features for MER of Chosen Trajectories in Positive Outcome Patients

* 0.01 < p-value ≤ 0.05

** 0.001 < p-value ≤ 0.01

***  p-value < 0.001
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Figure 6.2: Significant features identified in the statistical analysis of numerical
features for the comparison between chosen and non-chosen trajectories in positive
outcome patients.

After identifying the significant features for trajectory selection in patients with
a positive outcome, the value of these features was calculated for each trajectory
of patient 1 with a negative outcome, as shown in Figure 6.3. For each side, we
searched for the trajectory presenting the expected behaviour (higher total number
of spikes, lower delta peak frequency, lower alpha minimum power, higher alpha
and beta band peak frequency), based on positive outcome patient analysis.
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Left Right
Trend of Significant Identified Features for Trajectories of Patient 1

Total
Spike

Delta Peak
Frequency

(Hz) 

Alpha Min.
Power

Alpha
Peak

Frequency
(Hz)

Beta Peak
Frequency

(Hz)

Chosen Trajectory Non-chosen Trajectory Significant Behaviour

Figure 6.3: Boxplot of the feature values of patient 1 (with negative outcome) for
each feature identified as significant in the previous comparison between chosen
and non-chosen trajectories in positive patients. In yellow are highlighted the
trajectories presenting the significant behaviour for each side. Chosen trajectories
are further filled with an orange color, while non-chosen trajectories are shown in
blue.

The same information is reported using one heatmap for each hemisphere
containing the median value of each feature for each trajectory in Figure 6.4.
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6.00 ± 3.04 2.00 ± 0.20 0.0035 ± 0.0033 9.75 ± 0.0.34 20.00 ± 1.24

42.50 ± 25.92 1.75 ± 0.29 0.0024 ± 0.0041 9.50 ± 0.36 24.00 2 ± 1.65

10.00 ± 10.62 2.00 ± 0.22 0.0034 ± 0.0042 9.50 ± 0.32 22.50 2 ± 1.28

Trend of Significant Identified Features for Patient 1

Posterior

Center

Total Spike
Delta Peak
Frequency (Hz) Alpha Min. Power Alpha Peak Power

Beta Peak
Frequency (Hz)

Left Side

Anterior

Anterior

Center

Total Spike
Delta Peak
Frequency (Hz) Alpha Min. Power Alpha Peak Power

Beta Peak
Frequency (Hz)

Right Side

9.00 ± 23.055 1.50 ± 0.18 0.0026 ± 0.0031 9.50 ± 0.35 21.50 ± 1.22

9.00 ± 7.91 3.25 ± 0.24 0.0059 ± 0.0062 10.50 ± 0.2 12.25 ± 1.08

2.00 ± 7.59 2.50 ± 0.22 0.0033 ± 0.0043 10.00 ± 0.24 17.75 ± 1.13

Posterior

Significance of Behaviour

Figure 6.4: Heatmap showing the significance of the behaviour for each trajectory
and each feature of the left hemisphere of patient 1. The intensity of the yellow
color shows the significance of the behaviour. In red is underlined the trajectory
chosen by the surgeon for the final electrode implant for the left hemisphere, which
shows no significant behaviour. In green are underlined the trajectories showing
the most number of features with highest significant behaviours.

Finally, Table 6.2 and Table 6.3 show all the p-values obtained for the statistical
analysis between the chosen and non-chosen trajectory groups in the study of
positive outcome patients, respectively for numerical and categorical features.
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Feature p-value Chosen Traj. Non-chosen Traj. Test
SNR 0.3097 1.50±0.14 1.36±0.09 w

Close Spikes 0.1843 0.42±0.08 0.43±0.07 w
Firing Rate 0.6579 14.49±4.37 12.55±4.41 w
Regularity 0.1279 0.044±0.046 0.16±0.033 t

CV 0.0598 1.34±0.064 1.14±0.027 w
ISI Mean 0.3847 200.60±14.32 233.24±12.70 w
ISI Std 0.9270 259.14±22.75 265.72±16.86 w

ISI Skewness 0.1307 2.03±0.047 1.92±0.030 w
LV 0.8781 0.89±0.035 0.88±0.022 w

Num Bursts 0.4239 0.093±0.031 0.082±0.026 w
Burst Avg Spikes 0.4120 1.35±0.41 0.55±0.11 w

Pause Index 0.7627 3.12±0.30 3.37±0.25 w
Pause Ratio 0.5009 86.08±15.00 80.21±15.86 w

Interbi 0.9220 143.25±130.64 567.19±165.58 w
Intrabf 0.4439 11.08±2.80 8.54±2.07 w
Intrabi 0.4628 17.23±6.04 9.79±2.67 w

Curve Length 0.4067 37405.68±686.09 37891.85±444.68 w
RMS Amplitude 0.9942 0.69±0.046 0.70±0.039 w

Avg Nonlinear Energy 0.6744 4800.74±4630.11 4710.81±4440.10 w
Zero Crossings 0.4713 4010.48±39.27 3971.61±27.58 w

Threshold feature 0.5903 75629.13±2231.58 76274.99±1360.85 w
Total Spike 0.0311 131.70±20.13 98.57±9.55 w

Delta Mean Power 0.1032 0.0135±0.0011 0.0146±0.0007 w
Delta Min Power 0.0716 0.0076±0.0007 0.0086±0.0005 w
Delta Peak Power 0.3517 0.0257±0.0025 0.0261±0.0016 w

Delta Peak Frequency 0.0484 1.51±0.0835 1.75±0.0696 w
Theta Mean Power 0.1452 0.0101±0.0006 0.0108±0.0004 w
Theta Min Power 0.0614 0.0050±0.0004 0.0057±0.0003 w
Theta Peak Power 0.3392 0.0247±0.0023 0.0238±0.0014 w

Theta Peak Frequency 0.6148 5.91±0.1490 5.80±0.1071 w
Alpha Mean Power 0.3967 0.0140±0.0014 0.0134±0.0009 w
Alpha Min Power 0.0404 0.0038±0.0002 0.0043±0.0002 w
Alpha Peak Power 0.4929 0.0310±0.0041 0.0282±0.0025 w

Alpha Peak Frequency 0.0022 9.76±0.1300 9.30±0.0837 w
Beta Mean Power 0.8869 0.0044±0.0001 0.0044±0.0001 w
Beta Min Power 0.5614 0.0022±0.0001 0.0022±0.0001 w
Beta Peak Power 0.8334 0.0081±0.0003 0.0083±0.0002 w

Beta Peak Frequency 0.0126 20.96±0.6153 19.19±0.3982 w
Gamma Mean Power 0.7594 0.0034±0.0001 0.0034±0.0001 w
Gamma Min Power 0.8966 0.0007±0.0000 0.0007±0.0000 w
Gamma Peak Power 0.1874 0.0130±0.0008 0.0122±0.0006 w

Gamma Peak Frequency 0.4165 58.21±2.26 59.78±1.54 w

Table 6.2: Statistical results for all numerical features differentiating chosen and
non-chosen trajectories, including p-values, means with standard errors, and the
statistical test used (w = Wilcoxon Rank-Sum, t = Student’s t-test).
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Feature p-value Chi2 Stat Chosen Traj. Non-chosen Traj.
(0 / 1) (0 / 1)

Delta Significance 0.8694 0.0270 30.77% / 69.23% 29.91% / 70.09%
Theta Significance 0.1071 2.5965 47.01% / 52.99% 38.03% / 61.97%
Alpha Significance 0.3636 0.8254 57.27% / 42.73% 52.14% / 47.86%
Beta Significance 0.5098 0.4344 88.03% / 11.97% 85.47% / 14.53%

Gamma Significance 0.3696 0.8050 65.81% / 34.19% 70.51% / 29.49%

Table 6.3: Statistical significance for MUA delta, theta, alpha, beta, and gamma
with p-values, Chi-squared values, and group percentages for chosen and not chosen
trajectories for postive outcome patients.

6.2 Analysis of Chosen Target Depth
In the comparison between the target area and other depths, one significant feature
was identified: lower Peak Power in theta band. This result is visible in the box
plot shown in Figure 6.5. Total Spike Count, even if not significant, presented a
low p-value of 0.0827, so it was also plotted. Additionally, the p-value obtained for
significant features for this comparison are reported in Table 6.4.

Feature p-value Chosen Depth Non-chosen Depth Test
Total Spike 0.0827 69.29±46.65 135.67±21.19 w

Theta PeakFrequency 0.0455 4.79±0.58 5.99±0.15 w

Table 6.4: Statistical results for significant features comparing chosen and non-
chosen implant depth of positive outcome patients, including p-values, means with
standard errors, and the statistical test used (w = Wilcoxon Rank-Sum test).

Additionally, the value of these identified significant or almost significant features
was plotted along the distance from identified surgical target for each trajectory
of each positive outcome patient using a spline interpolation of data points and
normalized over the range. The trend was averaged over subjects, and is shown in
Figure 6.6.

All the p-values obtained from statistical analysis for depth are reported in
Table 6.5 for numerical features and 6.6 for categorical features.
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** 0.001 < p-value ≤ 0.01
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Figure 6.5: Significant and almost significant features identified in the statistical
analysis of numerical features for the comparison between chosen (pink) and non-
chosen (green) depths in positive outcome patients.

Feature p-value Chi2 Stat Chosen Depth Chosen Depth
(0 / 1) (0 / 1)

Delta Significance 0.4748 0.5107 42.86% / 57.14% 30.00% / 70.00%
Theta Significance 0.5795 0.3070 57.14% / 42.86% 46.36% / 53.64%
Alpha Significance 0.9946 0.0001 57.14% / 42.86% 57.27% / 42.73%
Beta Significance 0.8454 0.0380 85.71% / 14.29% 88.18% / 11.82%

Gamma Significance 0.6180 0.2487 57.14% / 42.86% 66.36% / 33.64%

Table 6.6: Statistical significance for Delta, Theta, Alpha, Beta, and Gamma
features with p-values, Chi-squared values, and group percentages for Chosen and
Non-chosen implantation depth.
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Figure 6.6: Plot showing the average trend of Theta Peak Frequency and Total
Spike over the distance from identified target for positive outcome patients’ trajec-
tories. In pink is highlighted the point where distance to target is equal to 0 mm.

6.3 Comparison of GPi of Positive and Negative
Outcome Patients

Finally, from the recordings taken between -4 mm and 0 mm from the target, 81
GPi neurons were identified in the four patients with a positive outcome and 21
GPi neurons in the patient with a negative outcome. A statistical comparison was
performed between the two groups, and significant features were identified. To
analyze the firing pattern, a tonic pattern was associated with 1, a bursting pattern
with 2 and irregular patterns with 3. Figure 6.7 presents the results of the analysis
through box plots for significant numerical features, while 6.7 contains the p-values
obtained from the statistical tests.
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Feature p-value Chosen Depth Non-chosen Depth Test Type
Spike Count 0.2162 55.29±47.77 44.40±6.61 w

SNR 0.1284 0.63±0.42 1.56±0.14 w
Firing Rate 0.2297 58.17±56.69 11.71±3.03 w

Curve Length 0.4655 36332.84±2942.38 37473.95±708.37 w
RMS Amplitude 0.2576 0.63±0.22 0.69±0.05 w

Avg Nonlinear Energy 0.3315 50.29±24.89 5103.04±4924.68 w
Zero Crossings 0.5427 4105.78±122.48 4004.41±41.08 t

Threshold Feature 0.5236 70522.24±6093.19 75954.11±2343.24 w
Total Spike 0.0827 69.29±46.65 135.67±21.19 w

Delta Mean Power 0.4941 0.0121±0.0040 0.0136±0.0012 w
Delta Min Power 0.8677 0.0091±0.0035 0.0075±0.0007 w
Delta Peak Power 0.4516 0.0172±0.0047 0.0263±0.0027 w

Delta Peak Frequency 0.9001 1.71±0.47 1.50±0.08 w
Theta Mean Power 0.8406 0.0096±0.0023 0.0101±0.0006 w
Theta Min Power 0.4447 0.0056±0.0016 0.0050±0.0004 w
Theta Peak Power 0.5236 0.0202±0.0085 0.0250±0.0023 w

Theta Peak Frequency 0.0455 4.79±0.58 5.99±0.15 w
Alpha Mean Power 0.4178 0.0111±0.0051 0.0142±0.0015 w
Alpha Min Power 0.8767 0.0039±0.0010 0.0038±0.0002 w
Alpha Peak Power 0.5694 0.0232±0.0146 0.0315±0.0043 w

Alpha Peak Frequency 0.9169 9.93±0.70 9.75±0.13 w
Beta Mean Power 0.9222 0.0045±0.0005 0.0044±0.0002 w
Beta Min Power 0.3490 0.0025±0.0004 0.0022±0.0001 w
Beta Peak Power 0.9799 0.0081±0.0008 0.0081±0.0003 t

Beta Peak Frequency 0.6204 20.29±2.64 21.00±0.64 w
Gamma Mean Power 0.2124 0.0038±0.0004 0.0034±0.0001 w
Gamma Min Power 0.8406 0.0007±0.0001 0.0007±0.0000 w
Gamma Peak Power 0.4941 0.0130±0.0024 0.0129±0.0009 w

Gamma Peak Frequency 0.9081 55.79±9.03 58.37±2.35 w

Table 6.5: All statistical results for numerical features comparing chosen and
non-chosen implant depth for positive outcome patients, including p-values, means
with standard errors, and the statistical test used (w = Wilcoxon Rank-Sum test,
t = Student’s t-test).

Feature p-value Positive Negative Test
SNR 0.0016 2.53 ± 0.13 3.63 ± 0.36 w

Firing Rate 0.0001 19.90 ± 5.29 109.43 ± 73.70 w
ISI Mean 0.00003 177.54 ± 17.47 63.20 ± 14.13 w
ISI Std 0.0003 231.32 ± 23.83 82.65 ± 11.53 w

LV 0.0013 0.85 ± 0.044 0.55 ± 0.07 w
Pause Index 0.00002 2.82 ± 0.49 1.20 ± 0.76 w
Pause Ratio 0.00003 61.95 ± 14.77 13.12 ± 7.51 w

Table 6.7: Statistical values for numerical significant features with their p-values,
means, standard error for the two groups (positive and negative outcome), and the
test used (w = Wilcoxon Rank-Sum test).
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Figure 6.7: Significant features identified in the statistical analysis of numerical
features for the comparison between positive (blue) and negative (pink) outcome
patients neurons.

Regarding categorical features, two significant features were identified, as shown
in Figure 6.8 and Table 6.8.

Feature p-value Chi2 Stat Positive Negative
(0 / 1) (0 / 1)

Alpha Significance 0.00005 16.6136 43.68% / 54.31% 95.24% / 4.76%
Theta Significance 0.0071 7.2557 43.21% / 56.79% 76.19% / 23.81%

Table 6.8: Statistical significance for MUA alpha, and theta with p-values, Chi-
squared values, and group percentages for positive and negative outcome neurons.

Finally, the percentage of Bursting, Irregular and Tonic neurons and the number
of burst of the neurons were plotted using pie charts, as shown in Figure 6.9.
Differences were not significant, as reported in Table 6.9 and 6.10.
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Figure 6.8: Significant categorical features identified in the statistical analysis of
categorical features for the positive outcome patients and the negative outcome
patient. In orange is the percentage of significant (1) oscillations in the frequency
band, in blue the absence (0).

Feature p-value Chi2 Stat Positive Negative
(Tonic, Irr., Burst.) (Tonic, Irr., Burst.)

Firing Pattern 0.2071 3.15 30.86%, 29.63%, 39.51% 38.10%, 42.86%, 19.05%

Table 6.9: Statistical data for the Firing Pattern feature (Irr. = irregular, Burst.
= Bursting, Tonic), including p-values, Chi-squared values, and group percentages
for bursting, tonic and irregular neurons in positive and negative outcome neurons.
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Figure 6.9: Pie Chart showing the percentages of Irregular, Tonic and Bursting
neurons and the number of bursts in Positive and Negative outcome neurons.

Feature p-value Chi2 Stat Positive Negative
(0, 1, 2, 3) (0, 1, 2, 3)

Num Bursts 0.1204 5.82 87.65%, 9.88%, 0%, 2.47% 76.19%, 19.05%, 4.76%, 0%

Table 6.10: Statistical data for the Number of Bursts feature, including p-values,
Chi-squared values, and group percentages for 0, 1, 2, 3 bursts in positive and
negative outcome neurons.

In Table 6.12 and 6.11 are reported all p-values obtained from statistic analysis
between positive and outcome groups, respectively for numerical and categorical
features.
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Feature p-value Chi2 Stat Positive Negative
(0 / 1) (0 / 1)

Delta Significance 0.2847 1.14 30.86% / 69.14% 19.05% / 80.95%
Theta Significance 0.0071 7.26 43.21% / 56.79% 76.19% / 23.81%
Alpha Significance 0.00005 16.61 45.68% / 54.32% 95.24% / 4.76%

Gamma Significance 0.1068 2.60 67.90% / 32.10% 85.71% / 14.29%

Table 6.11: Statistical data for the MUA features, including p-values, Chi-squared
values, and group percentages for presence (1) or absence (0) neurons in positive
and negative outcome neurons.

Feature p-value Chi2 Stat Positive Negative
Spike Count 0.4664 72.00 ± 7.66 77.00 ± 14.86 w

SNR 0.0016 2.53 ± 0.13 3.63 ± 0.36 w
Close Spikes 0.2442 0.32 ± 0.09 0.08 ± 0.05 w
Firing Rate 0.0001 19.90 ± 5.29 109.43 ± 73.70 w

Firing Pattern 0.1680 2.09 ± 0.09 1.81 ± 0.16 w
Regularity 0.9275 0.03 ± 0.06 0.28 ± 0.22 w

CV 0.0822 1.47 ± 0.12 1.71 ± 0.20 w
ISI Mean 0.0001 177.54 ± 17.47 63.20 ± 14.13 w
ISI Std 0.0003 231.32 ± 23.83 82.65 ± 11.53 w

ISI Skewness 0.9275 2.04 ± 0.06 1.92 ± 0.15 w
LV 0.0013 0.85 ± 0.04 0.55 ± 0.07 w

Num Bursts 0.1962 0.17 ± 0.06 0.29 ± 0.12 w
Burst Avg Spikes 0.2090 1.01 ± 0.34 1.43 ± 0.58 w

Pause Index 0.0002 2.82 ± 0.49 1.20 ± 0.76 w
Pause Ratio 0.0003 61.95 ± 14.77 13.12 ± 7.51 w

Interbi 0.4723 319.39 ± 192.25 1158.15 ± 911.23 w
Intrabf 0.1835 20.21 ± 6.77 38.57 ± 16.29 w
Intrabi 0.2266 7.54 ± 2.68 10.01 ± 4.43 w

Table 6.12: Statistical data for various features, including p-values, Chi-squared
statistics, and feature values for positive and negative outcome group neurons, and
the statistical test used (w = Wilcoxon Rank-Sum test)

6.4 Computational Time
For each patient and side, the computational time required to obtain the feature
table was computed and compared, as shown in Table 6.13. The elaboration time
for 1 s of MER is also reported, with a mean of 2.08 s of elaboration for 1 s of
MER signal.
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Patient Hemisphere Total Time (min) Time for 1 s of MER (s)

Patient 1 Left 4.76 1.76
Right 11.42 2.92

Patient 2 Left 12.39 1.07
Right 21.98 2.44

Patient 3 Left 11.80 1.31
Right 18.32 3.05

Patient 4 Left 2.52 1.86
Right 6.20 3.44

Patient 5 Left 3.20 0.96
Right 9.02 2.00

Table 6.13: Total analysis time (in minutes) and average time per second of MER
for each side of each patient.
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Chapter 7

Discussion

This chapter will discuss the previous analysis and results. Firstly, it can be
observed that most of the available recordings were not so corrupted as to be
excluded, since only 3 out of the total were unusable for analysis.

Results obtained from the analysis of surgically chosen trajectory shows that, as
suggested by the hypotheses, neuronal activity was crucial in the selection [121],
which in the present study was evaluated using the cumulative number of spikes
along the trajectory. Figure 6.1 shows that the chosen trajectory corresponded to
the one with the highest number of spikes in 70% of cases, increasing to 75% when
considering only patients with a positive outcome. Considering all five patients, the
chosen trajectory coincided with the one with the greatest number of spikes in 5
out of 5 patients for the right hemisphere and in 2 out of 5 for the left hemisphere.

Regarding the significant features obtained from trajectory analysis in positive
outcome patients, these include the total spike count, which was higher for the
chosen trajectories (131.70 ± 20.13 vs 98.57 ± 9.55, p < 0.05) compared to the non-
chosen ones. This indicates that to track the correct trajcetory for the identification
of the globus pallidus, spikes have to be present in the trajectory. If the trajectory
presents no spikes, it is improbable that the trajectory is correct. Oscillatory
features also proved to be significant, particularly lower Delta Peak Frequency for
chosen trajectories (p<0.05), lower Alpha Min Power (p<0.05), higher Alpha Peak
Frequency (p<0.01), and higher Beta Peak Frequency (p<0.05).

Beta frequency has been studied in literature regarding dystonia, but has not
been rielably correlated with severity of distonic symptoms [129]. In a study from
Fasano et a. (2022) [130], delta LFP peak power correlated with the severity of
dystonia. Alpha frequency range was found in most distonic patients in a study
from Moll et al. (2014) [131], which analyzed 13 distonic adult distonic patients.
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Yokochi et al. (2018) in his study divided distonic patient in phasic and tonic
subgroups, showing that alpha frequency band content was present in patients in
the phasic group and delta frequency band content in patients from the tonic group
[132].

After determining significant features for trajectory identification in positive
outcome patients, we examined the trajectories of Patient 1, who had a negative
outcome. The aim was to determine if there was a trajectory with behavior or trend
similar to the one identified in the positive outcome patient group. The analysis
showed that for the right side, the trajectory chosen by the surgeon (anterior) for
electrode implantation exhibited 4/5 of the expected features behaviors, while for
the left side, the chosen trajectory (central) did not show the exptected trend. In
contrast, the posterior trajectory of left side displayed 4/5 correct trends, as shown
in Figure 6.3. This suggests that the best trajectory for implantation in Patient
1’s left side may have been the posterior one, rather than the central one.

Regarding the study of the final electrode positioning, Theta Peak Frequency
tends to be higher at different depths compared to the depth used for electrode
implantation. This demonstrates that the Theta Peak Frequency varies significantly
with depth, with the lowest peak corresponding to the implantation target, suggest-
ing its potential utility in studying depth. The results highlight the importance of
the Theta band for the identification of the GPi, as also suggested by the literature
[133, 131]. The lower peak at the implantation depth might be due to the fact that
the target is located at the postero-ventral border of the globus pallidus, where
fewer spikes are present [83, 121]. This suggests that the Theta band might show
a reduced value at the target depth. Therefore, for accurate identification of the
target region, it would be necessary to first identify a region with high Theta
activity and then locate the depth at which this activity decreases, as this would in-
dicate the border of the GPi, which is also characterized by a lower number of spikes.

Starting with the assumption that the primary target of GPi-DBS is the senso-
rimotor region of the GPi located along the postero-ventral border, the analysis
interval for GPi neurons was defined as between 0 mm and -4 mm relative to
the chosen surgical depth [122, 123, 124], these neurons were studied to search
differences related to surgical outcome. Regarding the firing rate, which in this
study is significantly lower in the GPi of patients with a positive outcome, a similar
result was also reported by Sedov et al. (2021) [134]. In this study, it was shown
that there is a better response to GPi-DBS in neurons with a lower firing rate.
Furthermore, the literature suggests that the GPi in dystonic patients appears to
be characterized by bursting-type activity [135, 134]. In the present study, this
characteristic was not found to be statistically significant in distinguishing patient
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groups or depths. However, GPi neurons identified in patients with a positive
outcome exhibited an irregular firing pattern, observable from the LV value closer
to 1, along with more frequent pauses. These aspects of irregular firing patterns
and long pauses observed in the dystonic GPi are also found in several other studies,
such as those by Tang et al. (2007) [136], Bour et al. (2010) [121], Vitek et al.
(1999) [137], and Zhuang et al. (2004) [138]. Multiple studies have identified a
significant correlation between theta/alpha frequency band power with severity
of dystonia [129], which is linked to the result of the positive outcome patients
neurons having higher percentage of significant oscillations in these bands.

The pie chart shows that positive outcome group neurons have about the same
percentage of presence between tonic, irregular and bursting firing patterns, with
a prevalence for irregular patterns. Neurons from negative outcome patient GPi
showed less presence of irregular firing pattern, with the rest of the neurons having
the same percentages of bursting and regular neurons. Most of the analyzed neurons
did not show a burst, with more neurons in the negative patient GPi showing at
least 1 burst.

Computational time analisys shows that the average elaboration time for 1
s of MER signal is about 2 s, making it possible for the surgeon to use these
automatically obtained features during DBS surgery to refine electrode positioning
using quantitative informations.

93



Chapter 8

Conclusions and Future
Developments

This study performed an automatic analysis of MER signals obtained from pediatric
patients affected by dystonia during GPi-DBS procedures. Statistically relevant
features have been identified regarding the choice of the trajectory to follow and the
final depth for inserting the definitive electrode in GPi-DBS procedures, as well as
the possible outcome of the surgery itself. This suggests that the results obtained
could be highly useful for surgeons when implanting the final DBS electrode.
Using automatic obtained features can minimize the human error and render the
procedure more repetable and quantitative. However, it should be noted that
this study is based on a small number of participating patients, and it would be
necessary to analyze a larger sample to obtain more meaningful results that better
reflect population variability. Only one patient in the analyzed sample presented a
negative outcome. This supports the effectiveness of GPi-DBS in treating dystonia
but, with regard to this study, provided limited information for the analysis and
characterization of MER signals for outcome. Therefore, it would be useful to
conduct a similar study on a larger patients sample in order to confirm the actual
significance of these features and to potentially use them in real-time in the future
to support the surgeon during DBS electrode implantation.
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