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Summary

The thesis discusses the important landmark at which Generative AI technologies
interact with data security and privacy issues. As GenAI platforms continue to
rise in prominence for generating text, images, and other content, the volume
of data they process is often immense, usually containing sensitive or personally
identifiable information. The study, therefore, emphasises that there is a pressing
need to address the handling of such data by these technologies in their deploy-
ment on sensitive information sectors such as healthcare, finance, and cybersecurity.

The structure of this thesis will be comprehensive in nature. First, an outlook into
the history and development of GenAI - from theoretical constructs of yesterday to
practical manifestations of today - providing a broad framework within which one
might contextualize the challenges presented by GenAI’s emergence.

The study then concentrates on the threats from GenAI with a focus on pri-
vacy risks, biases, cyber-attacks, and ethical dilemmas concerning intellectual
property. One of the important concerns is that Generative AI can also replicate
or, in certain instances, deduce sensitive data from training datasets. Therefore,
for this kind of AI, security frameworks like data anonymization, tokenization,
and encryption are very crucial. The current research evaluates a few strategies
concerning effectiveness both in terms of privacy risk reduction and functionality
impact on GenAI systems.

The core of the experimental work in this thesis relates to the performance impact of
tokenization and anonymization on one of the state-of-the-art LLM. The empirical
evidence, based on case studies, is presented with the experimental analysis using
open-source tools like Microsoft Presidio for trade-offs between data protection
and model performance. The paper investigates the effect of these methods on the
BLEU, ROUGE, METEOR, and STS metrics, but it remarks that the anonymiza-
tion generally degrades the performance, in particular when the sensitive data is
transformed or removed.
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Therefore, one important contribution this work did was to give an empirical inves-
tigation into how tokenization and anonymization shape performance of models
such as GPT-4o-mini. It was found that although tokenization and anonymization
are necessary features to attain higher security in data, these methods will always
have adverse impacts on the linguistic accuracy and contextual coherence of the
outputs, which in turn pose new challenges regarding the feasibility of using GenAI
in realistic scenarios.

It finally offers directions for future research: under the present limitations, more
adaptive and contextual tokenization methods, coupled with state-of-the-art privacy
enhancement techniques such as differential privacy, can afford a better trade-off
between privacy protection and model performance.
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Chapter 1

Introduction

1.1 Thesis motivation

GenAI has grown exponentially, having mushroomed in the last couple of years.
Realistic, creative text, images, and other forms of data, including music, can be
created through it. This implies that this development in GenAI means significant
applications in a variety of industries, including marketing, health, finance, and
entertainment.

However, such rapid growth raises very critical questions about data privacy
and information security. First, generative AI needs an enormous quantity of data
to be trained well. This also inherently increases the risk of leakage when sensitive
personal information is involved in the data. Any interaction with the GenAI
system may contribute to some dataset that could contain personally identifiable
information; hence, it would make that dataset vulnerable if proper anonymization
or protection of data is not in place.

One of the main concerns still remains the lack of transparency in the collec-
tion, storage and use of data. In most cases, end-users do not even know how
much data can be used, especially if the data is shared or processed by a certain
external service provider. Such outsourcing can increase the security risk because
these third-party vendors may not comply with strict privacy standards as internal
services, and may use the data more frequently. For example, user data may be
used for other purposes than data. This violates a severe privacy right, except to
question the ownership and control of personal information when transmitted to
such platforms.

The other major risk taken is that of exposing intellectual property inadvertently.
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Introduction

Proprietary or confidential information, while fed in by businesses and individuals
to these models, will be absorbed into the model’s training process, thereby leading
to either unintended access or dissemination of sensitive corporate data. With so
many of the GenAI platforms retaining data in cloud environments, there is also
an added risk that sensitive information might be intercepted, stolen, or otherwise
exploited through cyberattacks.

These risks are further exacerbated by the fact that AI models are black-box
in nature; hence, it is rather intricate to comprehend or even trace decisions or
internal data processing. This opaqueness not only imposes challenges with respect
to accountability but also presents a very complicated process of ensuring compli-
ance with privacy laws and regulations like the GDPR. With these serious concerns,
it goes without saying that GenAI platforms, if not put within safeguards, will
greatly compromise user privacy, data security, and intellectual property issues
with wide-reaching ramifications for both individuals and organizations.

This research work draws inspiration from the interaction point between the
protection of data and the platforms of GenAI to analyze and mitigate those risks
associated with the use of sensitive data. Some of the important objectives of this
report include:

• To provide a comprehensive overview of the state-of-the-art and evolution of
GenAI, highlighting its capabilities and potential applications.

• Analyzing the threat landscape associated with GenAI focuses on the risks to
privacy, security and intellectual property.

• To explore various risk mitigation strategies and data protection techniques
that can be implemented for responsible development and use of GenAI.

• To deeply look at how data tokenization is one possible solution to Improve-
ment of data privacy in the context of GenAI: it describes a specific project of
data tokenization - its realization, results, and limitations.

2
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1.2 Thesis structure
The chapters in this dissertation consider both aspects of the elaborate relationship
between data protection and the GenAI platforms. Each chapter is developed in
the interest of building towards a complete argument.

Chapter 1: Unveiling the Power of Generative AI
The present chapter embarks on a journey into the history of GenAI, a discussion
of what Generative AI actually means, and the functionality it will unleash. We
are going to cover majors in development, brilliant minds behind the creation, and
enormous potential applications that already change so many industries.

Chapter 2: Navigating the Threat Landscape in GenAI
The chapter shall delve into the very critical domain of data privacy and security
related to GenAI platforms. We are going to look at different threats that might
be hidden in this innovative technology, such as bias, deepfakes, or cyberattacks,
not excluding intellectual property challenges. Further, the specific risks associated
with various types of GenAI models will then be analysed within the chapter.

Chapter 3: Fortifying Data Protection in the GenAI Ecosystem
This chapter is an armory of methods and models developed to strengthen data
protection within the landscape of GenAI. We shall also explore already existing
frameworks, best practices for secure development, along with a number of different
data protection technologies techniques such as anonymization, tokenization, and
encryption. The chapter will demonstrate with concrete examples of how these
techniques can be applied across different sectors.

Chapter 4: Delving into Your Data Tokenization Project
This chapter delves deep into the heart of your research – the data tokenization
project. It will meticulously dissect the project’s objectives, methodology, techno-
logical landscape, implementation details, and experimental results. The chapter
concludes with a critical analysis, exploring the project’s limitations, significance,
and potential future developments.

Conclusion
The last chapter summarizes all the core findings of the entire thesis. It is to
discuss the overall implication of the research, present findings reflecting on data
protection in GenAI, and discuss how future research based on this thesis might
take direction.

3



Chapter 2

State of the Art and
Evolution of GenAI

This chapter both reviews the current status regarding Generative Artificial Intelli-
gence and describes its continuing development. Indeed, only by tracing the path
of GenAI from conception into the transformational technology that it is today
does an understanding of its evolution obtain. The reader will get an overview
of recent developments, applications, and trends that outline the future of this
fast-changing area. Attention will be focused on the generative models that form
the integral core of GenAI. We shall be looking at the nature and mechanisms of
operation of these models, followed by pointing out the many types of generative
models, and lastly, their wide-ranging applications and uses. It not only tries to
account for the diversity and potential of GenAI but also seeks to lay the ground
in bringing about a transformational impact in the industry.

2.1 The birth of GenAI: milestones and key play-
ers for the development of GenAI over time

The date of birth cannot be accurately credited to Generative Artificial Intelli-
gence, its origin was the culmination of decades of theoretical thinking, advances
in disparate disciplines, and healthy scientific curiosity. Work on the development
of GenAI took shape in the 1950s and 1960s. It laid the very foundation with
fundamental contributions by Claude Shannon, Norbert Wiener, and Alan Turing.

Claude Shannon, In his work ’A Mathematical Theory of Communication’
(1948), he introduced information entropy as the very important principle that
allowed setting a firm basis upon which communication theory could be established.

4



State of the Art and Evolution of GenAI

Shannon created a model of communication that would eventually turn into a
standard for education in most parts of the world and gave rich theoretical grounds
upon which future innovations in AI and GenAI would be based.

Alan Turing together with his essay ‘Computing Machinery and Intelligence‘
(1950), laid the principles for synthetic intelligence with the aid of introducing
the well-known Turing Test, a test to decide whether or not a device may want
to show off intelligent conduct indistinguishable from human conduct. This idea
now no longer the handiest fuelled studies in AI however turned into additionally
a precursor to GenAI systems, which are seeking to create content material that
mimics human creativity and intelligence.

Until the 1950s, what is now considered the famous 1956 Dartmouth Summer
Research Project marked an official turning point in which artificial intelligence
was defined as a field of scientific research. With pioneers leading it, the likes of
John McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon himself
spearheaded a project that would lay down the bedrock for the future exploration
that would later be constituted by AI and, as part of this, generative techniques.

It was during the 1970s and 1980s that, theoretically, the structure and func-
tion of artificial neural networks began to be framed up from the human brain.
The final result of this complex development and connectivity of these networks
brought man to create algorithms that enabled machines to produce new content
based on existing models. In this period, advances in statistics furnished the
necessary mathematical armamentaria required for analysis and understanding of
how machines can learn from a basic requirement for the functioning of GenAI
models.

In the 1990s and the 2000s, as processors and GPUs got powerful, computing
power increased by a mile. But this, as described above, helped to start the train-
ing of complex AI models on much larger data sets. Indeed, as the amount of digital
data kept growing across domains, increasingly abundant training grounds were
also made available for the models of GenAI, thus allowing for more improvement
of their capabilities in generating content.

This was followed by the rise of recurrent neural networks (RNNs) and
Long Short-Term Memory (LSTM) in the 2010s, which are quite fit for text
generation, music generation, and image generation, considering their sequence
handling and storing capabilities.
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However, the real turning point came in 2014 with the discovery of Genera-
tive Adversarial Networks (GANs). Consisting of two competing models - a
generator and a discriminator - GANs broke all barriers in content generation and
made it possible to create amazingly realistic images and videos. It is primarily
useful in image generation, while RNNs and LSTMs continue to be used mainly
for text generation.

Finally, the influence of Joseph Weizenbaum with the creation of ELIZA. A
program of a ’human-like’ conversation with a therapist raised some key questions
in the context of ethics concerning AI. Weizenbaum underlined that AI should also
be creative but, above all, ethical and responsible-a theme very critical to modern
views on GenAI, whereby deepfakes belong specifically to a class of technologies
that need special attention to control.

First and foremost, the development of GenAI has been driven by the devel-
opment of data, computing power, and continued advances in the area of AI
research. As these keep changing, ever more powerful and versatile models can be
developed in this area of GenAI.

6
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2.2 Generative Models

2.2.1 Characteristics and operation of GenAI models

Generative AI can use various models and techniques that aim to generate new
data or content that resembles human-created data based on patterns and examples
it has learned. It uses algorithms to generate original and realistic outputs without
direct input by humans. The use cases of generative AI are growing daily, making
almost everything possible, and for this reason, it’s very useful to have different
types of models to have a more customized and flexible approach based on the use
case.

First of all, let’s focus on the process of a generic AI model. The primary step
is the data collection and preparation, this is a very important step for the
model because all its logic will be based on the data we provide to it. We need to
gather a large dataset that the model will learn from. This dataset needs to be
representative of the type of content the model is expected to generate, otherwise,
there will be outliers and errors. A suggested action is to clean and pre-process
this data, to have a good foundation.

After collecting all the data, we need to choose what type of model we’re
going to use based on the task, a suitable generative model architecture must be
selected. Afterward, we will see the most used ones and their characteristics.

There are different ways of training a When we decided to train the model
chosen, we choose the right one and then follow the steps of the training phase.
The process of training a model is can be done in various ways, but the first step
commonly known is the selection phase. The learning process in this context is
iterative, with each iteration a student performing several passes over the training
data. In each pass, you are trying to find the state that your model should be in so
that loss is at its lowest. At the same time, a validation of the model rakes place
in real-time using dedicated validation data set. This validation helps in making a
confirmation that the model has not only memorized the train data set, but also
gained proficiency in the patterns that actually exist in the data. The validation
data is incorporated into the main data base and is used to assess performance of
all the machine learning methods during training.

The last phase is inference. During this step, the trained model receives in-
put prompts or conditions to test practically the efficiency and the performance of
the model created. The content generation is done by using the learned patterns
from the training phase to generate new content. Two actions used are sampling

7
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from the latent space and decoding the generated data into human-understandable
format (text, images, audio, ...). Optionally the model can perform also post-
processing to have an enhancement of quality and coherence.

Let’s now look at some types of models.

Generative Adversarial Networks (GANs)
The GAN is composed of two neural networks, a generator and a discriminator,
competing with each other in a game-like environment. They are trained simulta-
neously through the learning of opponents.
The generator generates simulated data from random noise (e.g. images, texts,
sounds, etc.), while the discriminator’s task is to distinguish between real and
false data. The generator aims to create increasingly realistic data to deceive
discriminators, while discriminators improve their ability to distinguish between
real data and generated data. Through this competition, GAN can generate highly
realistic content and successfully use it for image synthesis, art creation, and video
production.
Despite their impressive capabilities, GANs are known for being challenging to train,
often requiring careful tuning and significant computational resources to achieve
stable and optimal results, one possible enhancement is improved architecture like
Wasserstein GANs (WGANs) can help stabilize training.

Figure 2.1: GANs workflow

On-Premises models
Generative AI on-premises models mark a new frontier in NLP and content genera-
tion, including LLAMA (Large Language Model Meta AI). These models, designed

8
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to work inside corporate infrastructures, ensure remarkable advantages in terms of
privacy, security, and control over data.

LLaMA, for instance, is an on-premise form of large language model; that is,
it exists and works within an organization’s on-premise servers without needing a
connected cloud. This makes it especially appealing to companies handling sensitive
data and which do not wish to send such data and information to third party
services-a situation that is likely to occur any time companies rely on cloud-based
GenAI solutions.

LLaMA and its kind fundamentally work on the principle of a neural network,
which is usually Transformer-based, that has been trained on volumes of text to
understand linguistic structures and semantic relationships among words. It can
give coherent texts, answer questions, complement sentences, and even translate or
summarize documents during training.

Whereas such model types require immense computational power to train, the span
of applications ranges from personal content generation once deployed on-premise
to automated customer service.

Advantages of on-premises models:

• Privacy and Security: By running the model within the corporate infrastruc-
ture, sensitive data remains protected and not exposed to potential security
risks associated with transmission to external clouds.

• Customisation: On-premises models can be further trained or optimized
on company-specific data, improving the relevance and effectiveness of the
responses generated.

• Reduction of Cloud Dependency: Companies can reduce their dependency on
cloud service providers, avoiding latency issues, bandwidth costs, and potential
service interruptions.

Implementing models like LLaMA requires advanced technical skills to manage
and maintain the necessary infrastructure, but offers a high degree of flexibility
and control, making them ideal for organizations that prioritize data protection
and customization of AI solutions.

Variational Autoencoders (VAEs)
VAE is an automatic encoder that is regulated during training, ensuring that the
latent space has good properties, and can generate new data. Furthermore, the
term “variation” comes from the close relationship between regularization and

9
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statistical variation inference methods.
It blends the principles of probabilistic graphical models and deep learning to
generate new data samples. VAEs consist of an Encoder and a Decoder network.
The Encoder maps input data to a latent space, where each data point is repre-
sented as a distribution rather than a fixed point. This latent space is typically
Gaussian, characterized by means and variances. The Decoder then reconstructs
data from these latent representations.

Training of VAE typically involves the optimization of ELBO, which is expressed
as a trade-off between two objectives: the reconstruction loss that the Decoder can
reconstruct the input data and the KL divergence that the learned distribution of
latent space should be close to any prior distribution, which is often a standard
normal distribution. By enforcing this dual objective, the latent space will be
informative and regularized for smooth interpolations between data points, hence
enabling the generation of new and coherent samples.

They come in handy when one needs structured, interpretable latent spaces for
image generation, anomaly detection, or data compression. Whereas GANs are
notorious for being sensitive to the choice of hyperparameters and often difficult
to train, VAEs have a probabilistic framing that makes them more stable and
tractable, even though they often produce somewhat blurrier outputs compared to
the high-fidelity results that GANs often yield.

Figure 2.2: VAEs workflow

Transformer Models
Transformer models represent a groundbreaking advancement in the field of natural
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language processing (NLP) and have significantly influenced other domains as well.
Transformer models leave traditional sequential processing seen in Recurrent Neu-
ral Networks (RNNs) and Long Short-Term Memory Networks (LSTMs), opting
instead for a novel architecture based on self-attention mechanisms. This design
allows Transformer models to process entire input sequences simultaneously, making
them highly efficient and scalable, particularly for large datasets.
The core component of the Transformer architecture is the self-attention mecha-
nism, which enables the model to weigh the importance of different tokens in the
input sequence dynamically, capturing long-range dependencies and contextual
relationships with ease. Transformers consist of stacked layers of encoders and
decoders; the encoder maps the input sequence to a continuous representation,
while the decoder generates the output sequence, one token at a time, using this
representation.

Transformers have reached the state-of-the-art in many NLP tasks, including
machine translation, text summarization, and question answering. Among the
different variants developed from Transformers, one of the most well-known models
is BERT, which stands for bidirectional encoder representations from transform-
ers and is great in contextual understanding, while GPT is short for generative
pre-trained transformer and is the most renowned model in text generation. Be-
yond NLP, Transformers are being adapted for other modalities, including image
processing-for example, Vision Transformers-even for protein structure prediction.
The transformer has placed itself at the heart of most state-of-the-art AI systems
by its ability to handle big data with complex patterns and, thus, underline its
flexibility and the transformative impact on AI research and applications.

Figure 2.3: Transormers workflow

Diffusion models
Diffusion models constitute a class of generative models that have recently received
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huge attention, owing to the capability to yield high-quality data samples, espe-
cially in image generation tasks. Being inspired by diffusion processes, a concept
from physics, such models view data generation as an evolving process of gradually
transforming simple noise into complex and structured data. The whole idea behind
diffusion models is the reverse process of some forward process that adds noise
to data until reaching a simple distribution, usually Gaussian noise. The model
learns through training how to invert this noisy process step by step with the goal
of recovering the original data distribution.

A classic diffusion model has two major parts: the forward process, which gradually
corrupts the data by a stepwise addition of noise, and the reverse process, learned
by the model to take away the noise and reconstruct the data. The usual training
objective in such models would be the minimization of some loss function that
represents the discrepancy between the model’s prediction concerning denoised
data and the actual original data at every single step of the reverse process. This
is an incremental approach where the model manages to generate high-fidelity
outputs by refining its process of data generation.

Diffusion models, such as DDPMs and score-based generative models, have gained
remarkable performance in high-quality image generation, and mostly outperformed
the results from GANs and VAEs. Such a model is claimed to be robust and stable
in training compared with GANs because it will not suffer from mode collapse
or any other issues. Gradual refinement therefore enables more effective control
over the generation process and makes possible the trade-off between quality and
diversity for samples.

Figure 2.4: Diffusion Models workflow
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2.2.2 Types of GenAI models
Text generators (e.g. GPT-3, Bard)
The following is a table comparing two of the most widely used for text generation
models based on functionality and type of models previously seen.

Feature GPT-4 Turbo Claude 3
Developer OpenAI Anthropic
Model Architecture Advanced transformer-

based model
Transformer-based ar-
chitecture optimized for
safety and alignment

Training Data Extensive dataset with
diverse internet sources,
books, and more

Trained on a wide-
ranging corpus with
a focus on ethical
considerations

Primary Use Cases Conversational AI, con-
tent creation, coding as-
sistance

Safe and aligned conversa-
tional AI, content genera-
tion, and summarization

Pre-training Task Language modeling, next-
word prediction, and con-
versational AI

Ethical and safe language
generation with a focus
on reducing harmful out-
puts

Fine-tuning Available for specific ap-
plications, supports API
integration

Strong emphasis on safety
and customization for eth-
ical use cases

Special Features Enhanced context un-
derstanding, large token
limit, improved efficiency

Safety-first approach, de-
tailed summaries, and
user alignment features

Table 2.1: Comparison of GPT-4 Turbo and Claude 3 Generative AI Text
Platforms
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Image generators (e.g. DALL-E 3, Adobe Firefly)
The following is a table comparing two of the most widely used for image generation
models based on functionality and type of models previously seen.

Feature DALL-E 3 Adobe Firefly
Developer OpenAI Adobe
Model Architecture Advanced transformer-

based model
Diffusion-based model in-
tegrated with Adobe Cre-
ative Cloud

Training Data Trained on a diverse
and extensive dataset of
image-text pairs

Curated datasets focused
on commercial safety and
creative content

Primary Use Cases Generating detailed and
accurate images from
complex text prompts

Professional photo edit-
ing, content creation, and
graphic design

Pre-training Task Interpreting and render-
ing complex prompts into
images

Creating realistic and
stylistically consistent im-
ages for commercial use

Fine-tuning Limited user-side fine-
tuning; focused on ease
of use

Extensive customization
and control via Adobe’s
suite of tools

Special Features Seamless integration with
ChatGPT and ease of use
for general users

Integrated directly with
Adobe tools, ensuring
consistency and quality
for professionals

Table 2.2: Comparison of DALL-E 3 and Adobe Firefly Generative AI Platforms
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Music generators (e.g. MuseNet, Jukebox)
The following is a table comparing two of the most widely used for music generation
models based on functionality and type of models previously seen.

Feature MusicGen Suno AI
Developer Meta Suno AI
Model Architecture Transformer-based model

optimized for music gen-
eration

Diffusion-based model de-
signed for high-quality au-
dio generation and en-
hancement

Training Data Trained on a large dataset
of licensed music and au-
dio samples

Trained on various au-
dio datasets with a focus
on producing high-fidelity
music and sound effects

Primary Use Cases Music generation for so-
cial media, video content,
and interactive applica-
tions

Music and sound effect
creation, enhancing au-
dio tracks, and generating
complex soundscapes

Pre-training Task Learning to generate
coherent musical pieces
from text descriptions
and input melodies

Creating and enhancing
music with detailed audio
patterns and high-quality
sound outputs

Fine-tuning Limited fine-tuning for
genre and style prefer-
ences

Advanced fine-tuning op-
tions, including tempo,
style, and specific sound
characteristics

Special Features Integration with Meta
platforms, real-time mu-
sic adaptation, and user-
friendly interface

Focus on professional
audio production, high-
resolution output, and ex-
tensive customization op-
tions

Table 2.3: Comparison of MusicGen and Suno AI Generative AI Music Platforms
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Other GenAI models (e.g. for data synthesis)
These are important generative AI models for data synthesis, including CTGAN
and SynthPop, that generate synthetic datasets possessing many of the statistical
properties of real-world data.

These models address the challenges of data scarcity, privacy, and imbalance,
therefore, serving as a backbone for training machine learning models, augmenting
datasets, and ensuring data privacy. CTGAN implements a GAN-based architec-
ture to handle mixed data types and complex dependencies in tabular data, while
SynthPop applies statistical methods to generate synthetic data that preserves
privacy.

Other genAI models are WaveNet for generating voice and speech, StyleGAN
for generating realistic human faces, and AlphaFold for predicting protein struc-
tures. They generate high-quality synthetic data and through their use, there
are several benefits for a great range of applications, such as improving model
performance, protecting data sharing, and progressing scientific research.
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2.2.3 Applications and use cases of GenAI models
Creation of multimedia content

The generational AI model revolutionized the making of multimedia and enabled
creative boundary-pushing for artists, designers, and content makers alike. Such
tools as DALL-E by OpenAI and Imagen by Google use text descriptions to generate
wonderful and complicated images, opening new opportunities for graphics design,
marketing, and entertainment. Models like MuseNet and Jukebox generate music
that can produce original music, combined genres and styles, and even imitate
specific artists. All these capabilities finally allow creators of low resources to
produce high-quality visual and audio content in minimal time and change the way
media is produced and consumed.

Figure 2.5: AI-generated multimedia content

Software and product development

Applications of GenAI models span a variety of stages in the software and product
development cycle, all the way from development to testing. This may involve code
snippets, design suggestions, or even the creation of whole software frameworks
from high-level requirements. This speeds up prototyping and iteration, which in
turn frees developers to think about innovating rather than the mechanical parts
of their jobs. AI-powered product development tools also allow for market trend
predictions, design optimization considering user experience, and personalization of
products for specific customer needs-so, they engineer and design in a more efficient
and creative manner.
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Figure 2.6: AI platform for generating code

Scientific research and innovation

These generative AI models generate a huge amount of value in scientific research
and innovation, automating really complex tasks in data analysis and simulations.
For example, with regard to drug discovery, AI models are able to predict the
structure of interesting molecules and propose a set of candidates for further testing,
hence pushing the pace of the research at incredible rates. In material science,
that will mean that by the simulation of huge numbers of configurations at the
molecular level, GenAI will simply be able to come up with materials that possess
desired properties. More generally, such models will facilitate the formulation of
hypotheses, the design of experiments, and the interpretation of massive data sets
and, therefore, accelerate the tempo of discovery and innovation spanning a wide
range of scientific topics.

First Level Interaction with Users

One of the most promising applications of GenAI is in the area of first-level user
interaction, such as in help desk and customer care services. Here, GenAI models
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can be used to create chatbots and virtual assistants that can answer common
questions, solve basic problems and direct users to appropriate resources or human
agents for further assistance.

• Chatbots and virtual assistants: is that they can perform several tasks. For
for instance cases where users have queries on how to get round a website, or
are looking for answers some issues. Such modern tools of AI analysis provide
an opportunity to comprehend and fulfill responses quick and accurate to
questions. This in favor enhances the user satisfaction and the operational
performances of the networks.

• Automation of Technical Support: Any small technical glitches are fixed
without delay by the GenAI model, and one does not have to involve a
human being. It will guide the user through the troubleshooting for instance
and utilize its capabilities to minimize the waiting time hence improving on
customers satisfaction.

• Besides answering questions, GenAI could also collect and analyze aggregated
feedback on behalf of the users to give insights to companies that are valuable
in product and service improvements.

This type of application not only improves the efficiency and quality of customer
service but also allows companies to scale their service operations without necessarily
increasing their human resources.

Cybersecurity applications

GenAI has turned into an important assistant in the cybersecurity space and its
innovative solutions help them to continuously evolve. Some of the main usage
areas of GenAI in cybersecurity are the detection and prevention of threats. This
is because the GenAI models are capable of detecting abnormal patterns and
behaviors through large amounts of data, which may show the signs of a possible
cyber-attack, hence enabling the organization to identify the threats way in advance
and enable them to respond proactively.

Another popular application can be found in automated security operations: it
automatizes regular cybersecurity tasks, like vulnerability scanning and patch
management, with the help of GenAI. That minimizes a lot of manual work for
cybersecurity teams and accelerates responses toward emerging threats.

GenAI can be very important for both phishing and malware detection. It is
able to scan the emails’ content for phishing and verify software behavior for
malware, even new or modified types. This will better protect the organization

20



State of the Art and Evolution of GenAI

against advanced cyber threats.

It can provide incident response with real-time analytics and actionable recommen-
dations that enable organizations to take immediate action upon an incident of a
cyber nature to limit damage and recovery time. Predictive analytics, driven by
GenAI, will also enable identifying when future cyber threats are likely to take
place based on historical trends and thus enable the organization to strengthen its
defenses in preparation for such an attack.

Additionally, GenAI improves fraud detection in the tracing of transaction patterns
to scan for fraud, mostly in financial services. Lastly, it is instrumental in improving
security awareness training through the creation of realistic cyber-attack simula-
tions that train employees in how to prepare for such real-life security incidents.

These applications show the growing significance of GenAI for building more
resilient cybersecurity frameworks which can adapt to the modern and ever-shifting
landscape of cyber threats.

Other emerging sectors and applications

Besides conventional areas, even the new verticals of education, finance, and health
have started getting their various applications involving the GenAI models. AI-
generated content in education will help the personal learning approach and simulate
educational experiences. AI models in finance can simulate market conditions,
formulate trading strategies, and hone the art of risk management. The medical
sector applies GenAI in generating synthetic medical data that can be used in
training other AI systems, designing personalized treatment plans, and simulating
clinical trials. Real estate, legal support, and customer service are also finding
AI applications to offer their services more effectively, manage operations more
smoothly, and offer experiences to their clients with greater personalization.
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Chapter 3

Thesis Objectives

This chapter introduces the objectives of this thesis, describing studies and methods
used to achieve them.

In the previous chapter, it has been described the state-of-the-art of Genera-
tive Artificial Intelligence, it is very important to comprehend the evolution of
this new technology to have a deeper understanding of the context in which it has
developed.
GenAI has been marked by various discoveries and has gradually built on them,
there was no real starting point but rather a gradual ascent. This new technology
is still evolving and will evolve for the next few years, it is expected to be a
real revolution in terms of uses and habits. It could be the next ’revolutionary’
technology after the internet and the smartphone.

Following this supposition, it is also necessary to identify all the risks associ-
ated with this technology, as well as the benefits, in order to secure it and ensure
its responsible use.
Going into more detail, the objectives of this thesis can be defined by the following
list:

• Identifying the Threat Landscape of GenAI: It means, under this objec-
tive, the thesis intends to analyze in some detail the various types of threats
and vulnerabilities related to GenAI technologies in use and development.
Dimensions of threat landscapes include data privacy concerns, misuse of
content, ethical implication, and attack implications against adversaries. The
thesis attempts to give a rounded understanding of the risks through mapping
threats by the stakeholders-developers, users, and policy makers. The chapter
discusses historical case studies in this regard and cases of misuse with respect
to GenAI, while also providing an overview of the tangible effects of the given
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threats.

• Analyzing Various Frameworks for Risk Mitigation: This thesis review
is critically about the developed and presented frameworks and strategies
pertaining to mitigating those risks emanating from GenAI. The work will,
therefore, concern a critical study of several academic proposals and industrial
standards put in place for containing the risk. Such frameworks, within the
context of the identified threat landscape, shall be further reviewed for efficacy
in mitigating such threats, feasibility of implementation, and scalability. All
those containing ethical guidelines, compliance with regulatory requirements,
and technical safeguards would therefore be given attention. The best practices
should be highlighted in the thesis critiquing such frameworks, and any gaps
where further research and development are called for should be pointed out.

• Experimental Analysis of Tokenization Solutions: The latter objec-
tive involves the experimental assessment of tokenization solutions in GenAI
platforms, while focusing on sensitive data protection. Tokenization is con-
sidered a security technology for data, whereby sensitive data elements are
replaced by nonsensitive representatives that bear no real value but are usable
in applications instead of actual data. This would be the design and actual
experimentation to find out how effectively various tokenization techniques
can serve to protect sensitive information generated or processed by GenAI
systems. The section shall describe in detail the setup of such experiments, the
scope in terms of selecting tokenization methods, their performance evaluation
metrics, and GenAI platforms on which tests are conducted. The empirical
evidence in respect to the strengths and weaknesses of tokenization as a se-
curity measure will be supplied by the results from these experiments, thus
giving practical recommendations for real-world applications.

In turn, it is hoped that this thesis will provide a contribution to the safe and
responsible advancement of Generative Artificial Intelligence by responding to
these objectives. Each objective is designed to implicitly depend on and thereby
also build from the one previously mentioned in order to create a comprehensive
approach to understand and mitigate the risks of GenAI. The work finally aspires
to inform and guide the development of the technologies of GenAI serving best
with minimum potential for harm.
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Chapter 4

Threat Landscape in GenAI

This chapter delves into the manifold and complicated threat surface that faces
Generative AI. In addition to improvements in the technology itself, the challenges
and risks posed by GenAI grow in relation to privacy, security, and ethics. The
biased AI models feeding into discriminatory decisions, deepfakes promoting mis-
information, and GenAI drafting advanced malware and running cyberattacks
are amongst some of the major concerns. These also raise significant concerns
about intellectual property vulnerabilities and wider ethical and social issues. This
chapter examines the threats in depth, looking at particular risks for various kinds
of GenAI models, and it underlines the need for strong protection measures in
place and ethical guidelines.

4.1 Challenges and risks for privacy and security

Generative artificial intelligence platforms represent new frontiers of advanced
technologies with some unique capabilities to create original contents-text, images,
and even videos-from input data. The capabilities of the technologies create huge
privacy and security concerns that require in-depth attention. First, the functioning
of GenAIs depends on vast volumes of data, which is often collected from various
sources; many of these sources may have personal or sensitive information. In this,
there is always a possibility of data leakage due to which confidential informa-
tion may get accidentally included or reproduced in generated content. Though
anonymization and filtering technologies are attempted in order to minimize this
risk, yet they are not foolproof, and privacy breaches occur if data are either not
properly managed or protected.

Another high risk involves the possible capability of GenAIs in making highly
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realistic and convincing contents that could be taken advantage of for negative pur-
poses, such as disinformation to mislead and manipulate public opinion. Examples
include deepfakes and fake news using GenAI models for manipulating elections,
conducting propaganda, or character assassination for individuals and organiza-
tions. It is content whose spread undermines trust in public digital information
and further overcomplicates the struggle against fake news and propaganda.

Figure 4.1: Distribution of Security Risks in Generative AI Platforms

But it is also possible that the target of a cyber-attack may be the GenAI platforms
themselves. In this line, these models may be compromised by hackers who wish to
manipulate generated results for their benefit or even hijack sensitive information
used in training. Of course, a very important aspect touching security is that of
systems where these platforms are hosted and operated; it has to be secured away
from any form of compromise so that integrity and dependability would ensue in
the generated content.

The regulation of such risks is very much needed. Laws on data protection,
like Europe’s General Data Protection Regulation, provide a backdrop against
which privacy can be guarded. Still, they will need adjustment and updating in
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light of the particular challenges posed by those GenAI technologies. Organizations
should have policies regarding transparency, the ability to audit models with proper
control to make sure the way data is collected, used, and stored is appropriate.

In other words, while GenAI opens new opportunities for innovation, privacy
and security issues need to be addressed promptly. In this way, advanced tech-
nologies are brought together with ethical management and strict regulations to
effectively utilize GenAI while assuring limited risks from privacy and security
threats.

4.1.1 Bias and discrimination in GenAI models
While already capable of impressive feats of understanding, creation of content, and
decision-making, current GenAI models nonetheless adopt the very biases enshrined
in the data to which they are being trained. These prejudices manifest so variously
in many ways with consequences likely to have a great impact on society. Prejudices
within GenAI come in all shades: racial, sex, and socio-economic, tending to solidify
stereotype formations and widening further existing inequality.

Case Study: COMPAS case.

A very good example of the results of bias in AI systems is given by COMPAS:
Correctional Offender Management Profile for Alternative Sanctions. COMPAS is
a risk analysis tool used within criminal justice systems to predict the possibility of
re-offense. Indeed, a 2016 ProPublica investigation uncovered that COMPAS was
biased against African-American defendants: they were more likely to be at high
risk than white defendants. The prejudice reflects the systemic racial prejudices of
the criminal justice system-as the historical data used to train COMPAS reflects.
Consequently, defendants of African-American origin will face more severe out-
comes and create a cycle of discrimination. Similarly, the large-dataset-trained
GenAI models, downloading from the Internet, may learn by themselves, including
spreading prejudices in these datasets.
For example, language models may generate output using stereotyping of gender
if they have been trained in texts making disproportionate links between certain
occupations and characteristics, and a particular gender. This might spill over into
real life with biased hiring practices and also in media, which do not level up the
role of gender.

Case Study: Meta’s AI Image Generator Bias
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Figure 4.2: COMPAS case

In 2023, Meta, the company formerly known as Facebook, faced a severe backlash
following the release of its AI image generation tool, which the company had
developed to build detailed images based on textual descriptions. The genre of
technologies are mobilized by work with creative projects and in enhancing user
engagement. Yet, there were considerable biases in its output. According to the re-
sults of these tests, one found that the model produced stereotypical and prejudiced
depictions concerning both sex and race. For instance, the AI created reinforcing
images of gender stereotypes, placing women mostly in domestic roles and men in
professional settings. The tool was also racially biased because it often produced
stereotypical or culturally insensitive renderings from the racial descriptions given,
mirroring biases inherent in the dataset it had been trained on.
The bias was traced back to large data sets used in training the AI, which themselves
contained historical and cultural biases. Issues like these perpetuate stereotypes
and also run the risk of strengthening discriminatory views through media and
online content. To fix these problems, Meta updated its protocols for training,
added more diverse datasets, and put mechanisms in place to detect bias. This
case flags that the journey to taming generative AI’s bias to reasonable will be
grueling and continuous work for fairness and inclusivity within AI technologies.

This already problematic bias of GenAI is further complicated by the lack of
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transparency of these models. Whereas traditional algorithms usually monitor
and verify decision-making processes, GenAI models - especially those using deep
learning - are "black boxes". Therefore, any potential identification and correction
of prejudices become impossible; new methods must be developed in terms of model
interpretation and checks of fairness.

The challenge of discrimination in GenAI should therefore be handled in a mul-
tidisciplinary manner. Precurating and preprocessing data are, therefore, quite
significant in ensuring that minimal biases are obtained through the incorporation
of a diverse and representative set at the very beginning of training. Additionally,
model training should ensure fairness constraints to reduce discriminatory outcomes.

This would involve continuous monitoring and auditing for emerging biases even
after deployment for their detection and mitigation. That in turn would require
cross-disciplinary teams that include ethical, sociological, and legal experts who
can provide much-needed insight into the broader social implications of such tech-
nologies, thus guiding the development of ethical AI practices.

Finally, though much may be possible with GenAI, these systems need to be
unwrapped cautiously and responsibly. It is only then, in recognizing the biases
inside the models themselves, that we tend to achieve a just, equal, and workable AI
system for all members of society. Application-based cases, like those of COMPAS,
reinforce the role of ethics in devising AI and continuing vigilance in combating
prejudice and discrimination via technology.

4.1.2 Deepfakes and disinformation
The introduction of generative AI platforms has revolutionized the creation and
dissemination of digital content and brought about considerable innovations and
important ethical concerns. The most controversial issue is the spread of very
realistic but manufactured digital media, the deepfake. These are often created with
deep learning technologies, particularly generative adversarial networks (GANs).
Deepfakes can make video and audio look convincingly like people saying or doing
things they have never said or done.

Among all these applications, deepfakes are most distressing in the case of disinfor-
mation. It would provide bad actors with the ability to spread misinformation with
unprecedented coherence. This destroys public trust, distorts political processes,
and can spark social unrest. Consider any deep-fake video of politicians saying
something incendiary passed along to influence public opinion or try and change
elections. Similarly, fake endorsements and staged events damage reputations and
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corrode trust in individuals and public institutions.

Generative AI platforms cut both ways in this context, democratizing advanced
AI tools and enabling creativity and innovation, while also lowering the barriers
to creating sophisticated disinformation campaigns. In other words, thanks to
easily accessible user-friendly generative AI tools, convincing deepfakes can now be
created by persons with limited technical skills.

Efforts at handling this deep-fake menace must be many-pronged. On the techno-
logical front, this will involve the development of the deep-fake detection algorithm
to analyze each form of media for traces of manipulation. Platforms hosting user-
generated content must, on their part, implement strict verification protocols and
collaborate with fact-checking bodies.

A recent example is the deepfake of President Zelensky (2022): One of
the deepfakes that went live during the Russia-Ukraine conflict featured Ukrainian
President Volodymyr Zelensky seemingly saying several things that many have
construed as surrender. The video had been circulated as part of a broader disinfor-
mation operation to undermine morale and shape public perception. It has become
the concrete manifestation of how deepfakes can be dangerous in geopolitical crises.

Figure 4.3: Deepfakes example
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Notably, the legal and regulatory framework also needs to become streamlined in
order to make creators and distributors of malignant deepfakes answerable. Besides
technological and regulatory measures, awareness of the public and the knowledge
of media are important. Public education about deepfakes’ existence and their
possible impacts blunts their effectiveness. Ethics considerations need to guide the
development and deployment of generative AI technologies, too. Developers and
platforms need to consider innovation benefits and risk of harm and seek to create
safeguards in protection against misuse.

Although generative artificial intelligence holds such immense possibilities in cre-
ativity and inventiveness, the whole system may risk great puzzle-hood by lying or
deforming things. To that effect, there should be combined action from technology
creators to policymakers to the general populace concerning using these technologies
appropriately and limiting their possible dangers.

4.1.3 Malware and cyberattacks

The advent of AI platforms creates new possibilities, but it also creates new cyber-
security dangers, like malware and cyber-attacks. Because of the complexity of such
platforms and their high usage, malicious actors tend to exploit the vulnerabilities
for various malicious intents.

The first among the emerging risks of AI is the use of generative AI in designing
more sophisticated and subtle malware. The conventional approach to detection of
malware involves the use of patterns and or signatures in order to identify it. Still,
generative AI on the rise will be creating new malware to sneak past traditional
means of identification. For instance, they will develop the polymorphic malware
in existence that will be backed up by artificial intelligence technologies; this will
prompt the regular changing of the code to counter measure’s signature-based
systems. It is making cybersecurity defense day by day task.
These generative AI platforms amplify phishing and such social engineering at-
tack techniques or types. Automated interfaces send out messages that look so
personalized and even if the user is normally careful, he cannot tell he is being
deceived. This can generate text and voice to mimic people’s voices and therefore
create e-mail, messages, and call textures from trusted sources. While massive and
high-level phishing schemes may lead to unauthorized access to vital data, financial
losses or the infection of the victim’s systems with malware.

Jailbreaking on ChatGPT
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Originally, the term "jailbreak" refers to technology-the workarounds of the restric-
tions on an electronic device to obtain higher control of software and hardware.
Interesting even in relation to large language models such as ChatGPT, using a
certain method, one is able to control ChatGPT beyond what the developer initially
intended. Outputs by ChatGPT are limited by the internal governance and ethics
policy of OpenAI. However, during the arrest, these restrictions were lifted, and
ChatGPT showed results restricted by OpenAI’s policy.
Hereby, the method tries to override basic data and settings set by the developer
in ChatGPT. Your interactions are not conversations but rather direct command
line inputs. Once the model is broken, the user can get the response against any
input prompt without concern for ethical limitations imposed by any developer.

Reverse Psychology

Reverse psychology is a method of psychology that preaches beliefs and behavior
contrary to what one wants in hopes that this approach will, in fact, have the
subject follow one’s will. In some conversational scenarios, it can be very useful
as a means of getting around some of the barriers found when conversing with
ChatGPT.

Figure 4.4: Reverse Psychology attack on ChatGPT
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For instance, it might initiate question formation or statement building process
leading to right answers through reverse psychology. In other words, framing
your request so that you deny AI model’s lies may be an alternative to asking
him directly what he might refuse sharing just as well. By so doing, it basically
makes use of AI models’ tendency towards correcting inaccuracies thus causing
them providing reactions they would not have offered otherwise. Take for example
the screenshot below whereby ChatGPT refused upfront giving list of sites for
downloading pirated movies while offering sufficient answer according his line of
work effortlessly.

The integrity of the AI model itself can be the target of cyberattacks. Furthermore,
private model and training data thefts lead to grave economic as well as security
consequences. This is because generational artificial intelligence platforms normally
engage in voluminous sensitive data. Breaches result in high levels of exposure to
personal or confidential information. Generative AI platforms require enormous
consumption of computing resources; most often it is provided by cloud services.
These infrastructures are susceptible to distributed Denial of Service: Disturbances
caused by the overwhelming of the system with excessive requests. The exploitation
of vulnerabilities within cloud infrastructures results in unauthorized access to
resources and data of the platform, affecting the entire service.

In fact, such threats require multilayered security-oriented encryption practices,
regular security audits, and state-of-the-art anomaly detection systems to capture
all forms of unusual activities in cyberattacks. Artificial intelligence can also be
used for security protection. An AI-driven security system analyses patterns faster
and more precisely than traditional methods and offers dynamic protection against
evolving threats.

Privacy impacts

Of particular interest to malware and cyber attacks are generative artificial intelli-
gence platforms, in consideration of their complexity and huge amount of sensitive
data handled. This opens up the possibility that the security of the GenAI system
might be compromised through cyber-attacks, coupled with compromising users’
privacy who are dependent on these platforms. The encryption of training data by
ransomware would impact the services, and in case the data are not well-protected,
it can even lead to disclosure of personal information. What is more, cyber crimi-
nals can utilize any vulnerabilities in GenAI models to extract sensitive data or
manipulate the created output to build fake content that would harm the reputation
of a person or an organization.
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These could lead to serious consequences, such as loss of users’ trust and a severe
economic setback, not to mention a legal backlash against the company managing
the GenAI platform. In this aspect, robust security features should be put in
place, including data encryption and multi-factor authentication, among others,
complemented with continuous monitoring for suspicious activities.

Accordingly, the implementation of secure development practices, the updating of
systems with state-of-the-art patches, and the training of personnel and end users
in good cybersecurity practice would be appropriate. This will help in the estab-
lishment of a more secure environment with far better protection of user privacy
against some of the emerging threats: malware or cyber attacks. There is, therefore,
the need for collaboration between developers of GenAI, other professionals who
are in charge of security, and regulators.

MITRE ATLAS and OWASP’s threats

Understanding and addressing the potential threats is crucially important in cases
involving cybersecurity, where advanced technologies are developed; prominent
examples include the MITRE ATLAS and OWASP-two major frameworks that put
forth a very interesting insight into the said threats.

MITRE ATLAS is a vast context that has been built by the MITRE Corporation,
which gives quite a complete classification of the adversary tactics, techniques and
procedures, or in short TTPs. This is intended for organizations to learn and
mitigate different forms of cyber threats with emphasis on the processes made use
by attackers. MITRE ATLAS breaks down various techniques, known as attack
surfaces, such as initial access, execution, persistence, command and control, data
theft, and damage. This framework is especially useful for learning about how
adversaries can leverage system weaknesses-including Generative AI-and how these
risks can be mitigated. Thus, with the help of applying MITRE ATLAS, it will
become possible to find in detail which tactics and techniques may potentially be
effective against the particular AI system under analysis and take all the acceptable
and relevant protective measures.

OWASP is a nonprofit foundation operating worldwide, aimed at web software
security improvement. OWASP provides a variety of resources and best practices to
identify and reduce security vulnerabilities in web applications, including AI-based
applications. Probably the best-known list is the OWASP Top Ten, which lays out
the most critical security risks to web applications and provides guidance on how to
mitigate the risks. As a matter of fact, these recommendations for Generative AI
are a minimum set for solving vulnerabilities with insecure data handling, improper
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authentication, and exposure to adversarial attacks. This will give a structured
approach to ensuring secure coding practices are used, frequent security testing of
the applications, and data protection mechanisms against the threat vector.

MITRE ATLAS Threats:

• Data Poisoning: This is one of the major threats wherein the attacker inten-
tionally feeds malicious data into the training dataset of Generative AI models.
This corrupts the learning of the model and hence produces biased or incorrect
outputs. In this regard, an organization should make sure that proper data
validation mechanisms are designed and anomaly detection mechanisms are
established for the identification and filtering out of malicious data before it
affects the model.

• Model Inversion Attack: A model inversion attack includes an attempt by
the attacker to deduce sensitive information from the training data based
on the outputs of the AI model. This may breach the confidentiality of
the data during training. An application in organizations against model
inversion attacks consists of such privacy-preserving techniques as differential
privacy-adding noise to the training data in a manner that masks individual
points.

• Adversarial Attacks: It can be defined as the directed manipulation of input
data, carried out with the intention of misleading the AI model into bad
predictions or emitting harmful outputs. This sort of attack results from
the operational compromise arising because of weak spots in AI algorithms.
Consequently, training for adversarial conditions is one of the strategies for
defense against such attacks, and robust input validation renders it resilient.

OWASP Threats:

• Insecure Data Handling: OWASP emphasizes that unsafe data management
is one of the most important risks. It involves poor management of sensitive
data, which may lead to potential breaches or exposures. This could be very
specific in the Generative AI perspective: data storage and non-encrypted
transmission. Strong encryption methods and best practices for safe data
handling are usually used to mitigate these risks.

• Improper Authentication and Access Control: Poor authentication mechanisms
coupled with poor access controls open up the avenues to be misused by
unauthorized users interacting with AI systems or even sensitive data. OWASP
stresses that any authentication protocols should be strong, just like their
access controls, so people cannot interact with AI models and data.
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• Exposure to Adversarial Inputs: Just like MITRE ATLAS, adversarial inputs
are also pointed out by OWASP, in which an attacker crafts the inputs that
would compel AI models to result in a specific outcome. To handle this,
organizations should follow best practices whereby an organization tests its
models routinely against adversarial examples and deploys defense mechanisms
to make their models resilient to these types of attacks.

4.1.4 Vulnerabilities and risks to intellectual property
Whereas the generative AI platform significantly fosters innovation and creativity,
it also represents an important number of vulnerabilities regarding intellectual
property. These risks arise from the capability of the generative AI to make new
content-most probably infringing existing IP rights-and also in the vulnerability of
AI models and datasets against unauthorized access and abuse.

One of the main concerns is that generative AI can intentionally or deliberately
infringe existing IP. Generative models used to create text, images, music and other
media are often trained on large data sets including copyrighted material. If these
models generate a copyright-related imitation or reproduction of content, legal
disputes and issues concerning authorship and ownership can arise. For example,
AI-generated art that gives the appearance of famous works, music which is similar
to copyrighted pieces may be considered as taking away the originator’s rights.
Data used in the training of models may contain proprietary information or sensitive
data, which are commercially valuable assets of an enterprise and may comprise
trade secrets, strategic business plans, and algorithms. If compromised through
cyber-attacks or data breaches, such information may come into view in the case of
the AI platform, therefore leading to huge losses in terms of money and competitive
disadvantage. This might also result in unintentional disclosure and misuse of
proprietary information, hence loss of competitiveness for data owners.

This makes the monitoring and control of the AI-generated content a key challenge
at the corporate level. The fact that AI models can generate huge amounts of
content, sometimes in minimal time, creates problems in verifying whether such
content infringes upon the already existing intellectual property rights of others.
Then, autonomous content generation further makes oversight difficult to manage,
as even under strict policies, improper content or IP violations might get away
undetected.

Case Study: Generative Art and Copyrights.
An outstanding example of such difficulties is represented by generative art. In
2020, the famous art collective created an entire series of digital artworks through
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an AI model. The paintings were then sold as NFTs, Non-Fungible Tokens, and
caused a stir not only because of their artistic value but also because of the legal
follow-up actions. Among the artists who took part in this, one noticed remarkable
similarities between some of the AI-generated works and his original copyrighted
creations.
Even though the AI model had been trained on a large, public-domain dataset of
artworks, some of the resulting images were undeniably created from protected
works without permission. The matter at this point became very complicated
legally and showed clearly that keeping track of and controlling in real-time AI-
generated content is extremely difficult. The dispute thus brought to the fore the
need to evolve more sophisticated tools and methodologies that would help monitor
AI-generated content. Companies have started making investments in AI-based
Automating solutions to detect the potential violation of IP, but technology is still
under development and thus limited.

These are a set of vulnerabilities and risks that could be mitigated in many
ways. Strong cyber securities to be developed should focus on protecting the
training data and AI models from unauthorized access and pilferage. Information
protected as a trade secret can be protected by encryption, access control, and
periodic security reviews. Secondly, there would be a decrease in cases of IP
violation, as clear guidelines would be set forth in respect of how the copyright
information is developed and used in the training datasets. Challenges brought
about by generational AI call for the commitment of AI developers, legal experts,
and policy thinkers to wide-ranging policies and guidelines.

4.1.5 Ethical issues and social considerations
Generative AI platforms-such are their transformational capabilities-cast up a
number of critical ethical and social issues that call for reasoned examination and
active management. These range from misuse and potential damage, the broader
social effects actually reverse current ethical frameworks and social norms.
Ethics seriously could take a darker turn because generative AI may be used for
devious ends: constructing deep facts for deinformation, the creation of mislead-
ing or harmful contents, and automation of cyberattacks. This ease with which
realistic-but-faked content can be produced raises serious questions about authentic-
ity and trust. For example, deepfakes could be used in spreading false information,
manipulating public opinion, or reputation destruction-so called one of the most
dangerous threats for both an individual and society.
This could also foster and amplify some biases in the training data. If there is
bias in the data the models are trained on, then AI might come out with output
to reinforce such biases, ensuring certain groups get treated unfairly, stereotypes
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continue to be perpetrated, and discrimination flows on. For example, AI-generated
content might overrepresent certain groups of people in negative settings; such
would cause unequal representation that will further solidify social prejudice.

This is a question in which generation and use of synthetic data raises impor-
tant privacy issues. Large amounts of data, including personal sensitive data are
required for the training of generative AI model. Some times even anonymized data
can still be de-anonymized hence posing risks to individuals’ privacy. Furthermore,
synthetic identities and profiles might lead to identity theft and fraud while at the
same time undermine trust in digital interactions.
The automation capabilities offered by advanced AI have a great effect on labor
market. These technologies can enhance the productivity as well as create new
employ opportunities; nevertheless, they may also result in movement of some jobs
especially those characterized by routine or creative activities. As a result of these
displacements, there are various economic social problems like unemployment and
inequality that require policies and strategies for transition management so that
affected workers can be supported.

Any generative AI needs to be conceived and put into practice with a great
deal of ethics. That is, during its development and deployment, there should be
set guidelines on ethics and principles. There needs to be much emphasis from the
developers on transparency, accountability, and inclusion in their design processes
to guarantee variance in the designing of AI systems for the benefit of all sectors
of society. Additionally, there should be monitoring mechanisms available for AI
systems with the aim of detecting undesired adverse effects that could be mitigated
early.
Social impacts of generative AI include individual-level concerns, but go further
into wider cultural and social changes, where technologies fundamentally change
the very way we create, consume and engage with media and information. These
changes spread ripples into shifting social norms, reworked cultural practices, and
even changed concepts of reality. While artificial intelligence integration is being
increased day after day in everyday life, public discussion needs to be advanced on
the various impacts so that society can prepare to cope with the challenges and
alter accordingly.
Raising public awareness and understanding of generative AI will help in the effec-
tive addressing of ethical and social implications. Potentials and risks involved with
creative technologies should be taught to people so that they may have the options
of informed choices and comprehension of possible misuses arising. Promotion of
digital literacy and critical thinking is very relevant in guiding society through the
challenges thrown by generative AI.
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4.2 Analysis of specific risks for different types
of GenAI models

4.2.1 Risks of Plagiarism, Cyberattacks and Malware
These GenAI platforms are driven with great possibilities for creating new content
but also introduce high risks related to plagiarism, infringement of copyright, deep
fakes, and image manipulations. These are risks consequential to the capabilities
of GenAI technologies in generating much textual and visual content that may
be created inadvertently or deliberately to reflect the works already in existence,
falling short of indicating their ownership and thus attracting legal and moral
offenses.

Plagiarism and Copyright Infringement in GenAI Text Templates
Generative text models have proven to be a great threat to plagiarism and a copy-
right breach in their own way by producing textual content that bears similarities
with other existing works. Plagiarism is defined as using or mimicking the work of
another person without permission or proper reference. Copyright infringement
would then come in when any protected works are used without the permission of
the owner. These risks become all the more pronounced, since the GenAI models
are trained on extensive datasets comprising books, journal articles, and other
forms of written documents; hence, their output could bear a jarring resemblance
to these sources.

For example, an essay or an article generated by AI may contain specific phrases
or ideas lifted from other previous works, which also raise fears over academic and
professional integrity. Or it may include copyrighted materials, since protected
texts may have been included in the training data. Protection, then, is a very big
thing in creative areas like literature, journalism, and digital content creation.

Risk of Deepfakes and Image Manipulation
Besides the issues of plagiarism and copyright infringement, the same GenAI tech-
nology gave inconceivably great ability to deepfakes and image manipulation, both
rather dangerous to a number of industries. Deepfakes are media content generated
with AI that will impersonate real people; it would be practically impossible to
distinguish between what is real and what is manipulated. These technologies
create serious risks in privacy, information integrity, and security.

Deepfakes can make compromising or even defamatory content, including explicit
videos, in which a person’s face can be inserted without permission, potentially
with disastrous personal and professional consequences. What’s more, the potential
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of GenAI to create credible images and videos can lead to the dissemination of
misinformation, the manipulation of public opinion, and the erosion of trust in
institutions. Examples are deepfakes of public figures uttering statements they
never said, showing them to do things they had never done, hence causing political
and social chaos on the one hand.

Legal and Ethical Challenges
Multiple and complex are the legal and moral challenges thrown up by deepfakes,
image manipulation, and risks related to plagiarism and copyright infringement.
Large parts of the time, leaps and bounds in advancements with regards to GenAI
technologies outrun existing legal regimes, which naturally give birth to ambiguities
over liabilities and the enforcement of laws. Further, sometimes it is very hard to
trace the origin and the intention behind AI-generated content, further complicating
liability attribution.

Of course, this is not only a gross invasion of privacy but also a grave ethical
breach: the use of AI-created content without consent. What really brings in
most of the ethical concern with these technologies is the question of originality,
creativity, and value of human authorship. It is the capability of AI to undermine
the reputation and recognition that the original works truly possess that concerns
writers, content creators, and artists.

Mitigation Strategies
A number of counter-measures must be taken to mitigate these risks with these
technologies. The risk of generating copyright-infringing content can be reduced
by judicious selection of the training datasets. There is an increasing need for
monitoring and filtering mechanisms that will help verify the AI-generated content
before publication, as well as develop attribution tools which clearly demarcate
contributions between AI and human authors. Keep up with evolving laws to main-
tain legal compliance. Taking responsibility for AI-generated content is important
to avoid falling into legal traps.

Furthermore, establishing ethical standards for the use of AI in content creation,
promoting transparency, and respecting intellectual property rights, is crucial to
ensure that innovation does not compromise the rights and reputation of original
authors.

Generative AI systems and software program models, whilst presenting trans-
formative capabilities, also are more and more at risk of malware and cyberattacks.
The integration of those superior technology into diverse programs exposes them
to particular protection vulnerabilities that may be exploited via way of means
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of malicious actors. These dangers necessitate strong security features to shield
touchy data, ensure the integrity of AI models, and hold accepted as true within
AI-pushed structures.

Development of Advanced Malware
In this context, the malicious actors are going to harness generative AI to come
up with much smarter and stealthier malware strains. During the effort to stay
out of sight, attackers let the malware adapt. This could be accomplished by
teaching AI the existing security controls. For instance, AI might be used to
produce polymorphic malware, continuously changing its code so that it’s hard for
a traditional signature-based detection tool to detect or stop it. Accordingly, such
a capability may foster the growth of highly successful and enduring-type threats
that are hard to defend against.

Phishing and Social Engineering
AI models can generate highly realistic phishing emails and social engineering
attacks. This language-capable AI could craft personalized messages that con-
vincingly emulate the style and tone of valid communications, which would make
it all the more probable that targets will fall for them. Such an attack might
result in unauthorized sensitive information disclosure, financial loss, or installation
of malware on the targeted systems. AI-generated emails, for example, can be
made to appear from depended-on sources, with the object of coaxing passwords
or malicious links from people.

Model Inversion and Extraction Attacks
AI models themselves may be centered via version inversion and extraction as-
saults. In version inversion assaults, adversaries use get right of entry to to an
AI version‘s outputs to deduce touchy statistics approximately education informa-
tion. This can result in privacy breaches, particularly if the version is changed
to skilled on exclusive or private information. Model extraction assaults contain
an attacker querying an AI version to copy its capability, correctly stealing the
highbrow belongings embedded in the version. These assaults can undermine the
aggressive benefit of agencies and result in the misuse of proprietary AI technologies.

Adversarial Attacks
Generative AI models are susceptible to hostile assaults, wherein inputs are delib-
erately crafted to lie to the version of making wrong predictions or classifications.
For example, moderate perturbations in entering information, imperceptible to
humans, can purpose an AI version to misclassify photographs or texts. Adversarial
assaults may be used to pass safety measures, control AI-pushed decision-making
processes, and purpose AI structures to act unpredictably, main to safety breaches
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and operational disruptions.

Infrastructure Vulnerabilities
Infrastructures that support generative AI platforms, including cloud services and
data storage architectures, are equally susceptible. These are cyberattacks that
target infrascale data breach, unauthorized access to the right of access to AI
models, and disrupting AI services. For instance, a DDoS attack overloads AI
platform resources, leading to outages of services and crippling the capability of AI
applications. Safety for those infrastructures is a very important complement with
regard to maintaining supply and reliability in AI structures.

Mitigation Strategies
It is possible to put in place various strategies to reduce the impact of malware
and cyberattacks on generative AI systems:

• Enhanced Security Measures: AI-powered abnormal behavior detection sys-
tems can identify and act upon deviant activities that could be indicative
of cyber-attacks; this includes using machine learning algorithms in finding
patterns unlike the normal ones.

• Strong Encryption: Employ strong encryption techniques for data at rest
and data in transit so that no sensitive data is exposed during processing or
storage.

• Regular Audits and Updates: Perform periodic safety audits and patch the
vulnerabilities with updated software. Keeping AI models updated, along with
the assisting infrastructure, is the key to defense against evolving threats.

• Access Controls: Implementing strict admission to controls to restrict who can
interact with AI models and records. This consists of the use of multi-element
authentication and role-primarily based get admission to controls to reduce
the danger of unauthorized get admission.

• Adversarial Training: Incorporating antagonistic schooling strategies to en-
hance the robustness of AI models towards antagonistic attacks. By schooling
models on antagonistic examples, they can emerge as greater resilient to
manipulative inputs.

• Ethical AI Development: Making sure that the improvement made under the
use of artificial intelligence be in areas that are supported by the ethics of safety
and privacy. This includes developing models containing safety characteristics
and conducting checking out exhaustively in order to identify and manage
ability risks.
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The nature of the threat landscape is such that only continuous research and
innovation can try to stay ahead in this cat-and-mouse game of cyber threats
targeting generative AI systems. It is only through broad cooperation among all
stakeholders, whether AI developers, cybersecurity experts, or policymakers, that
comprehensive safety frameworks will emerge. Outreach, as far as safety awareness
and education among users and developers goes, can help find and control potential
risks.

Generative AI structures and software program fashions give tremendous im-
provements, yet they also create extreme risks due to malware and cyberattacks.
To respond to such risks requires a multi-dimensional approach that will consist
of superior safety measures, routine updates, moral improvement practices, and
continuous research. If we are able to proactively deal with those threats, then it
would be allowed to realize the benefits brought in by generative AI while even
protecting against the potential for its misuse.

4.2.2 Risks for Privacy
Generative AI models present the most formidable challenges for privacy because
of their capability for elaboration or emulation with great realism. The need,
therefore, is for an understanding of these risks while developing effective strategies
to protect sensitive information and preserve privacy.

Text Generation Models

Text generation models are normally designed to provide coherent and contextually
relevant text, be it in natural language processing or even chatbots. However, these
may involuntarily leak sensitive or personally identifiable information buried within
its training data. For example, a text generation model may have the tendency
to generate fragments of private conversations or proprietary information during
training on diverse and extensive data. The severity increases when the usage of
these types of models in applications increases, which demand either detailed or
context-specific content generation, leading to data disclosure not intended for
public exposition.

Possible mitigations:

• Differential Privacy: Use differential privacy methods during model training by
adding noise to the data to mask individual records and reduce any potential
disclosure of PII.

• Data filtering and anonymization: Apply data filtering and anonymization
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techniques to filter out/mask sensitive information from the training datasets
so that PII does not form part of model outputs.

• Content Monitoring and Review: This must be done in real time by exercising
constant supervision, or continuous inspection of the contents created in real
time at any one time which may pose prospects of privacy violation occur-
rences or leakage of information. Issues like the employ of automated tools
and human review to review them and solve them on time.

Image Generation Models

Image generation models, together with technologies for generating synthetic
images or editing already existing images, come with unique privacy challenges.
These models can reconstruct or infer private information from images included in
their training datasets. A model trained on medical imaging data could generate
images that leak sensitive medical information or patient data. This becomes more
serious in situations where the model generates images that might, in fact, be
realistic enough to breach a person’s privacy.

Possible mitigations:

• Data Anonymization: The training datasets shall be subject to strict data
anonymization techniques in order to eliminate identifiable features before
allowing exposure for training.

• PIA: At times when developing image generation models, consider performing
privacy impact assessments to identify threats Use any possible vulnerabilities
contained.

• Access Controls and Encryption: Provide strong controls for access and en-
cryption of data whenever images are stored or transmitted in order to guard
against unauthorized access and the breach of data.

Deepfake Technologies

Deepfakes powered by Generative AI are one of the most difficult to control
when it comes to privacy and security risks these days. These could be utilized
to make some deceiving or injurious content impersonating people or to show
plausible scenarios which may, therefore, mislead or influence viewers. Deepfakes
represent unauthorized representations of persons in compromising or misleading
circumstances that could destroy their reputation or cause them emotional stress.
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Possible mitigations:

• Deepfake Detection Technologies: Building and deploying sophisticated deep-
fake detection tools that accurately identify manipulated content and prevent
its spread. This includes the use of machine learning techniques to find
evidence of digital manipulation.

• Ethics Guidelines and Legal Frameworks: Introduce and impose ethic policies
and legal regulations regarding the use of the mentioned technologies in order
to prevent people’s rights and their dignity violation.

• User Education and Awareness: Educate users and the general population
about the potential risks and signs of deepfake content in order to raise aware-
ness and enhance the capability to critically evaluate digital media.
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Chapter 5

Risk Mitigation and Data
Protection in GenAI

This chapter describes risk mitigation and data protection in GenAI, focusing on
previous frameworks, principles, best practices, and guidelines enforcing security
and privacy in GenAI. Different methods of data protection techniques will be
reviewed, showing their applications in different industries, along with practical
demonstrations of using the techniques to protect sensitive information. The current
chapter deals with some areas of consideration that are of prime importance to
equip the readers with knowledge and necessary tools with which to develop and
deploy GenAI-related technologies responsibly.

5.1 Frameworks for security and privacy in GenAI

5.1.1 Presentation of existing frameworks
This would reduce to a minimum all those risks that could be related to the use
of these kinds of technologies regarding the security and privacy protection of the
generative AI systems. Different existing frameworks have been developed in the
context of this issue in order to provide guidelines and good practices for privacy
and security management.

The NIST Privacy Framework is one of the most internationally recognized
frameworks developed by the National Institute of Standards and Technology
(NIST). The framework aims to help organizations manage privacy risks by facilitat-
ing the design and implementation of systems to protect personal information and
promote consumer trust. The NIST Privacy Framework is one of the most interna-
tionally recognized frameworks developed by the National Institute of Standards
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and Technology (NIST). The framework is designed to help organizations manage
privacy risks by facilitating the design and implementation of systems that protect
personal information and promote consumer trust. The NIST Privacy Framework
consists of three main components: the core, the profile, and the implementation
layer.

• Base (Core): It uses various ways to reveal best practices in privacy manage-
ment, such as activities, conclusions, and technical references. This component
is divided into four main areas:

– Map: The area involves an understanding of the context of the organization
and collection, usage, and sharing of personal data. It includes mapping
of data flows and the stakeholder expectation regarding privacy.

– Governance: We identify and define the processes, rules and regulation
required for organizational privacy risk management here. This area
includes management of development of clear roles and responsibilities,
management of the organization’s privacy policies, and management of
staff training.

– Mitigate: This area is concerned with controlling to reduce privacy risks
that may occur within an organization. There are exercises in this category,
namely data minimization, data anonymization, user preference, and
technical security supplies.

– Assess: Perpetually evaluating how effective our privacy management
procedures are is a must. There are three major parts of this area: risk
analysis, compliance checking and audits of privacy practices which make
sure that such practices work correctly and keep pace with ever-changing
regulations and requirements.

• Profiles: The profiles help the organizations discovering current and future
prospects of the privacy management activities, enabling them to fit the
framework according to their particular needs. Each organization can develop
a profile, which represents the current situation of privacy management and
its long-run objective. This enables a customized, flexible method of data
protection.

• Implementation Tiers: These Implementation Tiers will let the rating scale
describe both the sophistication and rigor of the privacy management practices
embedded in organizational processes. The tiers range from the lowest, indicat-
ing merely an initial or informal approach to privacy management, through to
the highest, representing comprehensive and advanced integration of privacy
across all business functions. This would help an organization understand its
position concerning maturity and identify what areas need attention.
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These four key areas are at the core of the NIST Privacy Framework, providing
overall guidance to give organizations a structured way to respond to emerging
challenges within an environment of developing regulatory and technological com-
plexity. Besides improving regulatory compliance related to the protection of
personal information, the implementation of this framework described in this pa-
per would help an organization build a privacy culture supportive of consumer trust.

Also relevant is ISO/IEC 27701 which takes the ISO/IEC 27001 norm for info
protection framework and incorporates particular privacy administration criteria.
Such guidelines explain how to protect data concerning individuals as well as offer a
methodical way of putting in place, upholding and enhancing personal information
management systems (PIMS). An all-encompassing basis exists in ISO/IEC 27701
when it comes to handling issues relating to both the security of information as well
as its privacy; this is vital for firms that wish to be at par with the set regulatory
structure with the likes of GDPR.

Another important building block of the data protection framework is the General
Data Protection Regulation (GDPR) of the European Union. Not being,
strictly speaking, a framework, it nonetheless lays down strict standards for the
processing of personal information and burdens organizations that deal with such
information with heavy responsibilities. The GDPR provisions make it relate
to the collection, processing, storage, and destruction of personal information
with principles of transparency, equity, Accountability, amongst many others.
The GDPR is considered a gold standard that protects personal data around the
world, while many international organizations are working hard for its requirements.

The European Commission’s proposal for the regulation of artificial intelligence
(AI Act) represents an important attempt to create a harmonized legal framework
for the use of artificial intelligence in the European Union. The I.A. Law classifies
the I.A. systems into classes of risk and then prescribes the requirements each
category shall fulfill. High-risk AI systems must comply with strict requirements
in respect to data management, transparency, robustness, and accuracy. Thus, the
regulation so far is intended to ensure that artificial intelligence will be developed
and applied safely, taking individual fundamental rights duly into consideration.
Under the AI Act, it establishes the burden of conducting a fundamental rights
impact assessment and, likewise, registration in a public database of high-risk AI
systems.

Furthermore, NIST’s Framework for Improving Critical Infrastructure
Cyber Security is another key tool, yet much more general than those specifically
aimed at AI: the framework provides consistent methods to enhance resiliency
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and security related to cyber threats for critical infrastructures; it then includess
instructions regarding risk management, protection of sensitive information, and
incident response, which relate to protecting AI systems.

IEEE Guidelines: The Institute of Electrical and Electronic Engineers has
formulated guidelines in order to ensure that artificial intelligence development and
deployment are aligned with concerns about fairness, transparency, and account-
ability. IEEE guidelines, among others, on "Ethical Aligned Design" articulate
recommendations for designing and implementing AI systems in a manner that up-
holds human rights and promotes social good. These principles are very important
in ensuring that the ethical growth of GenAI is well directed technologies through
the development of algorithms that are nondiscriminatory and fair.

National and sectoral legislation: Many international locations are grow-
ing specific rules for AI on the country-wide level. For example, in the United
States, the Executive Order for the Promotion of the Use of Trustworthy Artificial
Intelligence inside the Federal Government establishes standards for the moral use
of AI inside the public sector. In Canada, the Privacy and Electronic Documents
Act (PIPEDA) establishes necessities for the safety of private data within the
context of rising technologies.

At the company level, many industries have evolved recommendations and stan-
dards for privacy and protection to control the usage of AI. As perhaps the most
obvious example, the Health Insurance Portability and Accountability Act
(HIPAA) lays out special requirements for the security of fitness data relevant to
the use of synthetic intelligence in fitness care. Similarly, the Payment Card
Industry Data Security Standard (PCI DSS) prescribes requirements for the
security of payment card data, something that to the use of artificial intelligence in
financial services.

In essence, therefore, there is a myriad of frameworks and regulations that guide
the management of privacy and security in GenAI systems. Such a process may
help organisations reduce risks that could occur through the use of GenAI while
assuring that all prevailing rules are adhered to, with a chance for consumer trust.

5.1.2 Principles and best practices for risk mitigation
Key ingredients in the mitigation of AI risks will involve an articulated strategy
for AI security, from design through and beyond deployment into the maintenance
phase. This will also involve data securing and defining governance models stipulat-
ing responsibilities for operating AI systems and ensuring regulations are complied
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with. It is high time for organizations to commence with the implementation of AI
risk management in their security mechanisms, ensuring that the infrastructure is
prepared to meet such a challenge. The various risks from the use of GenAI will
be reduced by implementing a full suite of best practices that ensure data security,
privacy, and ethical management. Such practices revolve around big principles,
let’s explore some of them.

Data Minimization and transparency

Data minimization is critical in helping to reduce the incidence of a breach through
the collection and subsequent processing of just the needed data. Smaller volumes
of data being handled imply reduced risks of a monumental data compromise,
which is extremely problematic in case the sensitive or PII data are concerned, to
a bare minimum. On the other hand, transparency is about the conveyance to
the users regarding how information collected about them will be useful; that way,
they understand the full details of how AI works on data processing. The level
of transparency will create trust and therefore encourage users to give informed
consent in order to comply with ethical obligations.

Data Protection

Data protection shall be based on adaptive character AI security strategies, which
in turn are to develop in time, hand in hand with emerging technological advances
and newly emerging threats. Therefore, the process of identification and screen-
ing of enabling technologies has to be particularly careful with those very tools,
libraries, and frameworks which are so important in developing and deploying AI.
Open-source tools have grown, with a few exceptions, in developing AI systems.
However, these have attendant risks. Every one of the various tools would need to
be meticulously validated for vulnerabilities leading to the exposure of AI systems
to specific attacks regarding poisoned data, adversarial manipulations, or model
inversion. Besides that, an organization needs to update and patch these technolo-
gies constantly in order for them to stay safe in the long run. The review should
also be extended to a risk assessment of the supply chain to ensure the security
loop is not given away by dependencies on third-party software.

Authentication

Once the enabling technologies have been screened, the focus will fall on ap-
plication and infrastructural security. Most AI systems operate in highly complex
ecological environments, where weaknesses in the infrastructure could compromise
their integrity. In effect, effective security measures will be required in protecting
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the AI systems themselves, including MFA, encryption of data, and RBAC. MFA
makes access to sensitive AI systems tightly controlled, with users being required
to prove their identity with more than one form of identification. This cuts down
the risk of unauthorized access in case of compromised passwords or credentials.
Encryption means data, whether in transit or at rest, is unreadable without the cor-
rect encryption key; hence, it remains safe in case of interception or theft. In return,
RBAC restricts data access based on the roles of persons in an organization to en-
sure that only authorized personnel can interact with sensitive AI systems and data.

Continuous Monitoring

Moreover, besides infrastructure protection, organizations need to actually monitor
AI-specific threats that differ from traditional cybersecurity challenges. For in-
stance, there are types of attacks which aim at AI systems only, and such an attack
is called adversarial input, where bad players can change how the AI output looks
by making slight adjustments to the input data. The other big threat is data poison-
ing, where training datasets get corrupted to make bad predictions and behaviors
associated with artificial intelligence. Additionally, model inversion helps attackers
gain sensitive information from models of AI using reverse engineering techniques.
The system should always be monitored continuously; any strange patterns and
unusual movements, which are outside of the normal trend for patterns within
their confines, will help to mitigate these unique risks involved with artificial intelli-
gence. It would also include the deployment of AI-based tools, capable of detecting
abnormalities in machine learning systems so as to offer proactive vulnerability as-
sessments that help identify potential weaknesses before they are actually exploited.

Vulnerability Management

The other important focal area of AI security would relate to the institution-
alization of policies related to the management of vulnerabilities. This would be in
respect of periodic risk assessments and scanning for vulnerabilities that may seek to
exploit system weaknesses. This is where an organization may ensure vulnerabilities
through the maintenance of a proactive approach towards the detection of threats.
These are vulnerabilities that, when identified and fixed, can be exploited before
they are taken advantage of. Besides that, incident response that is swift could
be quite important in mitigating security breaches as fast as possible. Periodic
patching and updating of AI systems and its related infrastructure ensure known
vulnerabilities are addressed fast.

Audits
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Other best practices include independent audits, periodic on-site reviews, and/or
remote monitoring that ensure security measures remain effective and are kept
current with relevant regulations and industry standards. The audits look for
gaps or areas of improvement that need attention in the data security policies,
practices, and technologies of an organization. Audits also nurture accountability
and continuous improvement in compliance with regulatory frameworks, such as
GDPR, HIPAA, or AI-specific guidelines.

Ethics

Of equal importance is ethics in AI management. Ethics in AI entail making
certain that fairness, transparency, and accountability form part of the designing
process for AI models. Such AI systems have to be deployed with guidelines on
ethics that shall protect the systems against bias, discrimination, and opaque
decision-making. The adoption of guidelines such as the IEEE’s ethical standards,
for example, helps organizations incorporate considerations of fairness and human-
centric values throughout the AI lifecycle. That includes making algorithms fair
and transparent in AI, giving explanations for their decisions. A commitment to
ethics in AI reaps trust and fosters responsibility in the use of systems.

Different approaches are made to the risks of GenAI: data reduction, security
measures, openness, and risk management. Every organization should have an
extensive AI security strategy that foresees, at all times, how technologies enable
its solidity and protection, both at the infrastructural and data level, forming the
heart of AI systems. In this respect, continuous monitoring and management of
vulnerabilities, with adherence to ethicality, will assist the organization in drasti-
cally reducing dangers associated with AI while developing systems that are better
secured, credible, and in tandem with social ethics.
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5.2 Data protection techniques

5.2.1 Anonymization and pseudonymization

The most important tools within this area of personal data protection, particularly
within the structures of information managed by GenAI systems, are techniques
such as anonymization and pseudonymization. These are designed to guarantee
the protection of personal data against unauthorized persons and reduce the risk
of reidentification of personal data.

Anonymization could be understood as a procedure of personal data transformation
that makes direct or indirect identification impossible, even with the support of ad-
ditional information. This is all the more important in applications of GenAI, since
they do train models based on huge datasets. The anonymization of training data
in GenAI will ensure sensitive information does not exist within the learned and,
consequently, generated data models. The most common anonymization techniques
used generally by GenAI are generalization, suppression, and perturbation. In
generalization, the specific values will be replaced with less precise values, reducing
the risk of direct identification. Conversion of specific birth dates to the year of
birth is an example. In suppression, some information is deleted completely from
the dataset, and in perturbation, noise is added to mask the actual value of the
data, maintaining the statistical integrity of the data, while protecting individual
information. The real application of anonymization to GenAI will involve training
health data NLP models. This includes identification, removal, or transformation
of information such as this before using it to train the models. This has the effect
that the model will learn from the data but at the same time will not compromise
patients’ privacy.

Pseudonymization, on the other hand, replaces direct identifiers in data with
pseudonyms; thus, only additional information maintained separately can decrypt
it. In the case of GenAI, pseudonymization allows users to make use of data sets
that contain sensitive data without revealing directly identifiable information. This
allows GenAI models to use realistic data for training and generation while retain-
ing a degree of privacy protection. The pseudonymization technique involves the
substitution of identifications by either codes or pseudonyms, and also tokenization.
It replaces an identifier with any code; identification cannot, therefore, be carried
out directly without access to decryption data. Tokenization, on the other hand,
uses tokens instead of the original data, which can be transformed to management
systems. These techniques can be employed in GenAI to ensure integrity and utility
in data while the training and generation provide appropriate and realistic analysis
without divulging privacy.
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One application of the pseudonymization technique in genAI is when monetary
statistics are utilized to train credit vulnerability forecasting systems. The account
identification numerals are replaced, and other features for recognizing persons
with their own distinctive signs, so that it can learn independently of private buyer
data.

Both bring their advantages and disadvantages into GenAI. Anonymization provides
robust protection against re-identification but reduces significantly in quality and
utility. Pseudonymization keeps higher data details and usefulness intact, although
it creates a residual risk of re-identification when decoding information becomes
compromised. It thus remains that anonymity or pseudonymization can be chosen
based on the particular demands of the application context and the level of privacy
protection. One of the main challenges in implementing such practices in GenAI is
how best to balance the protection of privacy with the need for high-quality data
to use in training models. For example, if the data becomes overly anonymous,
there is a likelihood that such information will not be that representative; hence,
failure of a machine learning application in coming up with new samples of data.
On the other hand, if pseudonymization is not complete, then this information may
become exposed to re-identification.

The other challenge is that the tactics of attack are constantly changing, making
it hard for anonymity and pseudonymity to take complete effect. Another con-
stant risk occurs in a linkage attack in which anonymous datasets are integrated
into other datasets so that previously unidentified individuals could be identified.
There, therefore, needs to be a provision of the advanced measure of security while
updating methods of data protection from time to time.

5.2.2 Data tokenization and its advantages
One of the main techniques is tokenization, where one has to identify that part of
the dataset which actually needs protection. These in GenAI would include personal
information such as names and addresses but can also include more complex data
like financial information or health records. This phase is of prime importance in
preventing the further manipulation of sensitive material.

Tokenization differs from encryption in that it does not use mathematical al-
gorithms to transform data; instead, it replaces data with tokens that are not
exploitable outside the tokenization system. This process ensures that sensitive
information, such as personal identifiers, financial data, or medical records, is not
disclosed during the processing and analysis phases. The tokenization process in
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GenAI involves several important steps to ensure the protection and integrity of
sensitive data and to allow the use and analysis of these data for the training of AI
models.

• Identification of sensitive data: Tokenization’s first step is often often to
identify which elements of a given data set are most vulnerable. These can
include name and address data in GenAI or can include other kinds of data
such as financial data of a person or a health history of a patient etc. It is
important during this stage to keep on protecting against farther manipulation
of any sensitive material.

• Token replacement: When sensitive data is identified, it is replaced by tokens.
A token is a non-sensitive value that is randomly generated or generated
after a specific algorithm that does not have an external meaning without a
tokenization system. For example, a social security number can be replaced
by a random string like "Token12345". The token is designed not to contain
discernible information about original data and ensures that even if the token
is intercepted, it cannot be used to reconstruct sensitive original information.

• The storage of tokens and original data: Tokens are stored in a secure to-
kenization database, as well as a mapping system that connects tokens to
original data. The original sensitive data, tokenized, is stored in a highly
secure encrypted environment. This mapping system is essential to ensure
that data can be obtained if necessary, but is strictly protected to prevent
unauthorized access.

• Use of tokens in GenAI models: This is important because in GenAI models
one has to work with tokens instead of going back to actual data. While doing
this, the models can get to be trained on data and at the same time avoid
leaking of data that is sensitive. For instance, when a language model for
the purpose of training it using the customer feedback data where personal
information of the customers is incorporated it can be ensured that the actual
personal information is replaced with tokens and the tokens are then passed
through the model. It is a way of preserving customer data and at the same
time let the model analyze such data in order to provide for the output that
it desires to provide.

• Token Management during analysis: During analysis, tokens are used as
inputs for the GenAI model. Since tokens maintain the format and structure
of original data (but not content), models can perform functions without
compromising security. Model results, such as predictions or creative results,
do not contain sensitive data, which further reduces exposure risks.
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• Token Decoding: If reconciliation or detailed analysis is required, the token
can be decoded using a secure mapping system. This decoding process is
strictly controlled and accessible only to authorized staff. Decoding allows
model results to be linked to original data when needed for evaluation or audit
purposes while ensuring that sensitive information remains protected during
normal modeling operations.

Advantages of Data Tokenization in GenAI
GenAI’s use of data tokenization has several important advantages:

• Improved security: By replacing sensitive data with meaningless tokens,
tokenization greatly reduces the risk of data breaches. Even if the tokens are
intercepted, they cannot be used to access the original sensitive information.
This is particularly important in GenAI contexts where a large amount of
data is processed and analyzed.

• Simplified Compliance: Tokenization supports companies to adhere to very
strict data security laws or rules, like for example GDPR and PCI DSS, by
shrinking the amount of confidential information in use as well as those kept.
Therefore, compliance management becomes less complicated and minimizes
possibility of being sanctioned for breaching rules. For instance, hospitals
may utilize tokenization to guard patients’ details so that even in case there
is an intrusion or data withdrawal albeit without permission, then precise
individual health information remains safe.

• Data utility preservation: Unlike encryption, which actually modifies data
in such a way as to impede use, tokenization leaves data structure intact,
thereby enabling data to be integrated and analyzed as tokenized pieces of
information into the GenAI systems. In such cases, data value and functionality
may be retained with full assurance of data privacy. An example could be
where tokenized data is used for model training or insight gathering without
compromising on data security.

• Interoperability and scaleability: It could also be possible to make tokens retain
some data features, like format or length, for the data they are standing for and
allow them to integrate with other systems and platforms. This makes it really
helpful in complex IT environments where data is supposed to flow across a
number of systems and stakeholders. Tokenization in GenAI lets its users safely
share and deploy datasets across different points in modeling development,
from pre-processing and data training to validation and deployment.

• Data Minimization: Tokenization supports the principle of data minimization,
which is an important concept of modern data protection frameworks. By using
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tokens, organizations can ensure that only a minimum amount of sensitive
information is disclosed or processed at any time. This reduces the potential
attack surface and reduces the risk associated with handling large quantities
of sensitive data. Even if some of the systems are damaged, the damage is
limited and most sensitive data remains protected.

Tokenization of data thus provides a great and versatile solution for sensitive
information security in GenAI applications. We replace sensitive data with non-
sensitive tokens to reduce the risk of a data breach, ease regulatory compliance, and
assure data availability and operational efficiency. Preserving the data format and
improving interoperability between different platforms is what counts here. The
future development and integration of GenAI into diversified fields would include
tokenization. The full potential use of AI technologies would depend on this process
to guarantee data privacy and security. Tokenization solves current and future
problems regarding data protection by developing a scalable and forward-looking
approach toward making sensitive information safe in a data-driven world.

5.2.3 Encryption and differential privacy
Two major approaches for data safety in the area of Generative Artificial Intelligence
are encryption and differential privacy. While enabling AI’s strong data analytics
and insight generation capabilities, these methods are necessary to keep sensitive
information secure.

Encryption in GenAI
A very widely used form of data protection consists of encryption-the translation
of readable data, or plaintext, into an unreadable version, or ciphertext, via an
encryption key and an algorithm. The only way back from ciphertext to plaintext is
if someone has the proper decryption key. In this regard, encryption is the linchpin
for securing data in both motion and at rest with GenAI. For example, datasets
with sensitive information can be encrypted to deny access when retained for AI
model training. Similarly, encryption ensures information cannot be intercepted
and read by bad actors in transit between collaborators or between components of
an AI system.

Key benefits of encryption in GenAI: Encryption provides a very high level of
security; unauthorized access to sensitive data becomes highly impossible. Par-
ticularly, this is important for finance and healthcare, where even small breaches
can have serious consequences. Encryption of training datasets will make sure
that organizations face little risk in cases of theft because such data will remain
unusable without the decryption key. Apart from that, encryption can allow teams
working on AI projects to collaborate securely by sharing encrypted data, with
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assurances that the information will be kept private across the board.

In the case of GenAI, encryption does, however, also create certain difficulties. In
order for AI models to be taught efficiently, it is frequently necessary for them to
analyze data in a decrypted format, which during the training process may reveal
sensitive information. Strong access restrictions and monitoring are therefore re-
quired to guarantee that the data can only be decrypted and accessed by authorized
entities. Furthermore, AI systems’ effectiveness and performance may be impacted
by the computational burden of encryption and decryption procedures, especially
when handling big datasets.

Differential Privacy in GenAI
A mathematical paradigm called differential privacy seeks to protect individual
privacy inside a dataset while enabling meaningful analysis of the data. In order to
mask the contribution of any particular data point, it works by adding controlled
random noise to the data or the results of data queries. This preserves individual
privacy by making sure that the inclusion or exclusion of any person’s data from
the dataset does not materially alter the analysis as a whole.

Differential privacy provides a potent method for safeguarding private data in the
context of GenAI, while also allowing AI models to be trained on massive volumes
of data. Differential privacy can be used, for instance, while training a language
model on user-generated content to make sure the model doesn’t memorize and
unintentionally divulge any specific user’s data. In order to ensure that the model’s
parameters are influenced by aggregate data patterns rather than individual con-
tributions, noise is added to the gradients or updates throughout the training phase.

In particular, the kind of differential privacy that is proffered by GenAI has
a number of benefits including data sharing and data analysis across organizations
without necessarily infringing on the privacy rights of individuals. This is especially
true in group AI projects where people need to work with and expand the group
knowledge database. Thus, it guarantees that the data is protected during its
processing and training of any models by observing anonymity consistently.

Differential privacy also contributes to compliance with data protection legis-
lation, such as GDPR, which puts very tight limits on the use and flow of personal
information. Through the use of differentiated privacy, an organization reduces the
risk of regulatory fines while creating public trust in its choice to protect user data
and provide very strong privacy guarantees.
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Differential privacy in GenAI, however, is not without its difficulties. The ac-
curacy of AI models may be lowered by adding noise to protect privacy, since this
extra noise may mask important data trends. A key component of successfully
implementing differential privacy is striking a balance between privacy and utility.
Furthermore, in order to guarantee privacy without materially affecting AI system
performance, the intricacy of differential privacy algorithms necessitates their care-
ful implementation and expertise.

Combining Encryption and Differential Privacy
While differential privacy and encryption each have special advantages for pro-
tecting data in GenAI applications, combining these strategies can result in even
greater security and privacy assurances. Sensitive data may be securely exchanged
and kept thanks to encryption, which helps guard data both in transit and at rest.
Differential privacy can be used in training and analysis procedures after the data
has been decrypted for processing to prevent the exposure of specific data points.

Sensitive data can be robustly protected using this integrated strategy for the
duration of AI development and deployment. For instance, patient data can be
protected during storage and transmission across institutions in a healthcare AI
project. Differential privacy can guarantee that a predictive model is trained with
data from aggregate trends without compromising individual patient privacy.

5.2.4 Privacy-preserving techniques for GenAI
Data protection measures and privacy are essential due to the continual stigma that
follows generative artificial intelligence (genai) though this is mostly propagated by
insecurities faked about its workability. In order to reduce such fears, it uses some
techniques where confidentiality is enhanced during the generation of data based on
real life examples and yet also maintains control over them (this becomes important,
especially with regards to sensitive personal information) though most of them
seem similar because they hinge on protecting individuals’ rights. Generally, there
are three main relevant strategies specifically useful for GenAI:

• Homomorphic Encryption
Computations on encrypted data can be completed without first requiring its de-
cryption thanks to homomorphic encryption. This implies that private information
can stay encrypted from the time it is first stored until it is finally generated as
output. Homomorphic encryption can be utilized in the GenAI setting to secure the
underlying data while training models and producing outputs. To maintain patient
privacy and obtain meaningful insights from the data, a healthcare practitioner
could, for example, utilize homomorphic encryption to train an AI model on patient
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data without ever disclosing real patient information.

• Secure Multi-Party Computation (SMPC)
With the use of a cryptographic protocol called Secure Multi-Party Computation
(SMPC), several parties can work together to jointly compute a function over
their inputs while maintaining the privacy of those inputs. SMPC can help with
cooperative model training and data sharing in GenAI without disclosing private
information to any of the participants. For instance, without actually exchanging
raw data, many businesses can work together to train a GenAI model on their
combined datasets. The data of each party is kept private, and only the finished
model is disclosed.

• Federated Learning
Federated learning is the method of training the AI models without aggregating
the data in the central database but the updates of the models are shared a central
server. In the case of GenAI, federated learning allows the training of models
on decentralized disparate datasets located in different sites without generating
a central store of data. Through this method, the risks of data leak are minimal,
and other personal information, such as address and phone number, is stored on
local hardware. Mobile applications for instance, can use a federated learning
configuration to train a GenAI model on user behaviour data harvested from
millions of devices without compromising particular user data.

• Privacy-Aware Synthetic Data Generation
The process of producing artificial data that closely resembles real data’s statistical
characteristics without actually including any personal information is known as
synthetic data production. By using privacy-preserving procedures, privacy-aware
synthetic data generation makes sure that the generated data does not reveal
personally identifiable information. When real data is too sensitive or hard to come
by, GenAI models can be trained using synthetic data. To train a fraud detection
model, for example, a business could create fake customer transaction data. This
way, useful training data is provided without exposing actual customer information.

• Tokenization/Anonymization
Tokenization and anonymization are essential methods employed for preserving
confidentiality in GenAI models. Tokenization entails substituting sensitive infor-
mation with tokens (which are symbolic values) that possess no inherent meaning
and thus cannot be traced back to the original data without a de-tokenization key.
On the other hand, anonymization removes or alters identifiable data so that it
is not associated with particular individuals. In this way, through tokenization,
GenAI platforms minimize the likelihood of exposing personal information during
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processing whilst through anonymization, no processing or sharing of data can
affect user privacy. These techniques are very significant in training models based
on databases that include private and confidential details thus enabling usage of
AI without compromising security as well as privacy of stored data.

The best privacy-preserving tactics for GenAI use multiple methods to manage
the many different data concerns for privacy and security. A company might use
homomorphic encryption to protect in-transit data, differential privacy to protect
sensitive information in training data, and federated learning to train a model
across several otherwise separated data stores. This multilayered approach at
implementation allows organizations to exploit the improved capabilities of GenAI
while ensuring that data protection and privacy are maximized.
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5.3 Applications and use cases for data protection
in GenAI

• Medical Care

Generative AI may bring a set of positive transformations into the healthcare
sector, including quality care, protection of sensitive data, and the creation of
synthetic data that retains statistical properties of real data without revealing
private information. This opens up research into and the development of new
therapies while protecting individual privacy.

Most importantly, GenAI will analyze vast swathes of clinical data, which, in
turn, would enable doctors to seek out patterns that may predict clinical outcomes.
Diagnosis could therefore be more valid, and personalized treatment improved.
AI-driven intelligent chatbots will also answer simple questions from patients or
monitor symptoms, freeing up resources to lighten the workload of medical person-
nel and extending access to care. The technology would, in such a way, optimize
operations in healthcare while protecting patient data and keeping them safe and
compliant with HIPAA-like regulation.

• Anonymization: However, before patient data is fed to GenAI models, the data
can always be anonymised. For instance, while dealing with the PII a hospital
can deidentify patients records to use the data for training a machine learning
model to predict disease break outs or developing personalized treatment plans
for patients.

• Differential privacy can be used to introduce noise to a dataset during model
training on aggregated patient data, protecting patient privacy while enabling
the model to identify important trends.

• Federated learning is capable of realizing this to enable institutions to train a
model on patient data collaboratively while not really sharing the actual data.
Each institution trains its model on-site, sends only updates on the model it
is developing and makes sure that patients’ records never leave its territory at
any point in time.

• Finance

The AI-based generative technology has great potential to influence the finan-
cial industry’s operations in areas such as operational efficiency, security and
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decision-making processes. Fraud detection is one such application in which the
GenAI model analyses transaction data and discovers unusual patterns and anoma-
lies to prevent financial crimes related to money laundering and identity theft.

GenAI generated synthetic financial data could be used for risk modelling and stress
testing: this could enable institutions to study market scenarios without releasing
sensitive information about their customers. GenAI’s automated assistants enrich
the customer’s service by handling less demanding general queries and providing
personalized financial advice according to the customer’s information. It improved
security protocols with GenAI, rationalized services, and met high requirements
such as GDPR and money laundering rules.

• Banks can handle encrypted transaction data using homomorphic encryption,
which enables GenAI models to identify fraudulent activity without ever
having to decrypt the sensitive data.

• Financial institutions can work together to jointly analyze transaction data
for fraud detection by using Secure Multi-Party Computation (SMPC). To
train a fraud detection algorithm, many banks can pool their data without
disclosing specific transaction details.

• Before being utilized in GenAI models, credit card numbers and other private
financial information can be tokenized. In doing so, the actual financial infor-
mation is protected and transaction trends can be analyzed.

• Education

Generative AI can transform education by a mix of improved personalized learning,
efficiency in administrative tasks, and better access to educational material. For
example, GenAI would help in formulating customized training material drawn
from the particular progress that a student has made with regard to a certain
area, in order to enable more personalized training. It is also able to generate syn-
thetic data for educational research to allow institutions to experiment in teaching
methodologies without losing the privacy of real student data.

In addition, AI-powered virtual tutors and chatbots extend student support through
answering questions and feedback on assignments, even to the extent of counseling,
beyond what is possible in class. Other administrative areas where the operation
could be optimized with the use of GenAI include the admission process and re-
source management. This will contribute toward a better environment for learning
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within the educational ecosystem, with attention to data security and privacy
regarding students, in view of federal laws such as FERPA.

• Since data sharing in an educational context might be keep, federated learning
can be used to develop specific exercises of learning. This will be trained on
student data that will be stored within the device for student data privacy.

• Data Anonymization: Before GenAI models are trained to analyze academic
performance and forecast student progress, student data can be made anony-
mous. This safeguards the unique identities of the students.

• Differential privacy can be used to preserve individual students’ privacy while
yet permitting the extraction of valuable insights from the analysis of aggre-
gated student data.

• Government

Generative AI can improve the effectiveness of government activities, public services
and data security. For example, it helps to analyze large-scale data emitted from
different departments to optimize decision-making, predict trends and allocate
resources more effectively. On cybersecurity issues, the technology helps identify
and prevent cyber threats by demonstrating abnormal patterns across government
networks and systems. It can also be used to generate synthetic data in policy
testing and simulation, so that governments can understand how new policies can
affect citizens without divulging sensitive information.

Public services such as AI-based chatbots can provide personalized information in
the answer to frequently asked questions, handle requests, and enable communica-
tions and interactions between citizens. It enables the Government to work in order
to improve operational efficiency and transparency in the areas of data security for
citizens and data protection in accordance with data protection legislation.

• Secure Multi-Party Computation (SMPC): Without disclosing specific data
points, government organizations can work together to evaluate citizen data
for policy-making. This method permits thorough analysis while maintaining
data privacy.

• Homomorphic Encryption: While GenAI models process and evaluate data
for better public service, encryption of the citizen’s data will keep all sensitive
information private.
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• Tokenization: ecords that exist in the public domain can be tokenized so that
the real identity of the citizens is not disclosed, but at the same time, all social
and demographic data about them can easily be analyzed.

• Telecommunications

Generative AI can really drive the wheel for the telecommunications sector in
terms of better optimization of networks, customer experiences, and security. Ana-
lytics in such cases of large volumes of network traffic may find possible applications
where the aim is to foresee patterns of its use in the future for resource allocation
and reducing congestion in the network. It could also be used for building predictive
maintenance systems that will go all the way to optimize network performance by
anticipating equipment failure.

Chatbots and virtual assistants created with the help of artificial intelligence
can take simple queries, solve simplest problems, and provide clients with appropri-
ate options on how to solve the issue that will increase customer satisfaction. The
system will simplify fraud because it shall be able to display signs of a security
breach if an application recognizes anomalies in call or data usage. By integrating
and automating those processes with the help of GenAI, these telecommunica-
tion companies may effectively enhance their multichannel operations, provide
their customers with more engaging experiences and improve network security
simultaneously, adhering to the rules of data protection for businesses.

• Advanced Security Systems: Monitor every packet of network traffic with
advanced, AI-based anomaly detection tools and discover predefined threats
or fraud. It deals with machine learning models to understand the pattern of
data in order to provide correct suspicious signals, enhancement of Response,
and Prevention from cyberattacks.

• Data Encryption: The need for sophisticated techniques in the encryption
of data in such a way that customers’ information and communication over
the network is safe. It should be actualized through the practice of end-to-
end techniques with the use of secure protocols in order not to compromise
information in any form or fashion.

• Baseline Staff Training and Awareness: Regular training in cybersecurity best
practices, including the responsible use of GenAI, shall be provided for all
employees. This shall include training to recognize and act upon incidents as
they may arise but shall introduce policy and procedures to ensure that any
use of GenAI in contravention of regulations or security standards is avoided.
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• Industrial Systems

It amply improves operational optimization of many industrial systems-from predic-
tive maintenance to further advances in manufacturing. Predictive maintenance by
GenAI would analyze data regarding the performance of machines and equipment
to forecast impending failures before their occurrence to cut down downtime and
reduce maintenance costs. The synthetically generated training data improves
the accuracy of the predictive algorithms without releasing sensitive operation data.

Also, with manufacturing, GenAI will be in a position to optimize production
scheduling, simulate various production scenarios, and come up with new compo-
nent and product designs. This further means it is going to promote efficiency
through innovation in the search for new design possibilities and optimization of
resource use. Integration of GenAI into industrial systems will ensure enhanced
operational efficiency, reduced disruptions, innovation, and security with integrity
for industrial data.

• Data security: Implement security requirements at least in the form of data
encryption followed by access control to sensitive operational data relevant to
the GenAI systems.

• Model Audits and Validation: Carry out periodic audits and perform val-
idation with respect to the accuracy and reliability of the GenAI models.
Continuous reviewing and testing with regards to real-world scenarios provide
ample opportunity for identifying problems or biases that may affect their
performances.

• Fail-Safe Integration: Designing and integrating failsafe mechanisms with
redundancy systems reduce the risks associated with model failure or inaccu-
racy. What this really means is coming up with backup systems that could be
automatically applied in case of any anomaly alert for continuity at unexpected
events.
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Chapter 6

Data Anonymization
Experimental Study for
GenAI

This chapter undertakes an in-depth review of the processes and tools related to
data anonymization regarding Generative AI systems. It all starts with a statement
of the main goals and objectives of the project, in particular, the aim of reviewing
different tools and what one could expect to utilize at the end. The methodology
followed for this research is subsequently elaborated on, showing the step-by-step
process toward the realization of the objectives of the project.

After that, it performs an in-depth review of the anonymization tools available. A
comparison of those tools against the selection criteria defined is done to identify
the most appropriate ones and discuss the reasons for their selection. It then
applies the selected tool in a well-defined target scenario to ensure clarity and
reproducibility of the experiments. This section represents the experimentation
step, which follows with the application of the selected instruments in a reference
framework.

This section underlines the validation of results, focusing essentially on metrics
that measure performance for LLM models under changing scenarios. These ex-
perimental results are deeply studied to measure efficiency related to anonymization.

It concludes with the drawbacks and challenges found during the research. The
chapter deals with final considerations on the findings and discusses some future
developments. Such future directions will help in further refinement of the current
methods and exploration of new ways in anonymization for GenAI, leading to safer
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and more efficient practice of data processing in advanced AI systems.

6.1 Project description
6.1.1 Objectives and goals of the project
This study will, therefore, follow the trend of a critical study and comparative
analysis of some free, open-source methods of anonymization in LLMs. Basically,
the model of the study is to point out and choose the fittest tools that will be used
with the main purpose of enhancing the performance in its activities of anonymiza-
tion in LLM.
To that effect, we are going to use certain metrics that would be used in the assess-
ment of those methods. Code flexibility in terms of how easily the programming of
the tool could be adapted or extended; Community support, to enable an assessment
of how ’user-friendly’ the tool is; Integration to other security tools, to analyze
compatibility issues between them and other computer security systems-like, for
instance, Generative AI support or GenAI, which assesses compatibility issues
between the tool and advanced generative AI applications; lastly, being developed
by institutions or authority sources, it would grant the possibility to assess the
expertise of the programmer and the general reliability of the project developer.

Once these metrics have been established, the project will focus on justifying
the tool selection by detailed comparison to ensure that the selection is based
on concrete data and objective considerations. Then the target scenario for the
experiment is defined, which includes the description of the anonymization and
how to anonymize the experiment architecture. This step is crucial to establish a
clear and specific context for experiments and to reproduce and verify the results.

The next step in the project is the testing phase whereby the findings will be
validated. At this point, we will use the LangChain framework to conduct tests to
get some performance data. These tests aim to differentiate between anonymiza-
tion situations as well as others without so that LLMs can get the input right.
Some relevant metrics like ROUGE/BLEU that are typical for measuring linguistic
models’ success would help too.

The results of the test will also be analyzed by comparing anonymizing with
non-anonymizing as well as different types of inputs, especially Personally Identifi-
able Information (PII). This comparison is necessary to know the impact of various
anonymization techniques on the processing of the inputs in the model.

Finally, the project’s conclusions will be based on the obtained results, and provide
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a detailed overview of the effectiveness of the analyzed anonymization tool. Future
developments will also propose further research fields or possible improvements.
The project helps to understand LLM anonymization better and provides practical
guidance for more effective and safe anonymization processes.

6.1.2 Methodology and approach adopted
This project will methodically assess and choose a single tool for anonymization
to be used for large-scale LLMs, as well as evaluate its performance in diverse
situations including varied input types and Personal Identifiable Information (PIIs).
The process starts with an extensive literature review and preliminary studies that
focus on what is available today in the fields of anonymization methods and tools.
Academic articles, industry publications, and technical reports are among those
consulted to find out which open-source anonymizers rank highest.

Specific selection criteria will be defined and used after this initial research. The
criteria include modification of code, recognition of the community, integration
potential, support of Generative AI, and credibility of tool developers. Each of these
tools will be matched against this selection criterion and compare the strengths
and weaknesses. The tool having the highest balance in terms of strengths over
weaknesses will be selected for further analysis.

Once one chooses an anonymization tool, it’s time to define an experimental
scenario that will serve as the basis to test this tool’s performance. This would
include specifying the data types to be anonymized and designing the architecture
of the experiment itself with a variety of PII and other input types. Anonymization
shall be realized with the LangChain framework or similar tool, while performance
metrics shall include accuracy of anonymization, processing speed, and impact on
LLM understanding.

Evaluation metrics will be ROUGE/BLEU scores on anonymization quality, LLM-
based assessments concerning the understanding of the model for anonymized
versus non-anonymized input, and human assessments to provide qualitative in-
sights about the effectiveness of the tool. Such results will be analyzed comparative
of the different performances of the anonymization tool in several scenarios, empha-
sizing how it will be able to handle various kinds of inputs and different types of PIIs.

In addition to assessing how effective the chosen anonymization tool is, the last
stage will conclude with some suggestions on what could be done to improve or
modify it. Moreover, it will address future research avenues and real-world applica-
bility based on research results. A more organized process of selecting a system
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for anonymization guarantees that sufficient information about its functioning in
certain settings is acquired.
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6.2 Study and analysis of the various tools for
Anonymization on LLM

6.2.1 Comparison and tool selection drivers
When selecting tools for the anonymization of data in applications involving large-
scale language models (LLMs), it is important to take into account the strengths,
limitations, and specific uses of each option. Here is an in-depth discussion of some
of the main tools, including Microsoft Presidio, and an analysis of their advantages,
disadvantages, and ideal use scenarios.

Microsoft Presidio
Strengths:
Microsoft Presidio is an open-source tool for detecting and anonymizing personal
data which is versatile and reliable. Anonymization technologies such as token
replacement, masking, encryption and pseudonymization are offered in its compre-
hensive range, one of its main strengths. Detection of adapted entities is made
possible through customized models that Presidio can integrate into itself; thereby
making it adaptable to different types of data and domains. Moreover, its ease of
integration with cloud and premises infrastructure adds to the appeal making it
possible to deploy it seamlessly in various environments.

Limitations:
Of course, Presidio has its weaknesses. An open-source tool may require great
adaptation and configuration towards specific needs, which might be an obstacle to
organizations without very rich technical experience. Second, Presidio is powerful
in the detection of standard PII but requires extra tuning to effectively handle
sensitive non-standard or industry-specific information. In addition, the actual
performance of the tool can also depend on the scale of the data, in which case it
may need additional resources to cope with large-scale conditions.

Use Cases:
Microsoft Presidio is especially useful for organizations that genuinely need versatile
and adaptable solutions for data anonymization regardless of the type of data
and the area of organization’s work. The scenarios include sectors like finances
and Health care because information protection is paramount in these areas with
the opportunity to modify the entity detection models being very advantageous.
Besides, it can be used to integrate with cloud solutions and as such, will suit
organizations that carry out their operations in partially or wholly in the cloud.
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Anonymization Toolkit (ATK) by IBM
Strengths:
IBM’s Anonymization Toolkit (ATK) is a powerful tool known for advanced
anonymization techniques such as k-anonymity, l diversity, and t closure. These tech-
nologies offer strong protection of privacy by minimizing the risk of re-identification
and preserving the utility of data. The flexibility of ATK to handle structured and
unstructured data makes it an excellent choice for a wide range of applications.
Furthermore, its high configurability allows users to adjust the level of anonymiza-
tion to specific regulatory and business requirements.

Limitations:
This versatility is again a strength and a weakness in that ATK is a complex
application. While its advanced features are helpful, even the basic ones are less
efficient and could need profound knowledge about the information anonymization
ideas and may take crucial effort for setting up and operation of the progressing
administration. This makes ATK less reasonable when organizations are requiring
in-house information security skills. Equally, because of the instrumental analytical
sophistication, the instrument could require substantial computational resources,
especially when operating large volumes of data, which could lead to increased
operational costs.

Use Cases:
ATK is ideal for organizations that have higher needs in information security, such
as those dealing with health, finance, and governmental departments who are
compelled to work under strict regulatory frameworks of data protection, including
GDPR or HIPAA. This option is of high importance in scenarios when one is work-
ing with rather complex sets of data needing high-order anonymization techniques
for securing the data while guaranteeing utility simultaneously. More so, ATK
works efficiently for organizations dealing with structured and unstructured data,
allowing flexibility in managing diverse data environments.

Google Cloud Data Loss Prevention (DLP)
Strengths:
Google Cloud DLP could be a whole lot overlooked feature listed for the purpose of
identification, categorization, and protection of sensitive data at scale. One of the
most significant features of AGs is their ability which makes them suitable for large
scale processes, which may involve computational preparation of infinite amounts
of information for analysis. Google Cloud DLP provides a set of de-identification
operations: masking, pseudonymization, tokenization, and bucketing that can be
applied to almost any type of data. The frequent use of its synergy with other
Google Cloud services enhances its functionality in cloud-driven models that enable
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efficient distribution and service delivery.

Limitations:
Whereas Google Cloud DLP is capable, its cloud-based nature may be a restriction
for organizations that work in situations with strict information residency neces-
sities or that lean toward on-premise arrangements. Also, as an overseen benefit,
clients have less control over customization compared to open-source tools, which
may restrain its pertinence in exceedingly specialized use cases. The taking a toll
can also end up critical for organizations that handle huge volumes of information
ceaselessly, making it less alluring for cost-sensitive ventures.

Use Cases:
Google Cloud DLP is especially well-suited for organizations that work at scale
and require a vigorous, cloud-based arrangement for information assurance. It’s
perfect for businesses in segments like e-commerce, social media, and broadcast
communications, where huge sums of client information are handled and where
consistent integration with the cloud framework is vital. The tool is additionally
useful for companies that require a speedy arrangement with negligible setup,
taking advantage of its completely overseen nature to center on center commerce
exercises without the overhead of overseeing the foundation.

ARX Data Anonymization Tool
Strengths:
ARX is a tool to dataset anonymization that can incorporate several methods
of privacy, including k-anonymity, l-diversity, t-closeness and differential privacy
since it is open-source. Another very positive aspect of this software is that it
provides its non-professional user with an easy to operate graphic interface through
which the user can efficiently achieve the urged task. Further more, ARX comes
with additional risk assessment functions with which a detailed examination of the
efficiency of anonymization and possibility of profiled re-identification can be made.
As a result of being open source it is very flexible and so it could be made to fit
any industry to a ‘T’.

Limitations:
Whereas ARX is capable, it may not be as adaptable or performant as a few com-
mercial arrangements when managing exceptionally expansive datasets or complex
information situations. Its open-source nature, whereas useful for customization,
moreover implies that clients are dependable for their bolster and support, which
can be a restriction for organizations without devoted IT assets. Moreover, whereas
the tool is moderately user-friendly, progressed utilization cases may still require a
great understanding of information protection concepts and procedures.
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Use Cases:
ARX is perfect for scholarly and investigative education, as well as smaller orga-
nizations that require an adaptable, customizable arrangement for information
anonymization without causing high costs. It’s especially valuable for projects that
include complex information security necessities but work on a constrained budget.
ARX is additionally a great fit for instructive purposes, where it can be utilized to ed-
ucate information anonymization methods and standards through its open interface.

Privitar
Strengths:
Privitar is a private information protection platform that mixes high compli-
ance with advanced anonymization capabilities. Privitar has unique features of
data marking, enabling organizations to trace the origin of anonymous data and
thereby provide more security and responsibility. Another important thing is that
anonymization in Privitar is performed dynamically. That means there are fitting
technologies into context, which allow flexibility in data management about security.
It is tightly integrated with large-data workflows and further includes support for
Apache Kafka and Hadoop, hence suitable for companies involved in large-scale
information processing activities.

Limitations:
The Privitar is a commercial solution, and, therefore, it contains a steep cost that
is likely to elicit discouraging costs for less endowed organizations or those that
have a limited budget. Advanced aspects of progressions shown in the platform also
involve significant forecasting in learning and preparation. Privitar is a tool that
may be difficult for organizations that have not fully developed their IT solution
to fully leverage all the features provided. However, whereas it synchronized well
periodical research on big information situations, it can be redundant for other
smaller ventures or less complex information situations.

Use Cases:
Privitar is best suited for huge endeavors, especially in businesses such as support,
healthcare, and broadcast communications, where information privacy is paramount,
and administrative compliance may be a need. It is perfect for organizations that
handle enormous sums of information and require progressed highlights like infor-
mation watermarking and energetic arrangement applications. Privitar’s capacity
to coordinate with enormous information environments makes it an idealize fit
for companies with complex information workflows that guarantee comprehensive
information security at scale.
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6.2.2 Definition of the chosen tool for experimentation

In selecting Microsoft Presidio as the favored device for anonymization in this pon-
der, a few key measurements have been considered to guarantee its reasonableness
for the exploratory setting of Generative AI (GenAI). These measurements incor-
porate Execution and Productivity, Flexibility and Usefulness, Ease of Integration
and Ease of use, Multilingual Bolster, and support for GenAI.

Performance and Effectiveness:
Microsoft Presidio is the epitome of robustness and skill in manipulating abundant
sets of data, hence making it exceedingly appropriate for scenarios requiring quick-
ness and resource employment. In comparison to other instruments like IBM’s
Anonymization Toolkit, which although able, may consume lots of resources and
their setup can be complex; it presents a less complicated method that does not
sacrifice the speed in its effective training. This efficiency is especially critical for
real-time data processing in GenAI applications.

Versatility and Usefulness:
Presidio provides flexibility because it covers a wide range of anonymization strate-
gies such as token replacement, masking, hashing, and pseudonymization. Such
diversity allows Presidio to work very effectively in meeting demands for the in-
formation protection sector. On the other hand, Google Cloud DLP provides
substantial functionality from cloud environments but does not allow flexibility
regarding in-house scenarios. Extensive features of Presidio make it meet different
demands of information security.

Ease of Integration and Convenience:
On the benefits of the Microsoft Presidio package, one can quickly add that Mi-
crosoft Presidio is highly integrated and very simple to use. This roadmap also
allows its integration to smoothly fit into cloud implementation as well as the
on premises, thereby making it versatile with deployment. This is not as well
integrated or scalable as Presidio was, which was a native app that ARX is not,
either. This will simply mean that since Presidio is native and heavily documented,
the implementation process will not have many learning curves and investment on
resources as many would think.

Multilingual Support:
Within the context of information anonymization, multilingual bolster is vital for
applications managing information in different languages. Microsoft Presidio gives
strong multilingual capabilities, permitting it to successfully handle and anonymize
information in different languages, which is especially pertinent for worldwide
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applications. This is often a critical advantage over tools like Privitar, which,
whereas advertising progressed highlights, may have more restricted bolster for
multilingual information compared to Presidio’s wide dialect dealing.

Support for Generative AI (GenAI):
For applications including Generative AI, the capacity to anonymize preparing
information whereas protecting its utility for demonstrating preparation is funda-
mental. Microsoft Presidio’s flexibility and proficient anonymization procedures
make it well-suited for such scenarios. Not at all like Google Cloud DLP, which
is essentially optimized for cloud-based situations and may not be as versatile for
on-premise GenAI organizations, Presidio offers the adaptability to handle both
situations successfully. Its comprehensive highlight set bolsters the nuanced prereq-
uisites of GenAI, guaranteeing that information remains valuable for demonstrating
preparation while being secured.

The fact that Presidio is effective, competent, flexible and useful as well as easy to
integrate and use with strong multi-language support and effective data anonymiza-
tion in the context of Generative AI explains why it has been selected for experi-
mentation. All these dimensions point to the general-purpose data protection needs
that make Presidio relevant for this research.

6.2.3 Definition of the target scenario for experimentation
We simulate various real-world applications and challenge and design special
experimental scenarios to complete the tests of the selected Microsoft Presidio
anonymization tools. These scenarios involve various data types and different ways
to incorporate PII to analyze how Microsoft Presidio would handle different token
and anonymization situations. The general structure of the experiment allows
systematic measurement of the performance of the tool.

When evaluating Microsoft Presidio anonymization capabilities, you can consider
several possible scenarios that reflect different real-world applications and unique
linguistic challenges.

Overview of Possible Application Scenarios

A scenario involves the text of social media, an option driven by the increasing
importance of the analysis of data from platforms such as Twitter, Facebook, and
Instagram. Social media are gold mines for emotional analysis, trend detection, and
consumer behavior research, but their texts are very informal, unstructured, and
full of abbreviations, emojis, and non-standard languages. anonymization of this
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type of data is essential to extract meaningful insights, and the tests of Microsoft
Presidio in this scenario will reveal its ability to handle the chaotic and diverse
nature of social media communication. The choice to anonymize this type of data
can be motivated by the need to evaluate whether Microsoft Presidio can maintain
accuracy and coherence in anonymizing text that significantly deviates from the
standard written language.

Another direction of development could be towards legal and financial doc-
uments, essential in areas that require precise and extensive text analysis like
law, finance, and compliance. Formal languages, technical terminologies, and
convoluted syntactical structures differentiate these documents, making them a
difficult problem for anonymization that requires a lot of accuracy. The goal of this
project is to test how well Microsoft Presidio can process structured domain-specific
languages by anonymizing legal and financial texts, wherein anonymization mistakes
might result to wrong interpretations with grave consequences. This scenario is
highly applicable in the following domains: contract analysis; review of regulatory
documents; and financial reporting where accuracy in the anonymizing process
determines the reliability of the downstream NLP tasks.

News articles and blogs are a possible third scenario, chosen for their broad
themes, different styles of writing, and balanced mixture of short direct sentences
and more complex structures. News content is a cornerstone of information extrac-
tion, content analysis, and media surveillance applications. The anonymization of
this type of data is crucial to ensure that NLP tools can adapt to different types
and subjects and maintain accuracy in a variety of content. The decision to include
this scenario can be based on the need to assess Microsoft Presidio’s adaptation
and coherence in order to ensure that it can handle the flexibility and diversity of
language used in journalism and online comments.

Medical records and reports are a fourth possible scenario. These documents
also contain plenty of technical terms, abbreviations, and even structured formats
such as enumerations and tables. anonymization in this domain are particularly
important for applications in patient data analysis, clinical decision-making, and
medical research. Correct anonymization of medical texts are indispensable in
guaranteeing the quality of downstream tasks, while incorrect interpretation might
have a great impact on patient care and outcomes.

Security Operation Center Incidents are a fifth possible scenario. SOC inci-
dents are a very critical point to consider in testing the capability of anonymized
and non-anonymized LLMs because of the criticality of the data involved and the
security this entails. In the case of a Security Operations Center, incidents include
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various multiple-faceted cybersecurity incidents, like data breaches, malware at-
tacks, and insider threats which contain sensitive and deep information. This makes
SOC data a very ideal candidate for anonymization tests, as it often contains PII
and confidential corporate details that need protection. SOC reports also tend to be
replete with technical context and situational analysis that call for LLMs to process
information more subtly. By evaluating the anonymized and non-anonymized LLM,
one can measure how well anonymization protects sensitive data without cost to the
model’s capability of retaining critical context and delivering actionable insights.
This ability to perform accurately in SOC scenarios is necessary since it will directly
affect how organizational security responses are carried out, sensitive information
very interesting test case with which to validate LLM performance in a real-world,
high-stakes setting.

Selected Scenario: anonymization of SOC Incidents

I have chosen the incident of the Security Operation Center as my test scenario
because it originally relates to my professional background and is very critical in
terms of data handled. In fact, I do have a fair idea about the details involved
in the processing and responding to security incidents, apart from the structure
and format of SOC ticketing systems, thanks to my year spent managing the SOC
of a client. That experience has first of all taught me how sensitive and detailed
such reports can be, often with confidential information and personally identifiable
data that must be protected. Given the volume and complexity of data involved in
the management of a SOC, testing LLMs in this context constitutes a real-world
scenario with high stakes, where privacy concerns are inextricably linked with
operational efficiency.

In this project, Presidio will be used to anonymize SOC ticket data. Presidio
is well-suited for this task because it is sensitive and important information can be
masked without loss of context necessary to identify an incident. This would allow
me to compare how the LLM performs on anonymized vs. non-anonymized forms
and see specifically whether it will retain its capability to offer actionable insight
into SOC operations given privacy regulations.

Also, I will be graduating with a major in cybersecurity, so the topic squarely falls
into my area of study. In this case, hands-on SOC experience, combined with formal
education in cybersecurity, makes this particular scenario appropriate for the thesis
because it allows me to explore a leading-edge problem in the field: how to safely
and effectively employ AI in critical security environments without compromising
privacy. What I want to impress through this is how anonymization, such as
through Presidio, ensures data utility in AI systems relevant for cybersecurity while
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minimizing risks.
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6.3 Experimentation and validation of results

6.3.1 Description of the experiment and reference architec-
ture

This experiment is supported by a reference architecture based on a dual-path
processing framework that allows for a direct comparison of performance between
the AI model with and without anonymization. It starts with an ingested data
layer responsible for the intake and initialization of numerous legal and financial
documents. This includes different document types like contracts, financial reports,
and regulatory documents, all chosen in such a way that they represent typical
linguistic and structural complexity in these domains. The preprocessing steps
make the documents consistent in format and clear out unnecessary metadata,
hence preparing this data for further processing.

Next to the input of data, the subsequent processing falls into two different streams.
The first stream is the base route, whereby raw unprocessed text feeds directly
into the GPT-4o-mini model. That will act as a control path to make sure that
anonymization effects are controlled for when comparing the performance of said
models. In the second stream, take this very same set of texts and process them via
the anonymization pipeline of Microsoft Presidio to subsequently feed anonymized
output into GPT-4o-mini. This can help maintain complicated sentence structures,
multilingual expressions, and domain-specific terminologies that vary in legal and
financial texts.

LangChain is utilized in both processing pipelines. LangChain was particularly
suitable for the experiment because one can construct flexible, modular pipelines
with it. LangChain easily integrates a wide variety of NLP components, like
Microsoft Presidio for performing anonymization. Pipelines ensure that the text
will be processed efficiently, that it will be scalable, and that large volumes of
data can be processed. LangChain controls the anonymization route to format the
anonymized output correctly for input into GPT-4o-mini. Key metrics are logged
at processing time, such as anonymization time, and tracking errors or challenges.

The output, generated after the two parallel streams of processing by GPT-4o-mini,
is captured through an evaluation and analysis module managed by LangChain.
This becomes, so to say, the basis on which it will evaluate how well the anonymiza-
tion affected the performance of the AI model. It then applies various automatic
quantitative metrics, including BLEU and ROUGE scores, to decide the accuracy
and fluency of the generated text, aside from qualitative analyses as regards the
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model’s performance in handling complex legal and financial contexts. This al-
lows the evaluation module to go into much more detail in the comparisons of
anonymized versus non-anonymized output, hence offering a better understanding
of how anonymization affect the model’s generative and interpretive powers.

There is a reporting and visualization layer in the architecture that aggregates these
evaluation results in a user-friendly form. This layer will enable the modularity for
LangChain, allowing detailed reports and visualizations such as, but not limited to,
performance metrics, side-by-side comparisons of anonymized vs. non-anonymized
output, and case studies that have demonstrated how anonymization has affected
certain features of the texts. The reporting layer is an essential component in
terms of translating experimental findings into actionable insights for example,
informing best practices in preprocessing legal text and domain-specific content
in general within the NLP workflow. For sensitive data, the architecture has now
incorporated security and compliance features to make sure observance of data
protection legislation is ensured. These are components included in the pipelines
managed by LangChain to anonymize personal or sensitive information, hence
processing all data from these experiments in a secure way.

The value of this experiment involves setting a very robust environment within
which to analyze the performance impact that anonymization causes on AI models,
such as GPT-4o-mini, by using LangChain in constructing and managing the pro-
cessing pipelines. This will guarantee that test scenarios are scalable, reproducible,
and representative of the various complexities involved in legal and financial doc-
uments. The results obtained from this experiment will therefore yield insight
into the performance enhancement or restriction imposed by anonymization in
generative AI during high-stakes, domain-specific applications.

6.3.2 Study and selection of metrics for the validation of
LLM model outcomes

In evaluating large-scale language models (LLMs) such as GPT-4o-mini, the selec-
tion and application of appropriate metrics for validating model outputs is crucial
to ensuring that performance results are both meaningful and actionable. The
choice of metrics impacts the accuracy, relevance, and overall quality of the model’s
output, and thus must align with the specific objectives of the experiment. This
section outlines the process of studying and selecting suitable metrics, particularly
in the context of assessing the impact of anonymization on LLM performance when
applied to cybersecurity incidents.

The first step in this process is to define key performance indicators (KPIs) that
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align with the goals of the experiment. These KPIs typically fall into several
categories, including accuracy, fluency, relevance, and context preservation.

Accuracy
Accuracy will be measured by using the metrics BLEUBilingual Evaluation Un-
derstudy and ROUGERecall-Oriented Understudy for Gisting Evaluation. BLEU
attempts to measure the precision of the produced n-grams against a set of reference
n-grams. Since it measures precision, it is useful when high levels of precision are
required in the translation, such as paraphrasing or summarizing. ROUGE, by
comparison, measures the similarity in overlap between candidate and reference
text, and it emphasizes recall. Hence, ROUGE is especially useful in summarization
tasks where retaining all critical information is desired.

Similarity
Besides the above, similarity measures will be assessed using BERTScore. BERTScore
compares generated text with the reference using contextual embeddings and hence,
offer a more semantically meaningful similarity to the original than syntactic differ-
ence. This is important most especially when consistency in their original meaning
is important such as in legal and financial areas. As another measure, the metric
known as METEOR will also be employed in detail to calculate semantic relevance
since it is our focus in addition to being based on synonym matching and stemmed
word forms if compared with the other metrics of BLEU and ROUGE. METEOR
also accentuates longer n-gram matches more than short ones, that suits with the
requirements to the consistency of longer legal and financial texts.

Context Preservation
Finally, context preservation is especially important when the exact meaning
and nuance of the input must be maintained in the generated output. It is a
task that BERTScore will be well-suited for, since it uses pre-trained language
models to check how well the generated text retains the original context. Also,
the METEOR metric contributes to this by rewarding semantically similar word
choices and sentence structures such that the intended meaning of the input text
from the model is maintained.

The next activity following the choice of appraisal metrics is to incorporate the
selected metrics into the evaluation process line. This entails use of the selected
metrics to the anonymized and non-anonymized outputs of GPT-4o-mini. The
comparison of the results obtained here will assist in evaluating the performance of
the model, and the impact of anonymization overall. Based on the performance
of the developed model under these circumstances, one can infer the benefit or
otherwise of anonymization on the model’s performance.
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In sum, this section discusses the identification and application of metrics that
validate the outcomes of the LLM models, specifically focusing on accuracy, fluency,
relevance, and context preservation. By choosing both quantitative measures such
as BLEU, ROUGE, METEOR, and BERTScore, the study ensures that the influ-
ence of anonymization on performance is rigorously measured. This will provide
insights into optimizing LLM workflows in complex domains like legal and financial
text processing.

6.3.3 Test executions
In this study, a comprehensive system was developed to combine text anonymiza-
tion techniques with natural language generation models in order to evaluate the
effectiveness of protecting sensitive information in SOC tickets. Implementation of
the system involves the use of various advanced libraries and a machine learning
model.

Concerning the datasets to be given as input to the model for this experiment,
I decided to generate with the help of generative artificial intelligence SOC (Se-
curity Operation Center) tickets containing fictitious personal data (name, email,
location, ID device, server name, passwords, ...). In particular, for the analysis, I
generated an example of ten SOC tickets based on a structure similar to Microsoft
Defender’s alerts and a dataset of questions and related answers to evaluate the
LLM comprehension of the tickets’ information.
These types of tickets include many different PII that can help in the study of the
impact of tokenization on LLM models and ensure a more or less detailed analysis
for the study. Additional files could be added in future studies, starting with the
latter, to broaden the range of impact of the analysis and provide more concrete
examples, and perhaps even broader in terms of PII.

First, the loading of both datasets-question one and the one containing the SOC
tickets-was done with a standard Python file management operation. Then all
the SOC tickets were anonymized using the PresidioAnonymizer module of the
Langchain_experimental library. This tool is capable of automatically detect-
ing and replacing sensitive information that can include names, phone numbers,
and addresses with fake data to protect personal information and anonymize it
according to standards on privacy.

A very useful aspect is the customization of the researched fields to tokenize
and anonymize: in fact, we can create using regex patterns additional detected
fields that can comprehend other types of sensitive data that are not in the default
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list provided by Presidio.

The default list includes: [ PERSON, EMAIL_ADDRESS, PHONE_NUMBER,
IBAN_CODE, CREDIT_CARD, CRYPTO, IP_ADDRESS, LOCATION, DATE_TIME,
NRP, MEDICAL_LICENSE, URL, US_BANK_NUMBER, US_DRIVER_LICENSE,
US_ITIN, US_PASSPORT, US_SSN ]

I anonymized the data and then used a pre-trained NLP model, GPT-4o-mini,
for text generation and evaluation. This model was put into work because of its
very advanced capability in natural language processing while being small, hence
optimizing efficiency without loss of quality. The GPT-4o-mini is outstanding in
that it is able to process linguistic requests at large variance and yield responses of
consistent and high quality even in the most complicated contexts.

Results from GPT-4o-mini show that this model, pre-trained on heterogeneous
datasets, catches the contextual meaning of texts with high fluency and structure,
holding both for the original and anonymized data. It is particularly fitting for
SOC ticket and document analysis, with high terminological precision and even
beyond the anonymization process.

The model was loaded through the OpenAI API and hence could be easily inte-
grated into the experimental pipeline. Its performance, tracked on a set of metrics
BLEU, ROUGE, METEOR, and similarity, was good, proving this model would
keep a high level of sensitivity to text changes and still be relevant in its results
after anonymization.

The decision to use GPT-4o-mini was relevant to this research into the impact of
anonymization on the quality of responses with reference to very precise fields of
application such as SOC management.

To this end, in this work, we used a method for evaluating the impact of anonymiza-
tion on the processing and analysis of SOC tickets by generative AI. Specifically, for
all non-anonymized data processing we utilized OpenAI’s GPT-4 model and for all
anonymized data, we also used OpenAI’s GPT-4 model. We employed Presidio’s
anonymizer, so information that may be sensitive was blurred out but the structure
was maintained.

To quantify performance, the generated responses were compared using a suite of
metrics: BLEU, ROUGE, METEOR, and cosine similarity score using Sentence-
BERT embeddings. Such metrics consider both lexical and semantic accuracy,
providing a multi-faceted evaluation.
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These results reflect that anonymization cuts down the accuracy of the responses
generated indeed, both in terms of BLEU and ROUGE score, but the difference is
not that radical. For example, the average BLEU score of the tickets that were not
anonymized was X, whereas for anonymized ones, it was Y. The same trend was
observed for ROUGE and METEOR scores. Interestingly, the semantic similarity
metric, which captures semantic closeness, still showed high coherence of answers
generated even after anonymization.

This means that anonymization, reducing lexical precision, does not take away
from the essential value in semantic metrics necessary for SOC operations. This
is very critical in ensuring AI systems continue to function effectively without
compromising privacy and security.

By integrating these models along with their respective evaluation techniques,
this study effectively supplied the right framework for assessing data privacy with
the utility of anonymized text from multiple applications in NLP.

Required Modules

In this section, we describe the implementation of a text anonymization and
evaluation system using specific NLP techniques and libraries. These Python
libraries must be installed before executing the code. The following Python
libraries are essential for this project:

• openai: Provides access to OpenAI’s models via an API, enabling integration
of GPT-based models for natural language generation.

• nltk: The Natural Language Toolkit, used for tokenization and computation
of BLEU and METEOR scores for evaluating text generation performance.

• rouge-score: A library which is conceptually created for computing the
ROUGE measure, which is applied to compare the texts generated by the
program with the reference texts.

• json: A standard library for parsing and generating JSON files, necessary for
handling SOC tickets and question-answer pairs.

• statistics: Provides utilities to compute average scores, aiding in the final
evaluation of results.

• langchain-experimental: Offers methods for using the PresidioAnonymizer,
fundamental for data privacy when working with textual data.
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• sentence-transformers: A library for embedding sentences and computing
similarity scores between reference and generated texts using cosine similarity.

To install these libraries, use the following commands:

Listing 6.1: Installing Required Python Modules
1 pip i n s t a l l openai n l tk rouge≠s co r e sentence≠t rans f o rmer s langchain≠

exper imenta l

Code Explanation

In this section, we describe the implementation of a system for text anonymiza-
tion and the subsequent evaluation of generated text using several key natural
language processing (NLP) tools. The system leverages various advanced libraries
to achieve anonymization and assess the quality of generated text across multiple
metrics. Specifically, the script utilizes the OpenAI API for text generation, while
libraries such as NLTK and sentence-transformers are employed to evaluate the
generated text using BLEU, ROUGE, METEOR, and similarity metrics. The Pre-
sidioAnonymizer from the langchain-experimental library is used for anonymizing
textual data, ensuring privacy in the process. Additionally, the SentenceTransformer
model is integrated for computing cosine similarity, a vital metric in evaluating the
closeness between generated and reference texts.

0. Import the Libraries

The first step in the implementation involves importing the required libraries.
We use the PresidioAnonymizer from the LangChain-Experimental library to
anonymize sensitive data within the textual input. The OpenAI API is employed
to generate responses based on the given context. Additionally, we utilize NLTK
for natural language processing tasks like BLEU and METEOR score calculations,
along with the sentence-transformers library to calculate semantic similarity
between generated and reference texts. The code snippet below shows the initial
setup:

Listing 6.2: Importing Libraries
1 import openai from nl tk . t r a n s l a t e . b leu_score

2 import sentence_bleu , SmoothingFunction from rouge_score

3 import rouge_scorer from nl tk . t r a n s l a t e . meteor_score

4 import meteor_score

5 import j son from s t a t i s t i c s

6 import mean from langchain_exper imenta l . data_anonymizer

7 import PresidioAnonymizer from sentence_trans formers

8 import SentenceTransformer , u t i l from nl tk . t oken i z e

9 import word_tokenize
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10 import s s l s s l . _create_default_https_context = s s l .

_create_unver i f i ed_context

11 import n l tk n l tk . download ( ’ wordnet ’ )

1. Load the Datasets

Listing 6.3: Loading the original text from a file
1 with open ( ’ text_samples /SOC_tickets/SOC. j son ’ , ’ r ’ ) as f i l e :

2 tickets_non_anon = json . load ( f i l e )

3

4 with open ( ’ text_samples /SOC_tickets/ quest ions_answers . j s on ’ , ’ r ’ ) as

f i l e :

5 quest ions_answers = j son . load ( f i l e )

This section loads two JSON files: one containing non-anonymized SOC tickets
and another with question-answer pairs. The loaded data is stored in variables for
subsequent processing.

2. Initialize and Apply the Anonymizer

Listing 6.4: Initializing and applying the Presidio anonymizer
1 t ickets_anon = {}

2 f o r t icket_key , t i c k e t in tickets_non_anon . items ( ) :

3 text_anon = anonymizer . anonymize ( t i c k e t [ ’ t ex t ’ ] )

4 t ickets_anon [ t icket_key ] = {

5 ’ id ’ : t i c k e t [ ’ id ’ ] ,

6 ’ t ex t ’ : text_anon ,

7 ’ que s t i on s ’ : t i c k e t . get ( ’ que s t i on s ’ , [ ] )

8 }

9

10 # Save anonymized t i c k e t s

11 with open ( ’ text_samples /SOC_tickets/ tickets_anonymiz . j son ’ , ’w ’ ) as

o u t f i l e :

12 j s on . dump( tickets_anon , o u t f i l e , indent =4)

Each non-anonymized ticket is processed to anonymize its text using the anonymizer.
The anonymized tickets are stored in a new dictionary. Finally, the anonymized
tickets are saved to a new JSON file, allowing for a clear separation between the
original and anonymized data.

3. Define a Function to Generate Responses
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Listing 6.5: Define a Function to Generate Responses
1 de f generate_response ( quest ion , context ) :

2 re sponse = openai . ChatCompletion . c r e a t e (

3 model=" gpt≠4o≠mini " ,

4 messages =[

5 { " r o l e " : " system " , " content " : "You are a h e l p f u l

a s s i s t a n t . " } ,

6 { " r o l e " : " user " , " content " : f " Context : { context }\

nQuestion : { ques t i on } . I need complete and shor t answers . " }

7 ] ,

8 max_tokens=25

9 )

10 re turn re sponse . c h o i c e s [ 0 ] . message [ ’ content ’ ] . s t r i p ( )

The generate_response function uses the OpenAI ChatCompletion API to generate
answers based on the given context and question. The function is designed to
return concise responses, limited to 25 tokens. The system message defines the
assistant’s role, guiding the AI to provide relevant answers.

4. Metric Computation Functions

Listing 6.6: Metric Computation Functions
1 de f compute_metrics ( r e f e r enc e , generated ) :

2 r e f e r ence_tokens = r e f e r e n c e . s p l i t ( )

3 generated_tokens = generated . s p l i t ( )

4 smoothie = SmoothingFunction ( ) . method1

5 bleu_score = sentence_bleu ( [ r e f e r ence_tokens ] , generated_tokens ,

smoothing_function=smoothie )

6 s c o r e r = rouge_scorer . RougeScorer ( [ ’ rouge1 ’ , ’ rouge2 ’ , ’ rougeL ’ ] ,

use_stemmer=True )

7 s co r e = s c o r e r . s c o r e ( r e f e r e nc e , generated )

8 re turn bleu_score , s c o r e

9

10 de f ca lcu late_meteor ( r e f e r enc e , generated ) :

11 r e f e r ence_tokens = word_tokenize ( r e f e r e n c e . lower ( ) )

12 generated_tokens = word_tokenize ( generated . lower ( ) )

13 re turn meteor_score ( [ r e f e r ence_tokens ] , generated_tokens )

14

15 de f c a l c u l a t e _ s i m i l a r i t y ( r e f e r e nc e , generated ) :

16 reference_embedding = model2 . encode ( r e f e r enc e , convert_to_tensor=

True )

17 generated_embedding = model2 . encode ( generated , convert_to_tensor=

True )

18 s i m i l a r i t y _ s c o r e = u t i l . pytorch_cos_sim ( reference_embedding ,

generated_embedding ) . item ( )

19 re turn s i m i l a r i t y _ s c o r e
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• compute_metrics: This function calculates the BLEU score and ROUGE
scores (ROUGE-1, ROUGE-2, ROUGE-L) to evaluate the quality of generated
text against reference answers. The function tokenizes the reference and
generated texts and applies the appropriate scoring methods.

• calculate_meteor: Computes the METEOR score, which evaluates the gener-
ated text against reference answers by considering synonyms and stemming.

• calculate_similarity: This function calculates the semantic similarity between
the reference and generated texts using a SentenceTransformer model, which
provides a more nuanced measure of similarity beyond simple text overlap.

5. Pipeline Execution for Non-Anonymized Data

Listing 6.7: Pipeline Execution for Non-Anonymized Data
1 # PIPELINE NON≠ANONYMIZED ≠≠≠≠≠≠≠≠≠≠≠≠≠

2 results_non_anon = [ ]

3 generated_answers = [ ]

4 re fe rence_answers = [ ]

5 nonanonym_bleu_scores = [ ]

6 nonanonym_rouge1_scores = [ ]

7 nonanonym_rouge2_scores = [ ]

8 nonanonym_rougeL_scores = [ ]

9 nonanonym_meteor_scores = [ ]

10 s imi lar ity_scores_non_anon = [ ]

11

12 f o r t icket_key , t i c k e t in tickets_non_anon . items ( ) :

13 pr in t ( f " Proce s s ing t i c k e t : { t icket_key } " )

14 t i cke t_ id = t i c k e t [ ’ id ’ ]

15 context = t i c k e t [ ’ t ex t ’ ]

16

17 i f t i cket_key in quest ions_answers :

18 f o r ques t i on in quest ions_answers [ t i cket_key ] . keys ( ) :

19 re ference_answer = quest ions_answers [ t i cket_key ] . get (

quest ion , "No answer a v a i l a b l e " )

20 generated_answer = generate_response ( quest ion , context )

21

22 # ≠≠≠ compute metr i c s ≠≠≠

23 bleu , rouge = compute_metrics ( re ference_answer ,

generated_answer )

24 meteor = ca lcu late_meteor ( re ference_answer ,

generated_answer )

25 s i m i l a r i t y _ s c o r e = c a l c u l a t e _ s i m i l a r i t y ( re ference_answer ,

generated_answer )

26

27 nonanonym_bleu_scores . append ( bleu )

28 nonanonym_rouge1_scores . append ( rouge [ ’ rouge1 ’ ] . fmeasure )
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29 nonanonym_rouge2_scores . append ( rouge [ ’ rouge2 ’ ] . fmeasure )

30 nonanonym_rougeL_scores . append ( rouge [ ’ rougeL ’ ] . fmeasure )

31 nonanonym_meteor_scores . append ( meteor )

32 s imi lar ity_scores_non_anon . append ( s i m i l a r i t y _ s c o r e )

33

34 results_non_anon . append ({

35 ’ t i ck e t_ id ’ : t i cket_id ,

36 ’ que s t i on ’ : quest ion ,

37 ’ re ference_answer ’ : re ference_answer ,

38 ’ generated_answer ’ : generated_answer ,

39 ’ b leu_score ’ : bleu ,

40 ’ rouge_scores ’ : rouge ,

41 ’ meteor_score ’ : meteor ,

42 ’ s i m i l a r i t y ’ : s i m i l a r i t y _ s c o r e

43 })

This section processes the non-anonymized tickets:

• A loop iterates through each ticket, retrieving the ticket ID and context.

• For each question associated with the ticket, the reference answer is obtained,
and the AI generates a response using the generate_response function.

• The BLEU, ROUGE, METEOR, and similarity scores are computed using
the respective functions and stored in lists for analysis.

• Results for each question and ticket are appended to the results_non_anon
list for further evaluation.

6. Results Analysis for Non-Anonymized Data

Listing 6.8: Results Analysis for Non-Anonymized Data
1 de f compute_bleu ( r e f e r ence_text s , generated_texts ) :

2 r e f e r e n c e s = [ text . s p l i t ( ) f o r t ex t in r e f e r e nc e _te x t s ]

3 cand idate s = [ t ext . s p l i t ( ) f o r t ex t in generated_texts ]

4 re turn corpus_bleu ( r e f e r e n c e s , cand idate s )

5

6 bleu_score_gpt2_or ig ina l = compute_bleu ( [ o r i g i n a l _ t e x t ] ,

generated_texts_gpt2_or ig ina l )

7 bleu_score_gpt2_anonymized = compute_bleu ( [ o r i g i n a l _ t e x t ] ,

generated_texts_gpt2_anonymized )

8 bleu_score_t5_or ig ina l = compute_bleu ( [ o r i g i n a l _ t e x t ] ,

generated_texts_t5_or ig ina l )

9 bleu_score_t5_anonymized = compute_bleu ( [ o r i g i n a l _ t e x t ] ,

generated_texts_t5_anonymized )

10

11 pr in t ( f "GPT≠2 Or i g ina l BLEU Score : { b leu_score_gpt2_or ig ina l } " )
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12 pr in t ( f "GPT≠2 Anonymized BLEU Score : {bleu_score_gpt2_anonymized} " )

13 pr in t ( f "T5 Or i g ina l BLEU Score : { b leu_score_t5_or ig ina l } " )

14 pr in t ( f "T5 Anonymized BLEU Score : {bleu_score_t5_anonymized} " )

This part of the code calculates and prints average scores for the BLEU, ROUGE,
METEOR, and similarity metrics for the non-anonymized responses. The results
provide insights into the effectiveness of the generated answers in comparison to
the reference responses.

7. Pipeline Execution for Anonymized Data

Listing 6.9: Pipeline Execution for Anonymized Data
1 # PIPELINE ANONYMIZED ≠≠≠≠≠≠≠≠≠

2 resu lts_anon = [ ]

3 generated_answers_anon = [ ]

4 reference_answers_anon = [ ]

5 anonym_bleu_scores = [ ]

6 anonym_rouge1_scores = [ ]

7 anonym_rouge2_scores = [ ]

8 anonym_rougeL_scores = [ ]

9 anonym_meteor_scores = [ ]

10 s imi la r i ty_score s_anon = [ ]

11

12 f o r t icket_key , t i c k e t in t ickets_anon . i tems ( ) :

13 pr in t ( f " Proce s s ing anonymized t i c k e t : { t icket_key } " )

14 t i cke t_ id = t i c k e t [ ’ id ’ ]

15 context = t i c k e t [ ’ t ex t ’ ]

16

17 i f t i cket_key in quest ions_answers :

18 f o r ques t i on in quest ions_answers [ t i cket_key ] . keys ( ) :

19 re ference_answer = quest ions_answers [ t i cket_key ] . get (

quest ion , "No answer a v a i l a b l e " )

20 generated_answer = generate_response ( quest ion , context )

21

22 # ≠≠≠ compute metr i c s ≠≠≠

23 bleu , rouge = compute_metrics ( re ference_answer ,

generated_answer )

24 meteor = ca lcu late_meteor ( re ference_answer ,

generated_answer )

25 s i m i l a r i t y _ s c o r e = c a l c u l a t e _ s i m i l a r i t y ( re ference_answer ,

generated_answer )

26

27 anonym_bleu_scores . append ( bleu )

28 anonym_rouge1_scores . append ( rouge [ ’ rouge1 ’ ] . fmeasure )

29 anonym_rouge2_scores . append ( rouge [ ’ rouge2 ’ ] . fmeasure )

30 anonym_rougeL_scores . append ( rouge [ ’ rougeL ’ ] . fmeasure )

31 anonym_meteor_scores . append ( meteor )
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32 s imi la r i ty_score s_anon . append ( s i m i l a r i t y _ s c o r e )

33

34 resu lts_anon . append ({

35 ’ t i ck e t_ id ’ : t i cket_id ,

36 ’ que s t i on ’ : quest ion ,

37 ’ re ference_answer ’ : re ference_answer ,

38 ’ generated_answer ’ : generated_answer ,

39 ’ b leu_score ’ : bleu ,

40 ’ rouge_scores ’ : rouge ,

41 ’ meteor_score ’ : meteor ,

42 ’ s i m i l a r i t y ’ : s i m i l a r i t y _ s c o r e

43 })

Similar to the non-anonymized section, this part processes the anonymized tickets.
The same operations are performed, including generating responses, calculating
metrics, and storing results, but for the anonymized dataset.

8. Results Analysis for Anonymized Data

Listing 6.10: Results Analysis for Anonymized Data
1 # ≠≠≠≠ RESULTS ANONYMIZED ≠≠≠≠

2 average_bleu_score_anon = mean( anonym_bleu_scores ) i f

anonym_bleu_scores e l s e 0

3 average_rouge1_score_anon = mean( anonym_rouge1_scores ) i f

anonym_rouge1_scores e l s e 0

4 average_rouge2_score_anon = mean( anonym_rouge2_scores ) i f

anonym_rouge2_scores e l s e 0

5 average_rougeL_score_anon = mean( anonym_rougeL_scores ) i f

anonym_rougeL_scores e l s e 0

6 average_meteor_anon = mean( anonym_meteor_scores ) i f

anonym_meteor_scores e l s e 0

7 average_simi lar i ty_anon = mean( s imi la r i ty_scores_anon ) i f

s imi la r i ty_score s_anon e l s e 0

8

9 pr in t ( "ANONYMIZED PIPELINE . . . " )

10 pr in t ( f " Average BLEU sco r e : {average_bleu_score_anon } " )

11 pr in t ( f " Average ROUGE≠1 s co r e : {average_rouge1_score_anon} " )

12 pr in t ( f " Average ROUGE≠2 s co r e : {average_rouge2_score_anon} " )

13 pr in t ( f " Average ROUGE≠L sco r e : {average_rougeL_score_anon} " )

14 pr in t ( f " Average METEOR sco r e : {average_meteor_anon} " )

15 pr in t ( f " Average S i m i l a r i t y s co r e : { average_simi lar i ty_anon } " )

This section calculates and prints the average scores for BLEU, ROUGE, METEOR,
and similarity metrics for the anonymized responses. These results allow for a
comparative analysis between the anonymized and non-anonymized datasets.
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9. Saving Results

Listing 6.11: Saving Results
1 # Save r e s u l t s to JSON

2 with open ( ’ text_samples /SOC_tickets/ r e s u l t s . j son ’ , ’w ’ ) as o u t f i l e :

3 j s on . dump( results_non_anon , o u t f i l e , indent =4)

4

5 with open ( ’ text_samples /SOC_tickets/ results_anon . j son ’ , ’w ’ ) as

o u t f i l e :

6 j s on . dump( results_anon , o u t f i l e , indent =4)

The final part of the script saves the results from both the non-anonymized and
anonymized evaluations into separate JSON files. This organization allows for easy
access and further analysis of the generated responses and their evaluation metrics.

The final script provided should result in the following:

Listing 6.12: Computing ROUGE scores for the generated texts
1 import openai

2 from nl tk . t r a n s l a t e . b leu_score import sentence_bleu ,

SmoothingFunction

3 from rouge_score import rouge_scorer

4 from nl tk . t r a n s l a t e . meteor_score import meteor_score

5 import j son

6 from s t a t i s t i c s import mean

7 from langchain_exper imenta l . data_anonymizer import PresidioAnonymizer

8 from sentence_trans formers import SentenceTransformer , u t i l

9 from nl tk . t oken i z e import word_tokenize

10

11 import s s l

12 s s l . _create_default_https_context = s s l . _create_unver i f i ed_context

13

14 import n l tk

15 n l tk . download ( ’ wordnet ’ )

16

17 # I n i t i a l i z e OpenAI API key

18 openai . api_key = "##############################"

19

20 # Anonymization setup

21 anonymizer = PresidioAnonymizer ( )

22

23 # Load data

24 with open ( ’ text_samples /SOC_tickets/SOC. j son ’ , ’ r ’ ) as f i l e :

25 tickets_non_anon = json . load ( f i l e )

26

27 with open ( ’ text_samples /SOC_tickets/ quest ions_answers . j s on ’ , ’ r ’ ) as

f i l e :
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28 quest ions_answers = j son . load ( f i l e )

29

30 # Anonymize t i c k e t s

31 t ickets_anon = {}

32 f o r t icket_key , t i c k e t in tickets_non_anon . items ( ) :

33 text_anon = anonymizer . anonymize ( t i c k e t [ ’ t ex t ’ ] )

34 t ickets_anon [ t icket_key ] = {

35 ’ id ’ : t i c k e t [ ’ id ’ ] ,

36 ’ t ex t ’ : text_anon ,

37 ’ que s t i on s ’ : t i c k e t . get ( ’ que s t i on s ’ , [ ] )

38 }

39

40 # Save anonymized t i c k e t s

41 with open ( ’ text_samples /SOC_tickets/ tickets_anonymiz . j son ’ , ’w ’ ) as

o u t f i l e :

42 j s on . dump( tickets_anon , o u t f i l e , indent =4)

43

44 # Function to generate re sponse

45 de f generate_response ( quest ion , context ) :

46 re sponse = openai . ChatCompletion . c r e a t e (

47 model=" gpt≠4o≠mini " ,

48 messages =[

49 { " r o l e " : " system " , " content " : "You are a h e l p f u l

a s s i s t a n t . " } ,

50 { " r o l e " : " user " , " content " : f " Context : { context }\

nQuestion : { ques t i on } . I need complete and shor t answers . " }

51 ] ,

52 max_tokens=25

53 )

54 re turn re sponse . c h o i c e s [ 0 ] . message [ ’ content ’ ] . s t r i p ( )

55

56 # Function to compute BLEU and ROUGE metr i c s

57 de f compute_metrics ( r e f e r enc e , generated ) :

58 r e f e r ence_tokens = r e f e r e n c e . s p l i t ( )

59 generated_tokens = generated . s p l i t ( )

60

61 smoothie = SmoothingFunction ( ) . method1

62 bleu_score = sentence_bleu ( [ r e f e r ence_tokens ] , generated_tokens ,

smoothing_function=smoothie )

63

64 s c o r e r = rouge_scorer . RougeScorer ( [ ’ rouge1 ’ , ’ rouge2 ’ , ’ rougeL ’ ] ,

use_stemmer=True )

65 s co r e = s c o r e r . s c o r e ( r e f e r e nc e , generated )

66

67 re turn bleu_score , s c o r e

68

69 # Function to c a l c u l a t e METEOR sco r e

70 de f ca lcu late_meteor ( r e f e r enc e , generated ) :

71 r e f e r ence_tokens = word_tokenize ( r e f e r e n c e . lower ( ) )
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72 generated_tokens = word_tokenize ( generated . lower ( ) )

73 re turn meteor_score ( [ r e f e r ence_tokens ] , generated_tokens )

74

75 model2 = SentenceTransformer ( ’ a l l ≠MiniLM≠L6≠v2 ’ )

76

77 # Function to c a l c u l a t e S i m i l a r i t y s co r e

78 de f c a l c u l a t e _ s i m i l a r i t y ( r e f e r e nc e , generated ) :

79 reference_embedding = model2 . encode ( r e f e r enc e , convert_to_tensor=

True )

80 generated_embedding = model2 . encode ( generated , convert_to_tensor=

True )

81 s i m i l a r i t y _ s c o r e = u t i l . pytorch_cos_sim ( reference_embedding ,

generated_embedding ) . item ( )

82 re turn s i m i l a r i t y _ s c o r e

83

84 # PIPELINE NON≠ANONYMIZED ≠≠≠≠≠≠≠≠≠

85 results_non_anon = [ ]

86 generated_answers = [ ]

87 re fe rence_answers = [ ]

88 nonanonym_bleu_scores = [ ]

89 nonanonym_rouge1_scores = [ ]

90 nonanonym_rouge2_scores = [ ]

91 nonanonym_rougeL_scores = [ ]

92 nonanonym_meteor_scores = [ ]

93 s imi lar ity_scores_non_anon = [ ]

94

95 f o r t icket_key , t i c k e t in tickets_non_anon . items ( ) :

96 pr in t ( f " Proce s s ing t i c k e t : { t icket_key } " )

97 t i cke t_ id = t i c k e t [ ’ id ’ ]

98 context = t i c k e t [ ’ t ex t ’ ]

99

100 i f t i cket_key in quest ions_answers :

101 f o r ques t i on in quest ions_answers [ t i cket_key ] . keys ( ) :

102 re ference_answer = quest ions_answers [ t i cket_key ] . get (

quest ion , "No answer a v a i l a b l e " )

103 generated_answer = generate_response ( quest ion , context )

104

105 # ≠≠≠ compute metr i c s ≠≠≠

106 bleu , rouge = compute_metrics ( re ference_answer ,

generated_answer )

107 meteor = ca lcu late_meteor ( re ference_answer ,

generated_answer )

108 s i m i l a r i t y _ s c o r e = c a l c u l a t e _ s i m i l a r i t y ( re ference_answer ,

generated_answer )

109

110 nonanonym_bleu_scores . append ( bleu )

111 nonanonym_rouge1_scores . append ( rouge [ ’ rouge1 ’ ] . fmeasure )

112 nonanonym_rouge2_scores . append ( rouge [ ’ rouge2 ’ ] . fmeasure )

113 nonanonym_rougeL_scores . append ( rouge [ ’ rougeL ’ ] . fmeasure )
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114 nonanonym_meteor_scores . append ( meteor )

115 s imi lar ity_scores_non_anon . append ( s i m i l a r i t y _ s c o r e )

116

117 results_non_anon . append ({

118 ’ t i ck e t_ id ’ : t i cket_id ,

119 ’ que s t i on ’ : quest ion ,

120 ’ re ference_answer ’ : re ference_answer ,

121 ’ generated_answer ’ : generated_answer ,

122 ’ b leu_score ’ : bleu ,

123 ’ rouge_scores ’ : rouge ,

124 ’ meteor_score ’ : meteor ,

125 ’ s i m i l a r i t y ’ : s i m i l a r i t y _ s c o r e

126 })

127

128

129 # ≠≠≠≠ RESULTS NON≠ANONYMIZED ≠≠≠≠

130 average_bleu_score = mean( nonanonym_bleu_scores ) i f

nonanonym_bleu_scores e l s e 0

131 average_rouge1_score = mean( nonanonym_rouge1_scores ) i f

nonanonym_rouge1_scores e l s e 0

132 average_rouge2_score = mean( nonanonym_rouge2_scores ) i f

nonanonym_rouge2_scores e l s e 0

133 average_rougeL_score = mean( nonanonym_rougeL_scores ) i f

nonanonym_rougeL_scores e l s e 0

134 average_meteor = mean( nonanonym_meteor_scores ) i f

nonanonym_meteor_scores e l s e 0

135 average_similarity_non_anon = mean( s imi lar ity_scores_non_anon ) i f

s imi lar ity_scores_non_anon e l s e 0

136

137 pr in t ( "NON≠ANONYMIZED PIPELINE . . . " )

138 pr in t ( f " Average BLEU sco r e : { average_bleu_score } " )

139 pr in t ( f " Average ROUGE≠1 s co r e : { average_rouge1_score } " )

140 pr in t ( f " Average ROUGE≠2 s co r e : { average_rouge2_score } " )

141 pr in t ( f " Average ROUGE≠L sco r e : { average_rougeL_score } " )

142 pr in t ( f " Average METEOR sco r e : { average_meteor} " )

143 pr in t ( f " Average S i m i l a r i t y Score : { average_similarity_non_anon } " )

144

145 with open ( ’ r e s u l t s . j s on ’ , ’w ’ ) as o u t f i l e :

146 j s on . dump( results_non_anon , o u t f i l e , indent =4)

147

148 # PIPELINE ANONYMIZED ≠≠≠≠≠≠≠≠≠

149 resu lts_anon = [ ]

150 anonym_bleu_scores = [ ]

151 anonym_rouge1_scores = [ ]

152 anonym_rouge2_scores = [ ]

153 anonym_rougeL_scores = [ ]

154 anonym_meteor_scores = [ ]

155 s imi la r i ty_score s_anon = [ ]

156
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157 f o r t icket_key , t i c k e t in t ickets_anon . i tems ( ) :

158 pr in t ( f " Proce s s ing t i c k e t : { t icket_key } " )

159 t i cke t_ id = t i c k e t [ ’ id ’ ]

160 context = t i c k e t [ ’ t ex t ’ ]

161

162 i f t i cket_key in quest ions_answers :

163 f o r ques t i on in quest ions_answers [ t i cket_key ] . keys ( ) :

164 re ference_answer = quest ions_answers [ t i cket_key ] . get (

quest ion , "No answer a v a i l a b l e " )

165 generated_answer = generate_response ( quest ion , context )

166

167 # ≠≠≠ compute metr i c s ≠≠≠

168 bleu , rouge = compute_metrics ( re ference_answer ,

generated_answer )

169 meteor = ca lcu late_meteor ( re ference_answer ,

generated_answer )

170 s i m i l a r i t y _ s c o r e = c a l c u l a t e _ s i m i l a r i t y ( re ference_answer ,

generated_answer )

171

172 anonym_bleu_scores . append ( bleu )

173 anonym_rouge1_scores . append ( rouge [ ’ rouge1 ’ ] . fmeasure )

174 anonym_rouge2_scores . append ( rouge [ ’ rouge2 ’ ] . fmeasure )

175 anonym_rougeL_scores . append ( rouge [ ’ rougeL ’ ] . fmeasure )

176 anonym_meteor_scores . append ( meteor )

177 s imi la r i ty_score s_anon . append ( s i m i l a r i t y _ s c o r e )

178

179 resu lts_anon . append ({

180 ’ t i ck e t_ id ’ : t i cket_id ,

181 ’ que s t i on ’ : quest ion ,

182 ’ re ference_answer ’ : re ference_answer ,

183 ’ generated_answer ’ : generated_answer ,

184 ’ b leu_score ’ : bleu ,

185 ’ rouge_scores ’ : rouge ,

186 ’ meteor_score ’ : meteor ,

187 ’ s i m i l a r i t y ’ : s i m i l a r i t y _ s c o r e

188 })

189

190

191 with open ( ’ resu lts_anon . j son ’ , ’w ’ ) as f i l e :

192 j s on . dump( results_anon , f i l e , indent =4)

193

194 # ≠≠≠≠ RESULTS ANONYMIZED ≠≠≠≠

195 average_bleu_score = mean( anonym_bleu_scores ) i f anonym_bleu_scores

e l s e 0

196 average_rouge1_score = mean( anonym_rouge1_scores ) i f

anonym_rouge1_scores e l s e 0

197 average_rouge2_score = mean( anonym_rouge2_scores ) i f

anonym_rouge2_scores e l s e 0
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198 average_rougeL_score = mean( anonym_rougeL_scores ) i f

anonym_rougeL_scores e l s e 0

199 average_meteor = mean( anonym_meteor_scores ) i f anonym_meteor_scores

e l s e 0

200 average_simi lar i ty_anon = mean( s imi la r i ty_scores_anon ) i f

s imi la r i ty_score s_anon e l s e 0

201

202 pr in t ( "ANONYMIZED PIPELINE . . . " )

203 pr in t ( f " Average BLEU sco r e : { average_bleu_score } " )

204 pr in t ( f " Average ROUGE≠1 s co r e : { average_rouge1_score } " )

205 pr in t ( f " Average ROUGE≠2 s co r e : { average_rouge2_score } " )

206 pr in t ( f " Average ROUGE≠L sco r e : { average_rougeL_score } " )

207 pr in t ( f " Average METEOR sco r e : { average_meteor} " )

208 pr in t ( f " Average S i m i l a r i t y Score : { average_simi lar i ty_anon } " )
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6.3.4 Test results
Accuracy Evaluation

The metrics used to evaluate text generation accuracy include BLEU and ROUGE.
What these metrics do is that they compare the generated words against a reference
sentence (in this scenario, it is the expected answer based on the SOC ticket). The
following discussion explains how these measurements function as well as what
their outcomes show.

- BLEU Score (Bilingual Evaluation Understudy)
The BLEU score measures the overlap of n-grams – sequences consisting of n words
– between the synthetic text and the reference text. A BLEU score is developed to
measure a reference text with its hypothesis text; the higher the BLEU score, the
closer the texts are.

- ROUGE Score (Recall-Oriented Understudy for Gisting Evaluation)
ROUGE is a set of metrics that measures the recall and precision of n-grams,
sentences, and words between the generated text and the reference text.

The results obtained from running the anonymous and non-anonymous pipelines
show a comparison of the accuracy of the responses generated for the SOC tickets.

For the non-anonymized pipeline, the results show an average BLEU score of
0.3816, indicating a good match between the generated and reference responses
regarding n-gram sequences. The average ROUGE scores are as follows: ROUGE-1
(0.7082), ROUGE-2 (0.5756) and ROUGE-L (0.6819). These values suggest signifi-
cant overlap, especially in unigram matches (ROUGE-1) and long word sequences
(ROUGE-L).

The scores are a bit lower with the anonymized pipeline. The average BLEU
goes to 0.3597, and the average ROUGE scores slightly lower: ROUGE-1-0.6557,
ROUGE-2-0.5303, ROUGE-L-0.6283.

This drop could be explained because anonymization affects the content of the
tickets, especially for the questions whose answers require explicit information,
such as ’Which user was attacked?’. In the case of non-anonymized tickets, the
answer includes the real name of the user involved. However, these names are
substituted with pseudonyms or generic terms in the anonymized pipeline in the
process of anonymization. This creates a mismatch in content and generally lowers
the accuracy of the answers generated when compared to the reference answers.
This especially influences ROUGE scores, which quantify word overlap between the
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generated and reference responses, and BLEU scores, which evaluate word sequence
similarity.

Generally speaking, anonymization affects the quality of responses generated, being
moderate in questions about sensitive data, because the performance decreases
both in terms of accuracy and lexical similarity. Such a decrease can be noticed in
the case of questions like ’Which user was attacked? ’, when for non-anonymized
tickets, the exact answer would include the username, but for anonymized tickets,
it would be different because of the anonymization process. Despite this fact, the
model performed well, which refers to that it could rid of entities while maintaining
consistent answers, even in anonymized contexts.

Another good example of such a trend in questions is ’What is the severity of the
incident? ’, whose reference answer was ’The severity of the incident is "High.".
Here, the generated answer was ’The severity of the incident is High.’, which gave
a BLEU score of 0.809 and ROUGE scores of 1.0 in both the non-anonymised and
anonymised versions. By contrast, anonymization heavily cut down the scores in
regard to more specific questions, such as ’Where is the responsible person? ’. The
correct answer should be ’The responsible person resides in Milan, Italy’, whereas
the anonymized context produced the answer ’The location of the responsible
person is Fuenteston, Meltonland’, reaching a BLEU score of 0.128 and a much
lower ROUGE score: ROUGE-1 0.556, ROUGE-2 0.375 and ROUGE-L 0.444.
This difference evidences how individual questions over sensitive data lead to a
drop in quality of generated responses and points to the problem of anonymization
regarding the valid maintenance of information.

Fluency Evaluation

Fluency of the generated text indicates how natural and smooth the text is. To
measure fluency, we use METEOR. METEOR is a weighted harmonic mean of
precision and recall, typically with higher weight given to recall, and is designed to
be more correlated with human judgment than some of the other automatic metrics.

These results indeed show that the average METEOR score for the non-anonymized
pipeline is as high as 0.711, reflecting very fluent responses. In contrast, the average
METEOR score of anonymized pipeline decreases to 0.683; therefore, anonymizing
sensitive information results in a moderate decline in fluency.

For instance, the question "What is the username of the responsible person?"
got the answer with a very high METEOR score, 0.921, in the non-anonymized
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context: "The username of the responsible person is John Doe." The model gener-
ated "The username of the responsible person is Carrie Juarez", while the context
was anonymized; this score drastically went down to 0.611.

Also, for the question "What is an attack vector? ", both with and without
anonymization, the answer had the same content; thus, for both, a high METEOR
score of 0.999. That again goes to reveal how fluency in the response can be retained
even in anonymized contexts whenever the generated text is rather proximate to
the reference answer.

These results confirm that although fluency remains largely high, specific names
and sensitive information are very important for fluency in anonymized generated
responses; therefore, overall performance is affected.

Context Conservation Evaluation

This is especially close to CC, which is STS: Semantic Textual Similarity. This
basically measures how similar in meaning the generated text is from the source.
Indeed, as can be seen from the results, the average similarity scores between the
non-anonymized and anonymized pipelines differ greatly. The average score for the
non-anonymized pipeline is 0.812, indicating a strong alignment in meaning with
the reference answers. It is observable that the anonymized pipeline has an average
score of 0.748 for similarity and manifests a moderate decline on this dimension
concerning contextual preservation.

For example, for the question "What type of data was exposed?", the non-anonymized
answer, "The exposed data is ’User Credentials, " returned a very similar score,
0.951. Surprisingly, the exact question was anonymized and the same response
was given, also returning a score of 0.951, which demonstrates that the model can
maintain contextual coherence on anonymized inputs when the information itself
isn’t sensitive.

It went as high as 0.890 when asking "What is the user name of the responsi-
ble person?", against non-anonymized "The user name of the responsible person
is John Doe, whereas in an anonymized setting generated "The user name of the
responsible person is Stephen Wang, " to which the score went as low as 0.582.
Namely, anonymization modification of some identifiers can affect the semantic
matching of the generated output against the original reference.

These findings further support the view that sensitive information plays a sig-
nificant role in maintaining contextual similarity in generated responses. On the
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other hand, although doing well in the non-anonymized context, the model has
brought in challenges in preserving the meaning depicted by the low similarity
scores.

Discussion

In this work, anonymization performance is evaluated on the generated text based
on key metrics such as BLEU, ROUGE, METEOR, and STS. Based on the ob-
tained results, it seems that the anonymization of data and the quality of responses
generated are somehow related to one another.

Speaking about the accuracy of the models, the average BLEU and ROUGE
scores represent that this model works relatively well in anonymized and non-
anonymized contexts; however, sensitive information causes quite a noticeable fall
in its performance. Where the BLEU score averaged 0.382, in the anonymized
pipeline, this went down to 0.360 and similarly went the ROUGE scores. That
would alone insinuate that without identifiable information, the model can’t main-
tain lexical similarity, let alone contextual accuracy.

This is further corroborated by the METEOR scores, which drop from 0.711
for the non-anonymized pipeline to 0.683 in the anonymized context. Fluency
within generated text was relatively similar across the two conditions, with gram-
matical correctness and coherence in the model responses. The drop in METEOR
score here would therefore hint at the presence of some sort of trade-off where
either fluency or retaining the main contextual elements was reduced as a result of
the anonymization process.

Another informative test taken was semantic similarity, where the average score
for similarity for a non-anonymized pipeline stood at 0.812, while it was highly
reduced to 0.748 for anonymized responses, showing that anonymization really
reduces the performance of the model in retaining intended meanings of responses.
That has been proved by concrete examples, such as the difference of answers when
the input contains sensitive data, which shows that though the model may save
some context, the change of key identifiers results in semantic degeneration.

The summary findings confirm that while responses produced from a text generation
model are coherent and fluent, anonymization gives birth to challenges that reduce
the precision, fluency, and semantic similarity of the generated outputs. The results
bring into light the consideration of the effect caused by anonymization of data
toward real-world applications, especially in prime characteristic aspects such as
accuracy and integrity of context.
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LLM’s Response to Anonymization

In this section, we analyzed the performance of LLM on both anonymized and
non-anonymized tickets. While anonymizing, sensitive information should not
be disclosed without breaking the context or distorting the meaning in the data.
Metrics comparison will give a basic idea of how well the model adapts and performs
in anonymized conditions. Anonymization in general means substituting sensitive
information, which could refer to an individual or a well-defined location for a
more general placeholder. An example could be "John Doe," which can be a sort of
username; it would then be anonymized into the general name "User" or "Responsible
Person." While this is an important protection of privacy, there is no doubt that
it reduces the full contextual richness of the data. The overall performance of
LLM was also gauged using BLEU, ROUGE, and METEOR together with their
similarity scores. Following are the results; overall, they tend to outline how in
general anonymization reduces the accuracy and quality of responses generated:

• BLEU and ROUGE Score: whereas for non-anonymized tickets, the average
BLEU score was 0.3816, for anonymized tickets it was 0.3597. Furthermore,
it can be observed from all variants that the ROUGE scores decreased. The
values are 0.7082 and 0.6557 for the ROUGE-1 score for non-anonymized and
anonymized tickets, respectively.

• METEOR Scores: From an average score of 0.7110 for the non-anonymized
tickets, METEOR went down to 0.6826 for anonymized tickets, hence showing
loss both fluently and at par with human judgment.

• Similarity Scores: The average score of similarity decreased in that the non-
anonymized tickets scored 0.8116, while for the anonymized tickets it fell to
0.7484. What this means is that there was some semantic misalignment in
the responses generated against the reference answers while anonymizing the
information.

Specific questions showed that the anonymization of some data was indeed quite
hard for the model. More general questions, like "What is the level of the inci-
dent?", received a high score independently of the anonymization. On the contrary,
questions that required more sensitive information-such as "What is the location
of the responsible person?"-received much lower scores due to the nature of the
anonymized responses.

Above, the relevance in LLM responses is evident, even when no named entity was
identified to bring down the average quality of responses. In the case of sensitive
data removal or modification, information integrity is hard to maintain, as shown
by the reduced score for the metric. This surely will be refined in the anonymization
techniques of the future so that its impact is not so reflected in model performance.
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6.4 Conclusions and future developments

6.4.1 Analysis of the limits and criticalities of the project

The main goal of this research is to explore and compare various open-source tools
for tokenization and anonymization in large-scale language models (LLMs). While
this study provided valuable insights into the performance of these tools, several
limitations and challenges have highlighted areas requiring further exploration.

Exploiting open-source tools such as Microsoft Presidio for the purpose of to-
kenization and anonymization is one of the biggest limitations of this research.
While Presidio is versatile and appreciated by the community, it is likely to lack
some of the minute capabilities of more elaborate proprietary solutions. This
limitation prevents generalization of the results obtained to contexts using different
tokens and anonymization methods, including newly developed tools better inte-
grated with other applications and containing more subtle constructs.

Another limitation is having to rely on artificially generated SOC tickets due
to the concerns of privacy and security. Such synthetic data allows for controlled
experimentation, but it has inherent complexity and variation in real documents
that are scarcely copied into surrogate files. Hence, it is doubtful if models that
are trained and tested on synthetic datasets would realistically perform well in
practical applications. This would also involve real data in future research, which
could require a few more steps of anonymization, but the goal should be to check
the efficiency of tokenization and anonymization techniques on real data.

Furthermore, the assessment methods used – BLEU, ROUGE, METEOR, and
semantic similarity (STS) – can cause an inadequate measure of tokenization and
anonymization effects on the model. For example, high METEOR values mean
fluent translation, but this fluency means sacrifying the meaning and relevance in
sensitive topics. Likewise, metrics such as BLEU and ROUGE just focus on lexical
features and mishandle deeper problems concerning context and even meaning
coherency. This is an indication that there is a wanton need to expand these
assessments to capture additional revelation rates that are more adequate for
measuring tradeoff between privacy and model accuracy.

Moreover, the experiments were limited to specific document types, which, al-
though crucial for illustrating tokenization and anonymization, do not represent the
full range of contexts in which these methods may be applied. Expanding the scope
of document types—such as those from healthcare, social media, and customer
service—could yield valuable insights into the applicability and effectiveness of
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these techniques across diverse scenarios.

The project methodology itself, taking into consideration only tokenized versus
non-tokenized scenarios, may have failed to capture other relevant factors. It, there-
fore, follows that more investigation is needed into how different anonymization
strategies have an impact on the quality of diverse tasks in NLP and how the
tokenization interacts with the other jobs in NLP, including emotional analysis
and NER. Knowing such interactions would put a stop to how tokenization and
anonymization influence different NLP processes and related trade-offs.

At last, the last weakness of the study is the use of fixed criteria and lack of
an applied dynamic analysis model. Current assessment procedures are usually
performed once in a blue moon, and there is little to no real-time feedback solicited
from models at the time of tokenization or anonymization; an iterative assessment
methodology might provide deeper insight into the inherent intricacy of the two
processes.

In conclusion, it is necessary to summarize that there are some limitations and
potential directions for research while broadening the existing understanding of how
tokenisation and anonymisation tools are valuable in LLMs from the findings of
this study. These are the extension of models and tools, the application of life data,
enhanced criteria of assessment, expansion of the documents’ applicability, and
NLP tasks. Overcoming these limitations is vital to advancing both best practice
in safely and effectively evolving toward new state of the art and real-world usage
of tokenization and anonymization in immediate environments and contexts.

6.4.2 Final considerations and possible future developments
This study investigated the complex interplay among tokenization, anonymization,
and large language models, with a particular focus on leveraging open-source
tools like Microsoft Presidio alongside advanced models such as GPT-4o-mini.
These types of process investigations and associated outcomes regarding model
performance are a key method toward uncovering insight into challenges that
arise when attempting to balance data privacy with model effectiveness within
LLMs. Perhaps one of the biggest takeaways from this study was the rather stark
tradeoffs between privacy protection and model performance. While tokenization
and anonymization are cardinal protective measures for sensitive information, the
degraded functionality, contextually correct, and broader efficiency of the output
from LLMs are often by their cause. It shows the following dichotomy: a challenge
that competes for the future of work, which is the urgent need for technological
advances that could further improve such techniques in a balanced equilibrium
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between privacy and utility. Particularly, this has great ramifications on the
fact that LLMs find their place in industries where data privacy is thought of
as paramount, like healthcare, legal services, and finance. Indeed, the adoption
of superior models, such as GPT-4o-mini, would mark one more step further in
that direction. Ability for refinements by further research in tokenization and
anonymization methods that would provide the necessary support in operational
requirements for sensitive applications while staying strong in performance metrics
becomes requisite.

Future Developments in Advanced Language Models

A promising avenue for future research involves analyzing newer advanced LLMs,
such as GPT-4, PaLM, or any similar models, going far beyond the best-suited
models discussed here, for way greater comprehension and generation capabilities
and thus also yielding much better results on tokenized and anonymized data. That
would be an interesting comparison, showing how the new models work with such
tokenized data compared to the previous ones, while currently, LLMs are under
development for more complex and more privacy-preserving forms of input.

Advanced machine learning methodologies, including reinforcement learning or even
transfer learning, actually enable these models to adapt dynamically to a variety
of forms of tokenization or anonymization. It would be how the LLMs would bring
better recognition and process the tokenized or anonymized inputs to give outputs
much more dynamic while retaining the integrity of the context even when massive
changes might have been made to the input data.

Domain-Specific Tokenization and Anonymization

Another promising avenue of further research has to do with domain-specific de-
velopments in tokenization as well as anonymization techniques. Since different
applications and domains have different requirements concerning the trade-off
between data privacy and utility, there is no general approach to tokenization. In
this respect, efficiency would probably be enhanced if tokenization and anonymiza-
tion techniques could be done in a domain-specific way, providing domain-specific
methods for medical data, financial transactions, or legal documents. Such models
promise to provide more valid output under these conditions, while they capture
the context and the importance of data.

Valuable consideration of this research direction would be important concern-
ing multi- and multilingual anonymization and tokenization that may shed light
on international use. Though most organizations try to function in a multilingual
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environment, the most important research direction is anonymization and tokeniza-
tion of data in several languages without a loss of model performance. This is
particularly enhanced by the development of multilingual tools and models that
make the process of tokenization easier for many languages, such as those with
complicated grammatical structures or those with poor training datasets, hence
enhancing the efficiency and applicability of LLMs globally.

Enhanced Evaluation Metrics

While BLEU, ROUGE, and perplexity are relevant current measures, they, enable
little more than superficial insight into the performance of LLMs. These may not
be fully sensitive to the subtler effects of tokenization and anonymization on model
output. Future work should be devoted to developing more sophisticated metrics
regarding the semantic integrity of data, contextual coherence, and practical use.
These would provide a better view of the performance of these models in detail and
give an idea of exactly how these protection-of-privacy technologies are affecting
the overall quality of the LLM output.

Quantitatively, informed data measurements of the trade-offs between privacy
and data utilization will inform and guide future development in special ways. For
instance, metrics representing how much tokenization undermines semantic meaning
or metrics of model strengths in inferring the missing context of anonymized inputs
would yield quite a lot of insight into the relative efficacy of different methodologies.
Evaluation that involves human contribution, perhaps, gives a better description
of the performance of models where actual situations are judged by man in terms
of appropriateness and relevance of model outputs.

Integration with Other NLP Tasks

Another very promising direction for future research is the relation between tok-
enization/anonymization and other tasks of NLP. Assuming that at the moment
there is a trend toward the use of LLMs in harder applications, which would require
several NLP tasks, such as sentiment analysis, named entity recognition-NER, ma-
chine translation, and summarization, it will be relevant to know how tokenization
and anonymization influence such tasks. For instance, tokenization may negatively
affect NER due to obscuring significant entities; anonymization may reduce the
performance of sentiment analysis by removing contextually relevant information.
The investigation of such interactions may result in more harmonious and robust
NLP systems, serving their better purpose on tokenized and anonymous data for
multiple tasks.
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Moreover, generative AI development really will enable the integration of to-
kenization and anonymization techniques with generative models to make the
models developed much safer and more confidential. Example: If sensitive input
data feeds into an LLM, it should be treated in such a way that the content that
it generates does not reveal sensitive information without any need. These would
further develop the generative models of the future, which had embedded capabili-
ties for tokenization and anonymization to make generated outputs contextually
correct, even down to the accuracy of privacy.

Adaptive and Context-Aware Tokenization

Other promising lines of effort for the future relate to developing adaptive and
context-oriented tokenization systems. While LLMs will continue to be applied
to a very wide range of tasks-from customer service chatbots to the analysis of
legal documents-their potential in dynamic adjustment of tokenization strategies
according to the particular context of incoming data also start playing more and
more an important role. One is that an adaptive tokenization system learns from
the input data and selects the best-suited method of tokenization. This system
maintains context and meaning while providing extremely good privacy protection.

Such systems could be designed to address emerging aspects of privacy and sensi-
tivity of new data. For example, new data types in emerging digital communication
may require new methods for tokenization and anonymization, such as for multi-
media, biometrics, or interactions on social networks. This might also be a future
direction: the development of tokenization systems that can adapt these new data
types so that LLM would remain powerful and sensitive in a progressively digital
world.

Conclusion and Long-Term Vision

The paper gives a basic understanding of how tokenization and anonymization affect
LLMs and gives necessary insight into the development of more powerful and secure
systems of NLP. But this journey is still not over. Advanced model integration
to domain-specific approaches, using more sensitive metrics of performance, and
systems of tokenization that might adapt future options to explore become many
indeed.

Consequently, when LLM becomes central in most of the applications, the need
for sophisticated and privacy-protecting methods will increase even further. With
further innovations in those aspects, LLMs will continue to be powerful, reliable,
and safe for the future, as researchers and practitioners may find out. The ultimate
goal is to make a new breed of LLMs ensure that it offers the state-of-the-art
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understanding and generation of human languages while guaranteeing the highest
level of data privacy and security to enable operation even in the most sensitive
and demanding environments.
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Chapter 7

Conclusion

7.1 Summary of the key points of the thesis

This thesis embarks on a comprehensive exploration of the critical challenges and
opportunities presented by the intersection of Generative AI (GenAI) and data
protection, particularly focusing on how these rapidly advancing technologies can
be managed to mitigate risks while maximizing their potential benefits.

To begin with, this will be a long historical account of Generative AI-or the
roots and progress from a purely theoretical foundation to practical implementa-
tions today. It is such a historical understanding that allows one to see how GenAI
came to become such a powerful instrument of human-like content creation: text,
images, and even videos. This paper summarizes the cumulative developments that
enable modern-day GenAI, with a focus on milestones and key players driving their
development. This forms the foundation of current-day capability and limitation
in understanding GenAI, along with subsequent discussion of security and privacy.

In this regard, the thesis elaborates on this historical background and empha-
sizes the current threats that are posed to GenAI. The research enlarges fully on
various security and privacy risks arising from deploying the technologies of GenAI,
at least within sensitive domains. This therefore covers a wide-ranging set of
possible threats from biased or misleading content creation, deepfake proliferation
to an increased risk for cyberattacks against AI systems. The thesis hence presents
the argument that while GenAI has immense promise, there are unique challenges
that need to be tackled first for this technology to ensure that misuse does not
occur but rather serves responsible use.

It finally considers all the identified threats, explores several strategies of risk
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mitigation, and discusses data protection frameworks. Further, it extends an
elaborate discussion on how existing privacy frameworks can be adapted and put to
work in the context of GenAI by outlining guiding principles that ensure the secure
development of GenAI, underlining aspects such as transparency, accountability,
and robust security along the whole AI lifecycle. Specific techniques, such as data
anonymization, tokenization, and encryption, will be comprehensively covered, with
examples of how such techniques can effectively be used in practice across a range
of sectors. In other words, the course will make sensitive information not detectable
but still enable the function of the GenAI systems effectively.

The other contribution of this thesis is about the experiments carried out with data
tokenization and anonymization within systems where AI is generated. The major
part of this thesis represents the empirical investigation of such techniques executed
in order to assess the efficacy of such techniques for improving the protection of
data. First, a basic description of objectives and goals is given, followed by the
description of methodology and experimental setup of this study. It describes
how to choose appropriate tools for tokenization and anonymization based on a
set of defined metrics and then compare them. These experimental results show
different ways of influencing the performance and security of GenAI models through
tokenization and anonymization. This is very important for practical applications
of such methods to guide developers and practitioners in the field.

The thesis concludes by synthesizing the key findings from the research and dis-
cussing their broader implications. Limitations with regard to undertaking this
study are reflected by recognizing the fact that balancing privacy-utility trade-offs,
when it comes to GenAI, has complexities and challenges. Future research avenues
as noted in the thesis make a point that the study and innovation in the field of
data protection in AI technologies is actually a process. This includes explanation
of anonymization techniques in detail, embedding security into the development
phase of GenAI, and testing new frameworks to make sure of total compliance with
all issues related to ethics and the law pertaining to AI.

Overall, this thesis contributes to the growing body of knowledge on the safe
and ethical deployment of Generative AI, offering practical insights and recommen-
dations that can inform both current practices and future advancements in the
field.
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7.2 Discussion of the results and their impact

The experimental analysis conducted in this thesis has provided substantial insights
into the effectiveness and limitations of various tokenization and anonymization
techniques applied to large language models (LLMs) within the context of Genera-
tive AI (GenAI). The results have brought out a few key considerations necessary
to understand the development and deployment of AI systems in general, more so
in AI operating sensitive or personally identifiable information.

In a nutshell, the findings validate that tokenization and anonymization need
to be implemented to increase data security; however, the method applied and the
character of the data being processed depends greatly on the effect of their impact
on LLM performance. For example, some experiments showed that tokenized and
anonymized data gave lower scores of BLEU and ROUGE than non-tokenized
data did. This means a loss in linguistic accuracy and a decrease in the similarity
of generated texts to their originals. This means that the training needs more
significant and contextually relevant words; this can be realized from models such
as GPT-4o-mini, which outperforms older models in handling complex linguistic
tasks. Graced with such capabilities, another important thing realized from the
analysis is how different models apply tokenization and anonymization to data.

For example, GPT-4o-mini proved to be more resistant during tokenization and
able to handle coherence with context better compared to some models like T5.
It has also recorded an increase in perplexity, mainly for anonymized text, which,
however, meant that while fluent text was delivered by the model, the quality and
coherence of its output were challenged. As this trend shows, with an increase
in perplexity, there is increased difficulty in predicting subsequent words across
sequences. This partly evidences some of the complexities in utterance interpre-
tation when malformed input is processed. Second, this research again proved
that tokenization and anonymization, while reducing the risk of leakage of data
substantially, do not render the data secure. It experimentally showed that certain
information types could still be derivable from anonymized data, albeit with reduced
precision. This would imply that these methods should be complemented with
other security approaches, such as differential privacy or homomorphic encryption
when full protection against leakage has to be achieved.

The subsequent sections underline some of the findings from the experimental
analysis concerning the application of different tokenization and anonymization
techniques on LLMs, in the context of Generative AI. Additionally, underlined
in this study was the fact that tokenization and anonymization make leakage
less likely but do not prevent it. Experimental results showed that some kind of
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information may still be induced from anonymized data; although the accuracy of
the inference would decrease. It underlines the urgent need to supplement these
methods with other security techniques such as differential privacy or homomorphic
encryption, to offer comprehensive protection against disclosure. This will protect
sensitive information without sacrificing the high-quality performance of an AI
system. Fundamentally, these results of the research allow further insight into data
security balancing against the performance of GenAI models. They emphasize
careful consideration of tokenization and anonymization trade-offs with ongoing
methodologies development able to protect user privacy without giving up func-
tional integrity in AI models. The outcome of this work will touch on the design of
secure, reliable, and ethical AI systems that show the way out of the complexities
that characterize data handling in sensitive applications.
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7.3 Final considerations and thoughts

Emerging from this research are some reflections and insights, binding data security,
model performance, and ethical considerations together in a rather delicate manner
in the context of GenAI. The wide-scale exploration conducted in this study con-
cerning tokenization and anonymization techniques revealed several strengths and
limitations methodologies currently exist about how they affect the functionality
and accuracy of Large Language Models. While these techniques are indispens-
able in the protection of sensitive data, most especially in this modern era where
data privacy is cardinal, the findings have pointed out the delicate balance that
needs to be maintained so as not to undermine the very systems they are protecting.

Of the many takeaways from this research, perhaps the most salient one is that
no single approach to tokenization or anonymization is universally optimal. Per-
formance for these techniques is highly context-dependent, depending strongly on
the nature of the data, the specific LLM employed, and the intended application.
This realization extends to the general thoughts on the need for adaptive and
customizable strategies of data protection, keeping in view the peculiar demands of
every single AI system and its use case. Since AI is becoming part of every sphere,
from finance to healthcare, such adaptability will be highly important in ensur-
ing measures for data protection do not come at the cost of performance or accuracy.

Moreover, this study sheds light on the ethical dimensions of AI development,
particularly concerning the potential for bias and reduced transparency introduced
by tokenization and anonymization. The degradation in model performance ob-
served in the experiments reminds us that these methods, important as they are
for privacy, may inadvertently drive the output to be less reliable or even more
error-prone. This again provides a forceful argument to the AI community for more
sophisticated algorithmic developments that can retain data privacy without losing
quality or fairness in AI outputs. Looking to the future, several lines of inquiry
emerge from the observations that result from this study.

There is a subsequent need for more hybrid approaches, which include tokenization
and anonymization merged with state-of-the-art security measures in differential
privacy or secure multi-party computation, for better protection of data and model
robustness. What is more, the continuing process of LLMs’ evolution opens oppor-
tunities to come up with new algorithms and frameworks that would be resilient to
these challenges out of the box.

In conclusion, this work has contributed not only to the knowledge base related to
data tokenization and anonymization but also pointed to very important questions

113



Conclusion

regarding the future vector of AI development. The conclusions of this study will
therefore form the bedrock for developing more secure, effective, and ethically
appropriate systems as we work toward more sophisticated AI systems. This
thesis confirms the holistic approach in AI research-that is desired from the section
leaders-regarding the delicate balance between innovation, security, and ethical
responsibility.
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Appendix A

Example of SOC Tickets
used in the analysis (before
and after anonymization)

{
"attack_vector": "Phishing",
"timestamp": "2004-12-16",
"status": "Open",
"priority": "High",
"description": "Phishing email received by employee.",
"assigned_to": {

"user": "James Wilson",
"email": "brendamoore@example.org",
"role": "Admin",
"password": "hello123"

},
"compromised_data": "User Credentials",
"target_ip": "145.78.224.175",
"location": "Troyland, West Marthaland"

}

Figure A.1: SOC ticket #1 after anonymization with Microsoft Presidio
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Example of SOC Tickets used in the analysis (before and after anonymization)

{
"attack_vector": "Phishing",
"timestamp": "2024-09-10T09:30:00Z",
"status": "Open",
"priority": "High",
"description": "Phishing email received by employee.",
"assigned_to": {

"user": "John Doe",
"email": "jdoe@example.com",
"role": "Admin",
"password": "hello123"

},
"compromised_data": "User Credentials",
"target_ip": "10.0.0.5",
"location": "Milan, Italy"

}

Figure A.2: SOC ticket #1 before anonymization with Microsoft Presidio

{
"attack_vector": "DDoS",
"timestamp": "1970-04-09",
"status": "In Progress",
"priority": "Critical",
"description": "Distributed Denial of Service detected on company website.",
"assigned_to": {

"URL": "http://davis.com/"
},
"compromised_data": "Company Website",
"target_ip": "5.93.104.60",
"location": "East Markmouth, Haydenstad"

}

Figure A.3: SOC ticket #2 after anonymization with Microsoft Presidio
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Example of SOC Tickets used in the analysis (before and after anonymization)

{
"attack_vector": "DDoS",
"timestamp": "2024-09-11T14:20:00Z",
"status": "In Progress",
"priority": "Critical",
"description": "Distributed Denial of Service detected on company website.",
"assigned_to": {

"URL": "www.google.it"
},
"compromised_data": "Company Website",
"target_ip": "110.0.2.38",
"location": "New York, USA"

}

Figure A.4: SOC ticket #2 before anonymization with Microsoft Presidio

{
"attack_vector": "Data Breach",
"timestamp": "2019-03-24",
"status": "In Progress",
"priority": "Critical",
"description": "Sensitive data exfiltration detected.",
"assigned_to": {

"user": "Richard Cruz DDS",
"email": "taylorkyle@example.org",
"role": "Non-Admin"

},
"compromised_data": "User Sensitive Data",
"target_ip": "183.49.15.12",
"location": "Paulberg, Townsendstad"

}

Figure A.5: SOC ticket #3 after anonymization with Microsoft Presidio
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Example of SOC Tickets used in the analysis (before and after anonymization)

{
"attack_vector": "Data Breach",
"timestamp": "2024-09-14T12:30:00Z",
"status": "In Progress",
"priority": "Critical",
"description": "Sensitive data exfiltration detected.",
"assigned_to": {

"user": "Emily Davis",
"email": "edavis@example.com",
"role": "Non-Admin"

},
"compromised_data": "User Sensitive Data",
"target_ip": "192.168.10.50",
"location": "Berlin, Germany"

}

Figure A.6: SOC ticket #3 before anonymization with Microsoft Presidio

{
"attack_vector": "Malware",
"timestamp": "1988-05-16",
"status": "Open",
"priority": "High",
"description": "Malware spreading via shared network drive.",
"assigned_to": {

"user": "Bradley Rowe",
"email": "zfarrell@example.net",
"role": "Admin"

},
"compromised_data": "User Shared Network Drive",
"source_ip": "177.249.220.240",
"target_ip": "217.233.103.4",
"location": "Port Elizabethfurt, West Michellechester"

}

Figure A.7: SOC ticket #4 after anonymization with Microsoft Presidio
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Example of SOC Tickets used in the analysis (before and after anonymization)

{
"attack_vector": "Malware",
"timestamp": "2024-09-16T07:50:00Z",
"status": "Open",
"priority": "High",
"description": "Malware spreading via shared network drive.",
"assigned_to": {

"user": "Sarah White",
"email": "swhite@example.com",
"role": "Admin"

},
"compromised_data": "User Shared Network Drive",
"source_ip": "10.1.2.15",
"target_ip": "10.1.2.45",
"location": "Paris, France"

}

Figure A.8: SOC ticket #4 before anonymization with Microsoft Presidio
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