
POLITECNICO DI TORINO

Master’s Degree in ICT for Smart Societies

Master’s Degree Thesis

Microgrids for Radio Access Network
Resilience

Supervisors

Prof. Michela MEO

Dr. Greta VALLERO

Candidate

Umberto BROZZO DODA

October 2024



Abstract

The power grid supply is always challenged by external factors that may significantly
decrease its ability to be able to provide the amount of energy required, therefore
making the system unreliable. Many infrastructure relies on the energy provided
by the power grid supply and they may malfunction or stop functioning altogether
if the energy provided is insufficient. Among these infrastructures, the ones that
are most affected by this behavior are the communication infrastructures. The
continuity of the communication services is therefore at risk and new ways to make
the system more reliable must be found. A possible solution is to supply them
through Renewable Energy Sources (RES), particularly Photovoltaic (PV) panels.
Moreover, the new smart grid paradigm may allow the possibility to cluster Base
Stations (BSs) in the same Radio Access Network (RAN) in a Micro Grid (MG) to
be able to exchange the produced energy provided by the PV panels and maximize
the continuity of the service when the power grid is not working, as it happens
during Power Grid Outage (PGO). The main purpose of this Thesis is to analyze
how different characteristics of this scenario and different strategies implemented to
manage the energy produced by the PV panels may change the Quality of Service
of the system.
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Chapter 1

Introduction

In the last few years, the amount of radio traffic generated by our devices has
exponentially increased, as shown in [1], where the data reported from the last ten
years shows that mobile data traffic has increased almost 300 times from 2011 to
2021. To be able to face these changes, a reliable infrastructure is required. One of
the main causes of disservice is the amount of service outages in the communication
network.

As explained in the annual telecom security incidents report provided by ENISA
in 2021, [2], the number of incidents affecting the telecom has increased from 2010
to 2021.

ENISA also provides a tool to visualize data regarding incident reports. This
tool, called CIRAS [3], can be used to obtain statistics about incidents’ cause, their
severity, and which technical assets were affected during the incidents.

As shown in Fig.1.1, the number of incidents in 2023 is more than twice the
number in 2012. It is also important to notice that, in the last few years, the
number of incidents has been stable with a mean of 187 incidents per year.

Figure 1.1: Number of incidents reported per year in the telecom
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Introduction

In Fig.1.2 the classification of those incidents by severity is reported. It shows
how the number of incidents with a very large impact has been decreasing since
2017 but those incidents are still the most frequent.

Both Fig.1.1 and 1.2 report no data for the current year, this is probably due to
the fact that reports of the incidents have not been submitted yet.

Figure 1.2: Classification of incidents by severity

In order to understand the entity of the incidents, the number of lost user hours
from 2012 to 2021 has been reported in Fig.1.3, showing a drastic increase in 2021
with respect to any other year.
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Figure 1.3: Number lost user hours reported per year in the telecom, as reported
in [2]
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Looking at the technical assets affected by the incidents in the telecom in 2023
reported in Fig.1.4, it is clear that mobile base stations are among the most affected
systems, being affected by 23% of the occurred incidents.

Figure 1.4: Technical assets affected by incidents in 2023, data taken from [2]

In this scenario, reliability is not enough for the system. A RAN, in order to
provide a useful service to the users, must be resilient, where resilience can be
defined as «the ability to recover from or adjust easily to an unanticipated accident
or change», [4]. Considering the RAN scenario, the ability of the network to
continue providing service even during a PGO, which is an unanticipated accident,
would be considered a great improvement in terms of resilience.

As proposed in [5], the building of a resilient system is composed of three phases,
summarized in 1.5, which are:

• Preparedness: the preventive analysis of the system and its surroundings in
order to assess which technology best suits the desired purpose and their
implementation;

• Response and Relief: the operation of the system under natural hazards that
disturb the normal behavior of the system;

• Recovery and Reconstruction: the return to normal behavior of the system that
requires finding suitable emergency solutions to be implemented to recover.

3



Introduction

Figure 1.5: Phases to build a resilient system, as stated in [5]

This study will mainly focus on the Response and Relief phase, considering how
the RAN responds to the PGOs, but will also partially cover the Preparedness
phase, evaluating which technologies such as batteries and PV panels must be
implemented beforehand in order to overcome the system disturb.

Since during a PGO, the power grid provides no energy, a way to power the BSs
is required. An emerging solution to overcome this problem is the usage of RESs
placed in proximity to the stations.

Considering the results shown in [6], it is clear that the safest way to produce
energy using RES, and also one of the cleanest, is through the use of PV panels in
order to exploit solar energy.

Another important technology that can be used to enhance the resilience of the
system is the microgrid. As highlighted in [7], MGs are useful technologies that
can be used to improve the resilience of the system with respect to the available
energy.

MGs are becoming very popular nowadays thanks to their flexibility and the
capacity to be easily controlled,[8].

An MG, to function, requires an energy supply, which, in the considered case,
would be provided by PV panels, and an appropriate energy management algorithm
to optimize the distribution of the available energy throughout the grid. The latter
will be one of the main focus of this analysis.

The usage of these technologies in telecommunications has already been proposed
in [5], where the main solutions to improve the resilience of the network are proposed.
Also, the main topologies to implement an MG are proposed and they will be
analyzed in sec.2.
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1.1 Thesis objective
This thesis aims at studying how a system combining these two technologies would
perform. The system is composed of multiple BSs that manage a variable amount
of traffic depending on the hour of the day and the month. Each BS is equipped
with PV panels that provide an energy supply. The BSs are grouped in clusters
and the BS in each cluster are connected to one another in an MG in order to
exchange energy. The considered structure is reported in Fig.1.6.

Figure 1.6: Example of a Radio Area Network composed by BSs arranged in MGs

Since the main focus of this work is on the resilience of the system, only the
times in which anomalous conditions are present are studied. In the case study, the
considered anomalous condition is the one in which a Power Grid Outage occurs.
During a PGO, the MG can only rely on the energy coming from the PV panels.

This study will focus on how different aspects of the configuration of the system
will impact its performance and on how it will perform in different conditions.

The main aspects that will be analyzed will be:

• Different energy management system;

• Usage of batteries;

• Microgrid topology.

The different conditions under which the system will be studied are:

• Different months of the year;

• Different hours of the day, in particular considering hours in which daylight
allows for the PV panels to produce energy;
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• Presence of losses in the links between BSs.

The main indicator that will be studied to evaluate the performance of the
system will be the percentage of traffic that the system can manage under the
studied conditions.

The Thesis is organized as follow:

• Sec.2 review related work analyzing the main technologies used in this work
and their implementation;

• Sec.3 explains which scenarios have been studied and reports the results
obtained in each of them;

• In Sec.4 the results are discussed in order to determine if technologies under
study may increase the QoS provided by the system.
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Chapter 2

State of the Art

The State of the Art will focus on the main technologies and paradigms that will
be deployed in this work. The main aspects to be studied are the following:

• The usage of Microgrid and the modality of their implementation with a focus
on how they can improve the resilience of a system also using Renewable
Energy Sources.

• The modelization of a Base Station to calculate its energy consumption based
on the amount of traffic it is managing.

• The modelization of a PV panels to calculate their energy production.

2.1 Microgrids
As stated by the Conseil International des Grandes Réseaux Électriques (CIGRÉ)
Working Group C6.22 Microgrid Evolution Roadmap (WG6.22), Microgrids are
“electricity distribution systems containing loads and distributed energy resources,
(such as distributed generators, storage devices, or controllable loads) that can be
operated in a controlled, coordinated way either while connected to the main power
network or while islanded”.

In [9], the main qualifiers for a Microgrid are defined. Generators can be any
energy source within the MG, covering both fossil and renewable. Storage devices
enclose all types of energy storage, e.g. electrical, electrochemical, and mechanical,
therefore they also include batteries. Controlled loads refers to all those loads in
the MG whose energy consumption can be modulated, giving more flexibility to
the system in terms of overall energy requirements.

Another important aspect that is taken into account in the paper is the fact
that an MG can operate either while connected to the Grid or in an islanded
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configuration. In the former case, the MG is able to collect energy from the Power
Grid in case the production within the MG itself is not enough to cope with the
consumption of the system. In the latter, the MG only relies on its generators
and storage devices. In this case, the presence of controlled loads become more
important as it allows for the system to modulate its energy consumption based on
the available energy.

Considering the definition given for an MG, it’s possible to define the main
components present in our case study. The Pv panels represents the generators
and they are the only energy source in the system. The controlled loads are the
BSs, that can be turned on and off based on the available production from the
PV panels. Also, batteries are present, which are the storage devices, but their
usage will be studied only in sec.3.5. The considered MGs are usually connected to
the Power Grid, but, since they will be studied under the condition that a PGO is
happening, no energy is provided by the Power Grid, so they can be considered
islanded.

Considering the algorithm used for optimizing the utilization of the resources
produced by the MGs, different algorithms will be studied in sec.3.

In [9], some of the benefits derived from the implementations of an MG are
emphasized, in particular, it is stated that MGs can improve system efficiency,
reduce emissions, and improve power quality and reliability.

As proposed in [10], DERs play a very important role considering the generator
part. The paper also suggests different ways to optimize the utilization of DERs
and different algorithms that can be implemented for this purpose.

As supported in [11], MGs provide great flexibility and adaptability, which are
the main characteristics required to integrate the usage of RES in a system. The
article emphasizes that the usage of RES in MGs can enhance the reliability of the
system and improve its energy efficiency.

MGs are particularly interesting as they help to relieve the Power Grid and
to increase the resilience of a system when Power Grid Outages occur, as shown
in [12], in particular in remote places where a breakdown in the power supplying
infrastructure is more difficult to manage. The study also stresses how important
they are from an environmental point of view as they help integrate RES into the
supply system. Indeed, MGs allow for the usage of both flexible and non-flexible
energy sources, the latter usually requiring storage systems which are crucial to
compensate for the fact that energy coming from RES is not reliable, like in the
case of PV panels producing only during the day and whose production depends
on the amount of available daylight.

The unreliability of the energy sources is one of the main issues that is under
study about MGs, as it leads to a decrease in the voltage of the system and to
a deviation of the frequency from its nominal value, as stated in [13]. Therefore,
studying how to make energy production more reliable is crucial in order to
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improve the system. A possible solution is proposed in [14], where a self-triggering
mechanism to overcome the problem is proposed.

In [15], where a review of the main solutions to reduce the problem of unreliability
of RES is proposed, it is stressed how the main factor that can relieve the system
from this problem is, again, an Energy Storage System. Another proposed solution
is the usage of complementary RES, i.e. using multiple RES which are expected to
produce in different moments, in order to balance one another.

A very crucial point to overcome the fluctuation in energy production is the
implementation of an Energy Management System, as in [16]. This system should
be able to analyze data coming from the MG, forecast the load and production,
and optimize the utilization of energy. Another important aspect of the system
is that it should provide a human interface for the interaction between the MG’s
operators and the MG itself.

Figure 2.1: Comparison of energy produced by photovoltaic and onshore wind,
data taken from [17]

Focusing on the RES used in the MG, in many cases in the literature PV panels
have been used to supply the system. Examples of studies in which MGs are
powered using Photovoltaic can be found in [18], [19], and [20]. In particular, [18]
focuses on the usage of strategies to control the photovoltaic inverters and ensure
the correct output voltage is provided to the system, which is again one of the
main issues to be solved in an MG system as said previously, in [19] a consumption
model of a photovoltaic MG is proposed based on Genetic Wavelet Neural Network,
and [20] focuses again on the stability of the MGs from the voltage point of view.

The large usage of Photovoltaic among all other renewable is supported by the
fact that solar energy is expected to lead a transition towards renewable, along with
wind energy, as explained in [21], an article proposed by the International Renewable
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Energy Agency (IRENA) on the expected results to be obtained using solar energy.
In [22], data are proposed comparing the current and the expected situation in
the future of the utilization of renewable. From 2010 to 2029 the production of
solar energy has increased almost seven-fold, whereas energy generated from the
wind only doubled. By 2050, solar energy is expected to provide 360 GW/year,
compared with 240 GW/year coming from wind energy.

Moreover, data from [17] shows the energy produced by different RES. In
Fig.2.1, data for the energy produced using photovoltaic and onshore wind have
been reported showing an increase in the energy produced by PV panels from 2018.

2.2 Base Stations consumption model

As stated in [23], finding a way to correlate the amount of traffic managed by a BS
and the energy required by the BS to operate is a crucial point in the telecom. The
paper proposes a case study in Ghana and is based on a model of power consumption
based on two components: one traffic-dependent and one traffic-independent. Then
these two components can be divided into other components considering which
elements in the BS consume energy based on the amount of traffic and which
do not. The traffic-independent considered components were the Bas Band Unit
(BBU), the EMUA, the Air Conditioning modules, the Incandescent Bulbs, and the
Rectifier. The only traffic-dependent component considered is the power consumed
by the Radio Unit. The parameters of a model for the traffic-dependent component
are then estimated using a simple linear regression. The proposed model is the
following:

p = α0 + tα1 + ε (2.1)

Where p is the power consumed, t is the traffic managed, ε is a random noise
with zero mean, and α0 and α1 are the parameters of the model.

Another model is proposed in [24]. Starting from the BS scheme present
in Fig.2.2, were the structure of a transceivers (TRX) is reported, the energy
consumption of the BS is calculated as the consumption of a TRX multiplied by
the number of antennas in the BS (considering that each antenna requires a single
TRX).
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Figure 2.2: BS main part scheme

Considering the Power Amplifier, its energy consumption when the efficiency is
ηP A, and the output power is POUT , is equal to:

PP A = POUT

ηP A(1 − σfeed) (2.2)

where σfeed is a factor to take into account the loss given by the distance between
the BS and the antenna, which are usually not in the same place in macro BS.

At this point it is possible to evaluate the energy consumed by the BS considering
the case in which the number of TRX is NT RX , and with a power consumption of
the Base Band Unit PBB and of the Radio Frequency small-signal Unit PRF , as:

P = NT RX

POUT

ηP A(1−σfeed) + PRF + PBB

(1 − σDC)(1 − σMS)(1 − σcool)
(2.3)

where σMS, σcool, and σDC are the losses due respectively to the main
supply,to the cooling system, and to the DC-DC power supply.

From this, a linear model is derived. Considering the energy consumed by the
BS when in sleep mode Psleep, and the minimum non-zero output power P0, the
consumption is eqaul to:

P =

NT RXP0 + ∆pPout 0 < Pout ≤ Pmax

NT RXPsleep Pout = 0
(2.4)

where ∆p is a parameter that must be estimated from data and correlates the
consumption with the output power.
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Another possible way to get the consumption of a BS is to use black box models
like Artificial Neural Network, as done in [25]. In particular, a multilayer perceptron
has been used, composed of fully connected layers. The goal was to estimate the
consumption of BSs, but, since it was expected that some parameters regarding
the system might not be taken into account, some errors in the estimation were
expected. To overcome this problem, the data collected to train the model were
considered noisy, and the mean and standard deviation of the energy consumption
were estimated. The input layer, composed of 84 neurons, was used to input data
regarding both the type of antennas used in the BS and the amount of traffic
managed by the antennas. Than two fully connected were implemented, one with
40 neurons, and the other with 15 (the values were find after an optimization
part). Finally, an output layer was implemented, using neurons with a sigmoid
function. The model was trained using an ad hoc loss function and data from
7500 BSs’antennas. Considering the obtained results, the model had very good
performance, especially considering the MAPE which was lower than 6%.

In [26], a similar model has been used. In this case, the total power consumption
is modeled using the following equation:

p = Na(Pt + Pdsp + νPa) + Pr + Pc + Pbh (2.5)

Where all the elements are reported in Table 2.1, with the value to be used for
the considered case study.

Table 2.1: 5G consumption model parameters

Parameters Description Values
Pt Power required by the TRX 100W

PDSP Power required by the Digital Signal Processor 100W
Na Number of antennas 1
Pbh BH power link 10W
ν Efficiency of the amplifier 0.5
Pc Cooling system 200W
Pr Rectifier power 50W

Since this model is more flexible and allows changing the parameters with ones
more suited for the considered case study, this model has been used in this work.

2.3 PV panels production model
A platform implementing a model for the PV panels production is already imple-
mented at [27].
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The platform allows for the calculation of the amount of energy produced by a
set of PV panels based on different parameters, giving an hourly estimation based
on a typical meteorological year.

The model takes different parameters to take into account the characteristics of
the considered system of PV panels. The main ones used for the case study are
reported in table 2.2 with the value used.

Table 2.2: PV panels production parameters

Parameters Values
Technology crystalline silicon
System Size 4kW

System Losses 14%
DC/AC Inverter Efficiency 96%

Tilt Angle 20°
Azimuth Angle 180°

Location Milan

The platform calculate the energy production using the following procedure,
explained in [28]:

1. Given surface tilt β, surface azimuth γ, solar azimuth γsun, and solar zenith
θsun angles, otained either by the input parameters or by the Solar Resource,
calculate the Angle Of Incidence α:

α = cos−1[sin(θsun)cos(γ − γsun)sin(β) + cos(θsun)cos(β)] (2.6)

2. Calculate the beam of Irrdainace as the beam normal input multiplied by the
cosine of α.

3. Calculate the Plane-Of-Array Irradiance summing the beam componenet with
the ground-reflected diffuse one and the sky diffuesd one, calculated using the
Prez model as in [29]:

Ipoa = Ib + Id,sky + Id,ground (2.7)

4. Calculate τcover, the transmittance through the cover of the PV panels in order
to get the transmitted POA irradiance Itr.

5. Calculate the temperature of the cell, Tcell, as in [30].

6. Compute the loss factor:

L(%) = 100(1 −
Ù

i

(1 − Li

100) (2.8)
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7. Compute the DC power as follow:

Pdc = Ttr

1000Pdc0(1 + ν(Tcell − Tref ))(1 − L

100) (2.9)

where ν is the coefficient that correlate the difference of temperature with
respect to a reference point Tref and the efficiency of the panel, and Pdc0 is
the nameplate DC rating.

8. Considering the inverter model with nominal efficiency ηnom and real efficiency
η, calculate the DC power:

Pac =


ηPdc 0 < Pdc < Pdc0

Pdc0ηnom Pdc > Pdc0

0 Pdc = 0
(2.10)
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Chapter 3

Methodology

To analyze the scenario proposed in Sec.1, a RAN in Milan has been considered.
The network is composed of 1418 BSs. The scope is to analyze how this RAN
would perform during a PGO if MGs were created to connect the BSs.

Each considered BS uses a 5G technology and it works at a frequency of 2.1
GHz using a channel with a bandwidth of a maximum 120 MHz.

In order to simulate the behavior of the BSs during PGO, a framework has
been created, that simulates what happens to the RAN during the PGO. Each
simulation considers multiple MGs (i.e. cluster of BSs) and multiple PGOs. Each
simulation is done with a one-minute granularity.

At each time step of the simulation, three main variables regarding each BS
must be taken into account:

• Production: the amount of power produced in a BS by PV panels placed in
proximity of the BS itself. The data regarding the PV panels production were
collected using the PVWATT tool [27], whose characteristics are explained
in [28]. Thanks to this tool, it is possible to gather information about the
production of PV panels in Milan. The energy produced in the i-th BS at
time t will be referred to as P

(t)
i .

• Traffic: the amount of traffic that is injected into each BS. The data relating to
the traffic were provided by an Italian Mobile Network Operator and refered to
a two-month time period in 2015. In order to be compliant with the increasing
traffic demand in the considered region from the time of the collection of the
data to 2024, the data were scaled according to [31]. The factor used is equal
to 7.5. The amount of traffic injected into the i-th BS at time t will be referred
to as T

(t)
i .

• Consumption: the amount of power required by the BS to remain active and
provide service for all the injected traffic. In order to obtain this amount, a
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model of the energy consumption of a BS is required. The model employed in
this study is the one proposed in [32]. Given the number of elements of the
BS antenna Na, the power required by the transceiver in Watt Pt, the power
required by the Digital Signal Processor Pdsp the efficiency of the amplifier ν,
and the power injected into it Pa and considering the power required by those
elements whose number does not depend on the number of antennas in the
BS, which are the rectifier consuming Pr, the cooling system consuming Pc

and the backhaul link consuming Pbl, the energy consumed by the BS i-th BS
in the MG at time t can be expressed as:

E
(t)
i = t(Na(Pt + Pdsp + νPa) + Pr + Pc + Pbh) (3.1)

As said before, the used framework allows a muli-MG and multi-PGO simulation
with one-minute granularity. In order to do this, the simulator requires three types
of information:

• Traffic load of each BS: as said before, this has been provided by an Italian
Mobile Network Operator. The data refers to a two-month period in 2015 and
reports the hourly load of about 1400 BSs with a 15-minute granularity. The
considered BSs are situated in Milan and its surroundings. Since data from
two months are provided, the average daily pattern has been computed. In
order to be compliant with the framework, the granularity has been changed
from 15 minutes to 1 minute. To do this, at first data were aggregated to get
an hourly granularity. Then the values are linearly interpolated and divided
by 60 to get a granularity of one minute.

• Production of PV panels: as said before, data were obtained through the
PVWATT tool. The tool allows to get data regarding the PV panels production
in the considered area, and it also takes into account the main losses the main
losses the system is subjected to. The obtained data are at hourly intervals
and correspond to a whole year. Data were later scaled to obtain a one-minute
granularity required by the framework.

• PGO time of occurrences and duration: the information regarding the PGO
was collected in [33] using an API that was provided by a Distribution System
Operator. For each outage, it is recorded the month in which it happens,
the hour of the day, and its duration. Since in many cases having outages of
different durations can be misleading and the duration of an outage can affect
the obtained results, files containing information about synthetic outages have
been created and used during the simulations. Synthetic outages are outages
with a fixed duration of one hour, occurring during the same month and each
at a different our of the day, one for each our of a considered time period. Since
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during the PGO the only source of energy are the PV panels, it makes sense to
considered PGOs that happend during the daytime, therefore the considered
time period goes from 8 A.M. to 8 P.M. with the last outage starting at 7.00
P.M. and ending at 7.59 P.M. for a total of 12 outages in each file. This also
means that, when using a synthetic PGOs file in the framework, each MG will
simulate 12 different outages.

The main idea of the used process is to start from a simple configuration of the
MG, from now on referred to as default configuration, and compare the results
obtained with this configuration with those obtained by making changes to it.

The default configuration has the following characteristics:

• BSs are divided into clusters with the same cardinality, N . In this study, two
different values of N will be used, N = 3 and N = 8. The division is done by
putting together BSs with similar characteristics for the incoming traffic (i.e.
the clusters are homogeneous). In order to do this, a K-means approach has
been employed.

• Each BS has a PV panel. All the PV panels generate the same amount of
power (i.e. P (t)i is the same for all the BS in the RAN and it only depends on
the month and hour of the outage, and the time t).

• The BSs are placed in an MG with a fully mashed topology, which means that
all the BSs in the same MG are connected to one another and can directly
exchange energy without the need to send the energy to an intermediate node.

• The connections between BSs are made so that there is no loss during the
exchange of energy.

• Each BS can be in either one of two states: on, which means the BS is working
and all the traffic injected is managed, or off, which means that no traffic is
managed. It is possible to define a variable s

(t)
i which indicates the state of

the BS i at time t and which is equal to 1 if the state is on and 0 if it is off.
The energy consumed by the BS can be expressed as:

C
(t)
i = E

(t)
i s

(t)
i =

E
(t)
i if i-th BS is on,

0 if i-th BS is off
(3.2)

• Each MG has the same resource management strategy to decide, in case
the production of all the PV panels in the MG is not enough to maintain
all the BSs on, which BSs should be turned off. The strategy implemented
is straightforward: in case the production is not sufficient, the BSs should
be turned off in increasing order of traffic. The flowchart of the strategy is
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reported in Fig.3.1. At the beginning, all BSs in the MG are considered active
and the production and consumption of the whole MG are calculated. At this
point, if the consumption is greater than the production, the active BS with
the lowest traffic is turned off. The procedure is repeated until the production
is greater or equal to the consumption.

Start P(t)?C(t) YesEvaluate          
P(t) and C(t)

Stop

Turn off BS i          
i = arg mini Ti

(t*)          
s.t. Si

(t*)=1

No

Set si
(t)=1 for all i

Figure 3.1: Flowchart of the behavior of the MG

In this case, two more variables were defined as follow:

P (t) =
NØ

i=1
P

(t)
i (3.3)

C(t) =
NØ

i=1
C

(t)
i =

NØ
i=1

E
(t)
i s

(t)
i (3.4)

3.1 Comparing traffic characteristics and perfor-
mance in different months

Before starting the analysis described in sec.1, it can be useful to analyze the
characteristics of the default configuration. To do this, true outages were used
considering one outage for each hour (in the considered time range) in each month.
A total of 144 outages were simulated for each MG in the RAN. This procedure
has been applied both when N = 8 and N = 3.

Fig.3.2a shows the average rate of traffic incoming in each BS at each hour
of the day and how it changes in different months. As it is possible to notice,
the traffic is increasing during the day but is pretty much constant during the
year. Fig.3.2b shows the percentage of managed traffic during each PGO. It is
easy to deduce that in the summer period (June, July, and August) when daylight
is present for longer periods, the percentage of managed traffic starts increasing
earlier in the day and stays higher during the evening. Moreover, since the solar
radiation is higher, the percentage of managed traffic is higher as more energy is
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produced. During the winter period (November, December, and January), the
opposite behavior can be seen: the curve representing the percentage of managed
traffic starts increasing later in the day and rapidly decreases again and it reaches
a lower value at peak hours. Fig.3.2c instead shows, for each month, the maximum
percentage of managed traffic during a PGO. As said before, the value is lower in
the winter period and higher in the summer period.
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Figure 3.2: Results of the simulation done with the default configuration when
each MG contains 8 BS

Figures 3.3a, 3.3b, and 3.3c show the same results for MGs containing 3 BSs.
The results show the same behavior seen with the MGs with 8 BSs.

Considering how the month in which the PGO happens affects the data, it is
possible to define a best-case scenario and a worst-case scenario. So, in the next
parts of the analysis, two months will be considered: July and December.
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Figure 3.3: Results of the simulation done with the default configuration when
each MG contains 3 BS

3.2 Comparing different strategies to decide where
to allocate energy available in the MG

It is now possible to start making changes to the default configuration. The first
thing we will analyze is how the control strategy for the management of resources
in the MG affects the performance.

The simple control logic proposed in sec.3 has two main characteristics: it is
memoryless (so the choice at t − 1 does not affect the choice at t) and greedy, based
on the assumption that maintaining active fewer BSs with higher traffic is better
than having more BSs with lower traffic.

Considering these characteristics, two possible changes can be made:
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• Introducing memory with respect to the choice of active BSs made in the
previous timeslot.

• Inverting the order in which the BSs are turned off by favoring the ones with
lower traffic in order to be able to increase the number of active stations.

The latter change can be easily summarized by the flow chart in Fig.3.4.

Start P(t)?C(t) YesEvaluate          
P(t) and C(t)

Stop

Turn off BS i          
i = arg maxi Ti

(t*)          
s.t. Si

(t*)=1

No

Set si
(t)=1 for all i

Figure 3.4: Flowchart of the behavior of the MG, favoring BSs with lower traffic

The implementation of a simple control logic implementing memory is shown
in Fig.3.5. At first, the consumption in case all the BSs in the MG are active is
evaluated. If the production is not sufficient, all the BSs are set to the state that
they had at t − 1. With this state, the consumption is again computed. At this
point, three cases are possible:

• If the new consumption is equal to the production, the algorithm stops.

• If the consumption is higher than the production, the algorithm starts turning
off the BSs with lower traffic until the consumption drops below the production.

• If the consumption is lower than the production, a function σ is defined. The
function, given a value j between 1 and N, returns the index of the j-th BS
with the lowest traffic. At this point the algorithm tries iteratively to activate
a new BS starting from the ones with the highest traffic. The algorithm stops
when all the BS have been evaluated.

In this case, priority is given again to BSs with higher traffic. In fact, when we
want to turn off a BS we select the active one with the lowest traffic, and when
there is an exceeding part of production we try turning on BSs starting from the
one with the highest traffic.

It is also possible to invert the priority order giving higher importance to the BSs
with lower traffic. In this case, when we want to turn off a BS we select the active
one with the highest traffic, and when there is an exceeding part of production
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Figure 3.5: Flow chart of control logic implementing memory giving priority to
BSs with higher traffic

we try turning on BSs starting from the one with the lowest traffic. This logic is
applied in the flow chart reported in Fig.3.6.

In the legends of the images, the words "memory" and "memoryless" are used
to identify whether the used algorithm implements memory or not, and the terms
"Hfirst" and "Lfirst" are used to identify respectively whether higher priority is
given to the BSs with lower or higher traffic. Therefore the scenarios that will be
analyzed in this part are four:

• memoryless_Lfirst: case in which there is no memory and priority is given to
the BS with higher traffic. It is the default configuration.

• memoryless_Hfirst: case in which there is no memory and priority is given to
the BS with lower traffic.

• memory_Lfirst: case in which memory is implemented and priority is given
to the BS with higher traffic.
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Figure 3.6: Flow chart of control logic implementing memory giving priority to
BSs with lower traffic

• memory_Hfirst: case in which memory is implemented and priority is given
to the BS with lower traffic.

To evaluate the performance of these four algorithms, they were used in simula-
tions done with MG composed of 3 and 8 BSs (from now on the number of BSs in
an MG will be referred to as cardinality), and both in July and December. The
PGOs used were synthetic outages as explained at the beginning of Sec.3.

The performance indicators used to assess the results were the following:

• Percentage of managed traffic: it is calculated by computing the traffic man-
aged by an MG during a PGO over the total load injected in the same MG in
the same period. In the graph, the average value over all MGs in the RAN is
reported. Moreover, the interval between the minimum and maximum values
is highlighted.

• Average number of active BSs: it is calculated by averaging the number of
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active BSs in an MG over each minute of simulation. As before, in the graph,
the average value over all MGs in the RAN is reported and the interval between
the minimum and maximum values is highlighted. For this parameter, also a
graph of its standard deviation is reported.

• Switch rate: considering an MG, the total number of times any BS changes
state (either from on to off or vice versa) is computed and divided by the total
simulation time in seconds. As before, in the graph, the average value over
all MGs in the RAN is reported and the interval between the minimum and
maximum values is highlighted.
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Figure 3.7: Results for Cardinality=8 and outages in July

Starting with the simulations done with MGs composed of 8 BSs and outages
happening in July, Fig.3.7a shows the average percentage of traffic managed by all
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the MGs in the RAN. It is possible to notice that the highest value is reached at
midday when the production is higher.

It is possible to notice that the interval between the maximum and minimum
values at peak hour is null and the average value is 100%, which means that in
this time period, in July, the produced energy is enough for the whole system to
work properly.

Fig.3.7b, shows the average number of active BS in the MGs. This figure shows
great similarity with the previous due to the fact that the number of active BSs is
strictly correlated with the percentage of managed traffic.

Fig.3.7c reports the switch rate. The best scenario is the one with memory
where priority is given to BSs with lower traffic. This is especially evident in the
afternoon: in fact, when in the afternoon the production starts decreasing, turning
off more loaded BSs allows to maintain the active BSs on for longer. With this
configuration, the rate is lower than 0.003 Hz, which means that on average in an
MG every 5 minutes one out of eight BSs changes state.

Fig.3.8 instead shows the standard deviation of the average number of active
BSs in the MGs. During peak hours the standard deviation is low because the
energy is enough for the whole system to work, whereas in the morning and evening,
it is still low but for the opposite reason, i.e. there is no energy produced by the
PV panels so the whole system is off.
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Figure 3.8: Standard deviation of the average number of active BSs in MGs with
Cardinality=8

Fig.3.9 shows the same results when the RAN is split in MGs composed of 3
BSs. In general, the behavior is the same, but, considering the interval between
the minimum and maximum of the considered parameters, it is possible to notice
that the intervals tend to be larger, especially for the switch rate, where the rates
are higher. This indicates that MGs with lower cardinality tend to be less stable.
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Figure 3.9: Results for Cardinality=3 and outages in July

The standard deviation of the average number of active BSs, reported in Fig.3.10
shows the same behavior as in the previous case.

At this point, the same simulations were done in December. Fig.3.12 shows,
for both the case with cardinality equal to 8 and the one with cardinality equal
to 3, the percentage of managed traffic, the average number of active BSs, and
the switch rate. Differently from the cases in July, in December the production at
peak hours is not enough to always guarantee that all the BSs in the RAN can be
activated.

Considering the switch rate, in every considered case, after 4 P.M. it is always
equal to 0.002Hz if the cardinality is 8 and 0.00075Hz if the cardinality is equal
to 3. The expected time between a switch and another is respectively 8 minutes
and 22 minutes. Considering a PGO during 60 minutes, this means that in the
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Figure 3.10: Standard deviation of the average number of active BSs in MGs
with Cardinality=3
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(b) Cardinality=3

Figure 3.11: Standard deviation of the average number of active BSs for outages
in December

first case, there should be 8 switches in total, and in the second 3. The result is
equal to the cardinality as in the afternoon the energy becomes so low that no BS
manages to stay active, so the switch corresponds to every BS in the MG turning
off at the beginning of the PGO.

Fig.3.11 shows the standard deviation of the average number of active BSs in
December. It is possible to notice that this value reaches its peak at 12 P.M. due
to the fact that at that hour the production is the highest with respect to the rest
of the day, but, contrary to what happens in July, the total energy required by the
system is still higher.
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(a) Percentage of managed traffic Car-
dinality=8

8 10 12 14 16 18
Hour

0

20

40

60

80

100

Pe
rc

en
ta

ge
 o

f m
an

ag
ed

 Tr
af

fic
 [%

] memoryless_Hfirst

8 10 12 14 16 18
Hour

0

20

40

60

80

100

Pe
rc

en
ta

ge
 o

f m
an

ag
ed

 Tr
af

fic
 [%

] memoryless_Lfirst

8 10 12 14 16 18
Hour

0

20

40

60

80

100

Pe
rc

en
ta

ge
 o

f m
an

ag
ed

 Tr
af

fic
 [%

] memory_Hfirst

8 10 12 14 16 18
Hour

0

20

40

60

80

100

Pe
rc

en
ta

ge
 o

f m
an

ag
ed

 Tr
af

fic
 [%

] memory_Lfirst

(b) Percentage of managed traffic Car-
dinality=3
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(d) Average number of active BSs Car-
dinality=3
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Figure 3.12: Results for outages in December
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3.3 Analyzing best-performing and worst-performing
clusters

From the results obtained in the previous section, it is evident that different clusters
perform differently, and this behavior is especially visible at certain hours of the
day depending on the month. This is due to the fact that different clusters have
different loads, so the energy required by each MG is different.
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(c) Energy consumed by each observed MG

Figure 3.13: Cluster analysis for Cardinality=8 and outages in July

Given these results, it can be interesting to analyze some clusters to study this
behavior. In this section, for each cardinality, the three clusters performing better,
and the three performing worst were studied. In order to decide which cluster to
analyze, the percentage of managed traffic was considered. The value was taken at
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one of the hours of the day when the standard deviation of the average number
of active BSs was higher. All the simulations in this section where done using
synthetic PGOs during the month of July.

Considering the case with cardinality equal to 8, the studied clusters were chosen
considering the results at 4 P.M.

For the six considered clusters, Fig.3.13a shows for each cluster the energy
required by each BS in the MG to work during the PGO happening at 4 P.M. In
the same figure, also the average production of the BSs in the MG is reported.
Considering that the three clusters on the left are the ones chosen as the best, and
the ones on the right are chosen as the worst, it is already possible to notice that
in the first case, BSs tends to have an energy required which is lower than the
average production.

Fig.3.13b shows the total consumption of each observed MG with respect to the
production of the whole MG. Since the same production model is used for each PV
panel in any BSs, the total energy produced by each BS (and therefore by each
MG) is the same. In the image, the green line represents the production, the red
lines represent the energy required by the MGs performing poorly, and the blue
lines represent the one from those performing the best.

Fig.3.13c shows for each of the four scenarios considered in the previous section,
the energy consumed by each MG. It is possible to notice that when the consumption
saturates the production, there is a drop in the consumption itself as a BS is turned
off.
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(b) Traffic managed by each MG

Figure 3.14: Cluster analysis for Cardinality=8 and outages in July considering
the traffic

Similar considerations can be made considering the traffic. Fig.3.14a shows, for
each of the considered clusters, the incoming traffic. The clusters that perform
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worse (whose traffic is traced in red) are also the ones subjected to higher traffic.
Fig.3.14b shows the traffic managed by each MG using the same color choice used
for the previous images. Since the traffic of incoming in a BS that is off is completely
lost and cannot be redirected to another one, once the consumption exceeds the
production and a BS is turned off, not only is there a drop in the energy consumed
by the MG, but also in the traffic managed. The drop corresponds to the traffic
incoming in the station that has been turned off.
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Figure 3.15: Percentage of traffic managed by the considered MGs during the day

In the previous section, Fig.3.7a shows the percentage of traffic managed by the
MGs in the RAN. Fig.3.15 shows the same results but it highlights the percentage
of traffic managed by the considered MGs. This shows that, regardless of the used
approach (i.e. memory or memoryless, and giving priority to BSs with high or low
traffic) the MGs that perform the best during the considered time slots tend to
have high performance with respect to the others throughout the day. Vice versa,
the daily performance of the MGs with the lowest percentage of managed traffic
during the considered time slot is always low during the day.
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(c) Energy consumed by each observed MG

Figure 3.16: Cluster analysis for Cardinality=3 and outages in July

Figures 3.16, 3.17, and 3.18 show the same results obtained when the BSs are
grouped in clusters with cardinality equal to 3. As in the case with cardinality
equal to 8, Fig.3.16a and 3.16c shows that in the best-performing clusters, all the
BSs consume less energy than the one produced by the PV panels, whereas the
worst-performing ones contain BSs whose production alone is not enough to make
the BS itself works. Fig.3.17a shows the traffic injected in each cluster. Again, it
is evident that the worst-performing clusters are the ones with the higher traffic
since the traffic is strictly correlated with the energy required by the BSs to work.
Lastly, Fig.3.18 shows that the behavior of the clusters considering how good they
perform with respect to the others in the RAN is fairly constant during the day.
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(b) Traffic managed by each MG

Figure 3.17: Cluster analysis for Cardinality=8 and outages in July considering
the traffic
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Figure 3.18: Percentage of traffic managed by the considered MGs during the day

3.4 Analyzing best-performing and worst-performing
clusters changing clustering technique

In sec.3.3, the observed clusters were the best- and worst-performing ones in a
scenario where the MGs were created with either cardinality 3 or 8, and by putting
together BSs with similar characteristics with respect to incoming traffic, which
means that the clusters were homogeneous. In this section, the goal is to understand
how the clustering technique used affects the results by analyzing the best- and
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worst-performing clusters in a heterogeneous scenario.
In order to create the new clusters, an ad hoc version of the k-means approach

has been used. The algorithm is used to group together elements that have the
highest distance from one another.

Starting again by analyzing the case of PGOs happening in July, and considering
clusters with cardinality 8, the simulations were done using the four strategies
proposed in sec.3.2 for energy management.

For the selection of the clusters, the same time slot considered for the homoge-
neous case has been considered.
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(c) Energy consumed by each observed MG

Figure 3.19: Cluster analysis for Cardinality=8 and outages in July using hetero-
geneous MGs

Fig.3.19a shows the energy required by each BS in each of the six considered
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(b) Traffic managed by each MG

Figure 3.20: Cluster analysis for Cardinality=8 and outages in July considering
the traffic
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Figure 3.21: Percentage of traffic managed by the considered MGs during the day

clusters to work. As in the previous cases, the three best-performing MGs are
on the left, and the three worst-performing on the right. Differently from the
homogeneous case, each cluster presents both BSs whose production is enough to
make the station work and BSs with a consumption higher than the production.
The difference between the best- and worst-performing clusters can be seen in
Fig.3.19c, where the total energy required by each cluster is reported with respect
to the production of the clusters. The best-performing clusters (in blue) are the
ones that require less energy to work, i.e. the ones that are subjected to a lower
load as shown in Fig.3.20a and 3.20b, which report respectively the traffic injected
in each BS of each of the six observed clusters and the total load for each of the
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MGs. Comparing Fig.3.19b and Fig.3.13b in the previous section, it is possible to
notice that in the previous case, the lines representing total energy required by
the best-performing MGs were further from the ones of the worst-performing MGs
with respect to the current case.

As in the previous section, the percentage of managed traffic of the MGs during
the day with respect to the minimum and maximum values in the RAN has been
reported in Fig.3.21. In this case, the range representing the variation of the
performances in the RAN is much narrower with respect to the homogeneous case
due to the fact that in a cluster there are both low-loaded BSs and high-loaded
BSs, and the former can compensate for the latter since they do not need all the
energy produced y their PV panels.
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(c) Energy consumed by each observed MG

Figure 3.22: Cluster analysis for Cardinality=3 and outages in July using hetero-
geneous MGs
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The same simulations have been done for the case in which the cardinality
was set to 3, and the results are reported in Fig.3.22 and 3.20. Analyzing the
energy required by each BS in Fig.3.22a, it is interesting to notice that even in
the best-performing scenarios, all the BSs require more energy than the one they
produce. In this case, it is evident how much impact does the MG have on the
performance of the cluster as, without the possibility to exchange energy with one
another, none of the BS would be able to work using just the energy from the
PV panels. Considering the total energy required by each cluster, the difference
between cluster that works well and those that does not is less evident with respect
to the homogeneous case.
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Figure 3.23: Cluster analysis for Cardinality=3 and outages in July considering
the traffic

Similarly to the case with cardinality equal to 8, if we consider the behavior
of the MGs during a whole day, as shown in Fig.3.24, it is possible to notice that
while clusters performing the best during the considered time slot are performing
well throughout the day, those performing the worst during the same time slot vary
their performances during the day. Also, the range of the considered performance
parameter considering all the MGs in the RAN is wider than in the case with
cardinality equal to 8, which shows again that larger clusters tend to have a behavior
that is more similar to one another, whereas smaller ones have a behavior that
depends more on the characteristics of the BSs in the MG.
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Figure 3.24: Percentage of traffic managed by the considered MGs during the day

3.5 Usage of batteries to avoid wastes
In all the cases analyzed in the previous parts, given a strategy for the management
of energy, the performance only depends on the current energy produced by the
BSs and by the energy they require, i.e. P

(t)
i and E

(t)
i .

Considering the previous results, in many cases, the total consumption of an
MG is lower than the production, P (t) > C(t), but the delta between the two values
is not enough to turn on another BS. The surplus of energy in these cases has
always been wasted. A good solution to improve the performance of the whole
system would be the addition of batteries to save the excess energy and to use it
later.

In this section, three different scenarios will be compared:

• The standard scenario considered in the previous parts in which no battery is
employed. It will be referred to in the images as no_battery.

• A scenario in which every MG has a battery collecting energy that can be
used in every moment. It will be referred to in the images as simple_battery.

• A scenario in which every MG has a battery collecting energy, but the extrac-
tion of energy from the battery is inhibited according to a logic that will be
explained later. It will be referred to in the images as time_battery.

The idea of using a single battery for each MG, and not one for every BS, is
derived from the fact that, since in this scenario the losses in the energy transfer
from one BS to another are not yet considered, having one battery for each Mg or
one for each BS is equivalent.
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As said before, in the third scenario, the energy from the battery is not always
available. This is done considering the fact that it may require multiple time slots
to accumulate the energy required by a non-active BS to work, and, as soon as
this level of energy is reached, the BS is on for just one time slot. This behavior
may lead to continuous churning. Instead, it is possible to inhibit the usage of
the battery for a period of time to ensure that the BS that is turned on using the
energy from the battery will remain on for a certain amount of time slots.

In order to evaluate the inhibition time of the battery, two problems have been
formulated, the first in which the case when the number of active BSs decreases
through time and the second in which it is increasing.

The first can be formulated as follows:

Problem
Consider an MG containing N BS. When the current energy consumed by the
active BSs is higher than the energy produced, a BS is turned off, whereas,
when the production is enough to turn on another BS, the BS is turned on.
The overproduced energy is stored in a battery. The function p(t) describes
the energy produced by the MG through time and it is approximated as linear,
p(t) = C1 + (t − t0)k. The functions c1(t) and c0(t) represent respectively the
consumption of the MG when b + 1 and b BSs are active, and they are again
approximated as linear, c1(t) = C1 + (t − t0)n and c0(t) = C0 + (t − t0)k. At t0
the consumption of b + 1 BSs saturates the production resulting in the turning
off of a BS. Calling t2 the time at which the consumption of b BSs saturates the
consumption, find t1, which is the moment in which the energy in the battery
is enough to turn on another BS until t2.

Since the problem reflects a real case scenario, it is logical to assume 0 < C0 < C1.
In fact, when a BS is turned off, the consumption should decrease, and the total
consumption of any number of BSs should always be non-negative. Since the
problem considers the case in which the number of active BS is decreasing, it
is possible to assume k < m and k < n, otherwise the consumption would not
saturate the production.

In order to better understand the problem, Fig.3.25 reports the plot of the
problem variables.

Since we are interested in the inhibition time, which is t1 − t0 we can apply the
transformation t −→ t − t0. Moreover, to simplify the computation, we can apply
a similar transformation to the ordinate axis translating the reference system by
a quantity equal to C1. Applying these transformations, the equations become
p(t) = C + tk, c0(t) = tk, and c1(t) = C + tn, where C = C1 − C0. The solution
of the problem is x = t1 − t0, whereas a new variable is defined as T = t2 − t0,
representing t2 in the new reference system.

39



Methodology

Figure 3.25: Plot of production and consumption when the number of active BSs
is decreasing

The energy saved in the battery corresponds to the difference between the
consumption of the MG and the total energy produced, so the total energy saved
in the battery between t0 and t1 is equal to:

D+ =
Ú x

0
[p(t)−c0(t)] dx =

Ú x

0
[kt+C−mt] dx = C∗t+ k − m

2 t2
-----
x

0
= Cx+ k − m

2 x2

(3.5)
The energy required for another BS to be activated corresponds to the difference

between the energy required by b BSs and the total energy produced. This
corresponds to :

D− =
Ú T

x
[c1(t) − p(t)] dx =

Ú T

x
[nt + C − kt − C] dx = n − k

2 t2
-----
T

x

= n − k

2 x2 (3.6)

The solution to the problem can be easily obtained by solving the following
equation:

D+ = D− (3.7)

It is also possible to notice that the values T and C are correlated since C is
the difference between p(0) and C0(0) and T is the abscissa of the intersection of
p(t) and c0(t). From this fact, it is possible to write the following relation between
T and C:

C = T (m − k) (3.8)

Substituting 3.5 and 3.6 in 3.7, we obtain:
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(n − k)T 2 − (n − k)x2 = (k − m)x2 + 2Cx (3.9)

Solving the equation substituting 3.8, the inhibition time is obtained:

x =

T m−k
n−m

(−1 +
ò

1 − (k−n)(n−m)
(m−k)2 ) if m /= n,

T
2 if m = n

(3.10)

Similarly, it is possible to formulate another problem when the number of active
BSs is increasing:

Problem
Consider an MG containing N BS. When the current energy consumed by the
active BSs is higher than the energy produced, a BS is turned off, whereas,
when the production is enough to turn on another BS, the BS is turned on.
The overproduced energy is stored in a battery. The function p(t) describes
the energy produced by the MG through time and it is approximated as linear,
p(t) = C0 + (t − t0)k. The functions c1(t) and c0(t) represent respectively the
consumption of the MG when b + 1 and b BSs are active, and they are again
approximated as linear, c1(t) = C1 + (t − t0)n and c0(t) = C0 + (t − t0)k. At t0
the number of active BSs passes from b − 1 to b. Calling t2 the time at which
the number of active BSs would increase again if the system were not to use
the battery, find t1, which is the moment in which the energy in the battery is
enough to turn on another BS until t2.

For analogous reasons as in the previous problem, it is possible to assume
C1 > C0 > 0, K > n, and k > m. Moreover, the same transformations are used to
obtain the following: p(t) = tk, c0(t) = tk, and c1(t) = C + tn, where C = C1 − C0.
Again, the geometry of the problem is proposed in Fig.3.26.

Again, the energy saved in the battery can be expressed as the integral of the
difference between the energy produced by all the PV panels in the MG and the
energy consumed by b BSs:

D+ =
Ú x

0
[p(t)− c0(t)] dx =

Ú x

0
[kt+C −mt] dx = Ct+ k − m

2 t2
-----
x

0
= Cx+ k − m

2 x2

(3.11)
Whereas, the energy required to turn on the b + 1-th BS is the integral of the

difference between the energy consumed by b + 1 BSs and the energy produced by
the MG:
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Figure 3.26: Plot of production and consumption when the number of active BSs
is increasing

D− =
Ú T

x
[c1(t) − p(t)] dx = Ct + n − k

2 t2 + Ct

-----
T

x

= CT + n − k

T
x2 − Cx − n − k

2 x2

(3.12)
As in the previous case, it is possible to write a relationship between C and T ,

which is:

C = T (k − n) (3.13)

The solution of the problem can be again found by solving 3.7. Substituting
3.12 and 3.12 in 3.7, one obtains:

n − k

2 T 2 + Ct + k − n

2 x2 − Cx = k − m

2 x2 (3.14)

The solution of the equation, using 3.13, is:

x =

T k−n
m−n

(1 +
ñ

1 − m−n
k−n

) if m /= n,
T
2 if m = n

(3.15)

To compare the performance of these three approaches, the simulations were
done considering only homogeneous clusters with cardinality equal to 8. Moreover,
the PGOs used for the simulations were synthetic ones, in the month of July,
considering a time range from 8 A.M. to 8 P.M. As in sec.3.3, only the three
best-performing and the three worst-performing clusters were considered.

In order to better understand the behavior of the clusters using the different
approaches, graphs were made considering the three worst-performing clusters
during the PGOs at 8 A.M. and 4 P.M. The choice of selecting only the worst-
performing clusters for the graphs is dictated by the fact that, as seen in sec. 3.3, in
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most cases, the best-performing cluster can achieve maximum performance without
any additional aid. The choice of the time slots is done to consider a case in which
the number of active BSs is increasing and one in which it is decreasing.
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Figure 3.27: Amount of available energy in each cluster in the three different
scenarios: no_battery (red), simple_battery (purple), and time_battery (blue)

Fig.3.27 reports for each cluster the available energy in each time slot. In the
no_battery case, it corresponds to the energy coming from the PV panels, whereas,
in the other cases, it is the sum of the energy produced by the PV panels and
the one stored in the batteries. It is possible to notice that, since the PV panels
produce the same in each scenario, the no_battery case is always the one with less
energy. In the time_battery case, the energy tends to reach higher values as the
cluster is accumulating energy without using it as soon as it is possible. The spikes
in the graphs in the simple_battery case and in the time_battery case represent
the charge and discharge of the batteries.

Fig.3.28 shows the energy consumed by each cluster. In the simple_battery
and time_battery cases, the consumption can be higher thanks to the usage of
batteries. This corresponds to another BS turning on. The difference is that in the
latter case, the consumption increases after the inhibition time when the energy
from the battery is available. The inhibition time of the batteries is reported in
Fig.3.29, where the value reported for each time instant represents the amount of
time that is still to pass before the energy from the battery is available. When the
time becomes negative, the battery is being used and the value represents for how
long.

Lastly, Fig.3.30 shows the percentage of traffic managed by each cluster in each
time slot. It is possible to notice that, the cases in which batteries are implemented,
always perform better.
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Figure 3.28: Amount of energy consumed by each cluster in the three different
scenarios: no_battery (red), simple_battery (purple), and time_battery (blue)

0 10 20 30 40 50 60
Time [min]

10

0

10

Ti
m

e 
[m

in
]

0 10 20 30 40 50 60
Time [min]

10

0

10

Ti
m

e 
[m

in
]

0 10 20 30 40 50 60
Time [min]

10

0

10

Ti
m

e 
[m

in
]

(a) 8 A.M.

0 10 20 30 40 50 60
Time [min]

10

0

10

Ti
m

e 
[m

in
]

0 10 20 30 40 50 60
Time [min]

10

0

10

Ti
m

e 
[m

in
]

0 10 20 30 40 50 60
Time [min]

10

0

10

Ti
m

e 
[m

in
]

(b) 4 P.M.

Figure 3.29: Inhibition time for each cluster in the time_battery scenario

Table 3.1 reports the percentage of traffic managed by each cluster during the
PGOs in the considered time period in each of the three scenarios. Moreover,
the percentage of traffic managed by the clusters together has been computed.
Observing the results, it is evident that implementing batteries increases the
performance of the system. Adding the inhibition time leads to a slight decrease in
the performance, but, as seen in Fig.3.28, it diminishes the churning of the stations.
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Figure 3.30: percentage of traffic managed by each cluster in the three different
scenarios: no_battery (red), simple_battery (purple), and time_battery (blue)

Case Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Total
no_battery 80.38 80.56 84.77 66.34 64.08 66.04 68.38
simple_battery 81.95 82.62 86.23 69.14 67.18 69.07 71.13
time_battery 81.93 82.54 86.17 68.47 66.52 68.46 70.59

Table 3.1: Percentage of managed traffic

3.6 Adding losses in the exchange of energy and
varying the production of energy

In the previous sections, the simulated environment was balanced, i.e. every BS
in each cluster produced the same amount of energy, and ideal as no losses were
present in the exchange of energy among BSs.

We now want to change this by varying the amount of energy produced in
each BS by the PV panels, and by considering that transmitting energy on cables
between the BSs produces a loss.

Given a BS, Pmax is the energy produced in the previous cases and Pnew is the
one produced in the new scenario. The parameter ρ is defined as the ratio between
Pnew and Pmax, i.e. ρ = Pnew/Pmax.

In order to be fair between different clusters, each MG will be defined in the
same way, which means that in all the clusters the i-th BS will produce the same.
The number of parameters to be defined to represent the new production with
respect to the previous is equal to the cardinality. The parameters are ρi, with
i = 1...C, where C is the cardinality.
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To consider losses, a matrix L was created, where Li,j represents the factor
by which the energy sent by BS i to BS j must be multiplied in order to take in
account the losses. All the elements in L are non-negative and smaller or equal to
1. The elements in the diagonal are equal to 1 as there is no loss when the energy
remains in the same BS.

For this part, three approaches to the energy management were compared:
• LFirst: it is the same approach explained in sec.3.2 referred to as

memoryless_LFirst.

• HFirst: it is the same approach explained in sec.3.2 referred to as
memoryless_HFirst.

• Optimal: the optimal approach is obtained by using Gurobi, a mathematical
optimization problem, to find the best allocation of energy. This technique for
the management of energy is added as a reference point since the implementa-
tion in a real-case scenario is not easy due to the fact that the computation
requires more time.

For the Optimal approach, the problem to be solved was the following:

Problem
Consider an MG containing N BS. Each BS i in a certain time instant t produces
through a set of PV panels an amount of energy equal to P t

i , the traffic load
incoming is T t

i , and the energy required by the BS i to remain on is Et
i . If a BS

receives (from both the PV panels and other stations) at least Ct
i , it will remain

active and manage all the incoming traffic, else it will turn off and manage
none. The state of a BS i at time t is expressed by a variable S

(t)
i which is equal

to 1 if the BS is active and 0 if it is off. Knowing that the BSs can exchange
energy, but while doing this they incur losses such that if a quantity E

(t)
i,j of

energy is sent from BS i to BS j, only E
(t)
i,j ∗ Li,j arrives at the destination

(with 0 ≤ Li,j ≤ 1), find the best allocation of energy to maximize the traffic
managed.

max
NØ

i=1
T t

i St
i

subject to Ct
i · St

i ≤ P t
i −

NØ
i=1

Et
i,j +

NØ
j=1

Et
j,i ∀i

Et
i,j ≥ 0 ∀i, j

Et
i,j ≤ P t

i +
NØ

j=1
Et

j,i ∀i, j
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At first, the values ρi were randomly chosen. Then, in order to understand if
there is an optimal placement for the PV panels, all the production was placed in
a single BS and it was evaluated with which BS the best performance was reached.

Considering ρ the vector containing all the ρi, i.e. ρ = ρi, i = 1...N , the vector
in the random case was ρ = . In order to be fair among the clusters, the BSs in
each MG were ordered in decreasing order with respect to the average traffic during
the day. Since the sum of all the ρi in the random case is equal to 5, in the case in
which the production is on the i-th BS ρi will be equal to 5 and any other ρj will
be 0. Table 3.2 reports all the values of the ρi in each of the considered cases.

Active BSs ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8
1 5 0 0 0 0 0 0 0
2 0 5 0 0 0 0 0 0
3 0 0 5 0 0 0 0 0
4 0 0 0 5 0 0 0 0
5 0 0 0 0 5 0 0 0
6 0 0 0 0 0 5 0 0
7 0 0 0 0 0 0 5 0
8 0 0 0 0 0 0 0 5
random 0.8 1.0 0.4 0.9 0 0.9 1.0 0

Table 3.2: Values of ρ in the considered cases

As in the previous sections, the simulation considers only the three best-
performing and the three worst-performing clusters and uses synthetic traces
for the PGOs happening between 8 A.M. and 8 P.M. in July.

Considering MGs with cardinality equal to 8, Fig.3.31 shows the results obtained,
i.e. the percentage of managed traffic using each of the previously explained
methods.

Table 3.3 reports the percentage of managed traffic during the complete time
period for each case. Comparing the techniques, the Optimal is always the best,
as expected. Among the other two, the LFirst typically gives better results, so it
is possible to deduce that it is better to give priority to BS with a higher load even
when losses are present. Regarding the placement of the energy source, it is clear
that dividing the production always gives better results.

At this point, considering one of the best configurations, which is when the
production is placed in the 8-th BS1, the cases in which the production is equally

1This configuration is always among the best-performing for each scenario, and, in the Optimal
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(c) Optimal

Figure 3.31: Percentage of traffic managed by each cluster

divided between two BSs, one of which is always the 8-th, have been considered.
The new configurations are reported in Table 3.4. The results obtained with this
configuration have been used as a baseline. This procedure has been done to find
out if dividing the production between the BSs always improve the performance,
and if there is an optimal allocation for the PV panels.

Fig.3.32 reports the results. The values plotted are not the percentage of traffic
managed but difference of the percentage of managed traffic between the considered
case and the baseline. Except for some cases, dividing the PV panels between more
BSs leads to an increase in the performance.

scenario, it is the best performing
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Active BSs LFirst HFirst Optimal
1 44.27 43.74 46.90
2 43.84 43.96 47.06
3 43.86 43.95 47.04
4 44.08 43.81 47.04
5 44.58 43.87 47.07
6 44.78 43.55 47.04
7 44.61 43.36 47.05
8 44.50 43.56 47.13
random 47.82 47.61 51.51

Table 3.3: Percentage of managed traffic in the considered cases

Active BSs ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8
1-8 2.5 0 0 0 0 0 0 2.5
2-8 0 2.5 0 0 0 0 0 2.5
3-8 0 0 2.5 0 0 0 0 2.5
4-8 0 0 0 2.5 0 0 0 2.5
5-8 0 0 0 0 2.5 0 0 2.5
6-8 0 0 0 0 0 2.5 0 2.5
7-8 0 0 0 0 0 0 2.5 2.5

Table 3.4: Values of ρ in the considered cases

A procedure similar to the one explained until now has been applied to the case
in which the cardinality of the MGs is equal to 3. This time, since the number
of possible combinations of active BS is small, all the possibility were taken into
account. The possible configurations are reported in Table.3.5 with the relative
value of ρi. All the values are chosen so that the sum of all the ρi in an MG is
equal to 1.4.

Fig.3.33 shows the percentage of traffic managed by each cluster. Since there
are fewer degrees of freedom when the cardinality is lower, as expected, all the
configurations tend to have a very similar behavior. In the cases in which one or
more configurations perform slightly better, those configurations are always the
ones in which the production is distributed either on two or three BSs.
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Figure 3.32: Difference of percentage of traffic managed by each cluster with
respect to the baseline

Active BSs ρ1 ρ2 ρ3
1 1.4 0 0
2 0 1.4 0
3 0 0 1.4
1-2 0.7 0.7 0
1-3 0.7 0 0.7
2-3 0 0.7 0.7
1-2-3 0.47 0.47 0.47

Table 3.5: Values of ρ in the considered cases
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Figure 3.33: Percentage of traffic managed by each cluster
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3.7 Taking into account the topology of the MGs
Up until now, the topology of the MGs was never taken into account. This is
due to the fact that it only makes sense to consider the topology when losses are
present. In fact, if there are no losses, as long as the graph representing the MG is
connected, there is always a path between two nodes, and no energy is lost.

Now that losses are present, it is interesting to take into account the problem of
the best placement of the PV panels as done in the previous section, with respect
to the topology of the network.

In order to do this, the same procedure explained in the previous section for the
MGs with cardinality equal to 8 has been applied. To do this, a linear topology
has been considered for each MG. The BSs in the MG are set in decreasing order
of average traffic during the day.

The linear topology presents two main advantages for this study. First, it is a
topology that allows to use of the minimum number of links to create a connected
graph, and second, it is the topology with the maximum diameter, allowing to
stress the system, and analyzing the performance in the worst-case scenario.

Since the focus of this part is analyzing how the topology affects the performance,
and not the energy management algorithm, only the optimal results were computed.

Given the topology of the network, and considering a loss of 20% on each link,
the terms Li,j are equal to 0.8|i−j|.

Proceeding by simulating the presence of PV panels in just one BS, results
shown in Table 3.6 and Fig.3.34 were found.

Active BSs Percentage of managed traffic
1 39.78
2 41.24
3 38.81
4 41.11
5 40.39
6 42.08
7 40.56
8 40.94

Table 3.6: Percentage of managed traffic

It can be clearly seen that the case in which the production is on the 6th BS is
the best one. It makes sense considering the fact that this BS has a central position
on the bus. This case has been considered as a baseline for the next step.

Dividing the production on two BSs, one of which is the best of the single BS
case, the results shown in Fig.3.35 were found. Again, each case shows improvement
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Figure 3.34: Percentage of traffic managed by each cluster considering a BUS
topology and production in a single BS

with respect to the single-BS one, and, in most of the cases, the configuration with
the 4th and 6th BS active is the one that reaches the best performance.
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Figure 3.35: Difference of traffic managed by each cluster considering a BUS
topology and production in two BS and the baseline

Considering the cluster in the low left corner, it is possible to notice that at 8
A.M. the various configurations have different performances, with configuration 6-1
having a performance lower than when the energy is produced in just BS 6. The
same configuration has poor performances from 2 P.M. to 5 P.M. Configuration
6-2 is also performing poorly in the same time period, achieving no improvement
with respect to the single-producing BS case. To understand what influences this
behavior, the energy consumed by each BS in each configuration has been plotted
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in Fig.3.36a and the number of active BSs has been reported in Fig.3.36b.
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(a) Energy consumed by BSs in each con-
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Figure 3.36: Cluster analysis considering each configuration at 8 A.M.

The two previously mentioned configurations are among the ones with the lowest
number of active BSs.
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Chapter 4

Conclusions

In Sec.3, the main characteristics of the considered system have been analyzed,
studying the performance of the system itself under different working conditions. In
this section, the goal is to summarize the results obtained before, deducing which
is the best configuration for the system to maximize the performance. In the case
study, the performance was evaluated based on the percentage of traffic managed
by the system.

Starting by considering the strategies used to manage the energy produced
by the MGs, as seen in Sec.3.2, different strategies give very similar results, but
generally maintaining active BSs with higher traffic is better than activating BSs
with lower traffic, even if this allows for a higher number of BSs to stay active at the
same time. The difference in the performance between the two cases considering
the percentage of managed traffic during the most critical hours (i.e. when the
production is not enough for the whole system to remain active) is usually between
1% and 4%. The implementation of memory in the strategies with the purpose
of avoiding churning of the BSs is not a great solution, as seen by studying the
rate at which the BSs switch state. Considering the percentage of managed traffic,
the difference between the results with and without memory is very low, having
just a peak at 3.6% in the morning hours (i.e. when production is low), but being
usually less than 0.5%. As seen in Sec.3.6, the strategies studied in that section
show results that are very similar to the ones obtained using the optimal strategies,
meaning that additional work done trying to improve the used strategies would
not give an improvement on the performance.

Considering how the type of MG, i.e. either homogeneous or heterogeneous, both
typologies give similar results considering the average over all the MGs, but in the
latter case all the MGs tend to have similar results with one another, whereas, in
the former, the difference between the results obtained by the best-performing BSs
and the ones obtained by the worst-performing ones is higher, as shown in Sec.3.3
and 3.4. The difference between performance of the best- and worst-performing
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BSs considering the percentage of managed traffic in July with Cardinality 8 is
lower than 16% in the heterogeneous case, whereas in the homogeneous it can reach
up to 68%. It is important to note that the choice of the BSs to be placed in the
same MG is not always a completely unbounded choice as the physical position of
the BSs must be taken into account. In fact, aspects such as the distance between
the BSs and the impossibility of connecting two BSs due to physical obstruction
may interfere with the choices to be made. The distance between the BSs is also
important as it impacts the losses in the transmission.

The usage of batteries, studied in Sec.3.5, shows a slight improvement in the
performance of the system, allowing for 3% more of the incoming traffic to be
managed. The strategy used to manage the energy stored in the battery does not
impact the performance of the system, the difference in performance being less
than 1%. However, the strategy may impact the switch rate of the BSs in the MGs
as, as seen in the simple_battery strategy, some BSs tend to turn on for a small
amount of time, sometimes even for just a single time-slot, and then turn off again,
whereas in the time_battery strategy, the status of the BSs tends to remain the
same for longer periods.

By differentiating the energy produced in each BS and considering losses, the
performance gets worse, as shown in 3.6. The positioning of energy production
does not seem to have an impact on the performance of the system, giving changes
in the percentage of managed traffic which are smaller than 6% and, in most of the
cases, lower than 3%. What really impacts in this case is the reduction of the total
energy produced in the MG.

Considering instead the topology of the MGs, it is important to notice that
this variable only impacts the system if sensible losses are present. If losses are
negligible, the system can be considered a fully connected MG. As shown in 3.7,
the placement of the energy production in an MG with a bus topology and with
losses is more impactful than in a fully connected MG, reaching even 20% in the
difference of percentage of managed traffic but there is not a perfect placement
that optimizes the value for all the MGs.

In conclusion, the creation of Microgrids connecting radio Base Stations is a
promising solution to make the telecom more resilient. The usage of Renewable
Energy Sources allows to supply the system when the Power Grid is not supplying
any energy due to an outage occurring.
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