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Abstract

Recent advances in Artificial Intelligence have catalyzed innovation across diverse
domains, including software engineering. Traditionally, applications of modern
Large Language Models (LLMs) have been centered on creating code-writing
assistants that generate code from a given context or textual description of the
desired outcome. This thesis presents a novel approach, focusing on the development
of a coding assistant that harnesses the multi-modal capabilities of state-of-the-art
LLMs to facilitate front-end development from a graphical representation, in the
form of an image. The proposed system employs sophisticated computer vision
techniques to detect and analyze graphical elements, subsequently utilizing a multi-
modal LLM to translate these elements into an intermediate, language-agnostic
format, which is then converted into the desired target language. This research
also encompasses the practical implementation of the solution, realized as a web
application designed for internal usage at Blue Reply. By bridging the gap between
design and code through advanced AI technologies, this project aims to significantly
streamline the front-end development process, offering a seamless transition from
visual design to functional code.
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Chapter 1

Introduction

This thesis explores an innovative application of multi-modal Large Language Mod-
els (LLMs) in the realm of front-end development. Specifically, it proposes a system
that interprets graphical representations of user interfaces and translates them into
corresponding code. This approach leverages advanced computer vision techniques
to identify and analyze graphical elements within an image, which are then pro-
cessed by a state-of-the-art LLM to produce an intermediate, language-agnostic
representation. This representation is subsequently converted into the desired
target language, facilitating the seamless transition from design to implementation.

The practical implementation of this solution has been realized in the form of a
web application developed for internal use at Blue Reply. This application aims
to streamline the front-end development process, significantly reducing the gap
between visual design and functional code creation. By automating the translation
of graphical designs into code, the proposed system enhances efficiency and accuracy
in front-end development, enabling developers to focus more on creative and logically
complex tasks.

To provide a comprehensive understanding of the research and its contributions,
this introduction is divided into two subsections. The first subsection, Context and
Motivation, delves into the background of the study, outlining the current challenges
in front-end development and the potential benefits of integrating multi-modal AI
technologies into the workflow. It highlights the motivations behind this research,
emphasizing the necessity for tools that can bridge the gap between design and
implementation more effectively.

The second subsection, Overall Thesis Structure, offers a roadmap of the thesis,
summarizing the contents and structure of the subsequent chapters. This overview
serves as a guide for readers, ensuring a clear and coherent progression through the
various aspects of the research, from the theoretical foundations to the practical
implementation and evaluation of the proposed system.
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Introduction

1.1 Context and Motivation
Since the recent advancements in Artificial Intelligence, developers have sought
innovative methods to enhance their work and augment their productivity through
its use. This pursuit has culminated in the development of numerous AI-powered
programming tools, some of which have demonstrated significant efficacy. A notable
example of such successes is GitHub Copilot [1], a widely-used Integrated Develop-
ment Environment (IDE) plugin that enables programmers to receive real-time code
completion suggestions. These suggestions are based on the extensive knowledge
embedded within a Large Language Model (LLM) and contextual information
derived from the existing code base. Moreover, developers have increasingly utilized
conversational platforms to engage with AI models for assistance in programming
tasks. In this context, prominent AI chat platforms such as ChatGPT [2] have
proven to be invaluable resources, enhancing productivity and offering valuable
suggestions for problem-solving.

More specifically, the 2024 Stack Overflow Developer Survey has underscored
the perceived benefits of AI tools as reported by their users [3]. An overwhelming
82.7% of professional developers who participated in the survey acknowledged
that increased productivity is one of the most significant advantages derived from
these new tools. Additionally, 58.5% of respondents indicated that their efficiency
had improved as a result of utilizing AI technologies. While modern AI tools are
designed to assist programmers in various capacities, code generation remains the
most prevalent application of such technology, with 82% of survey participants
identifying it as their primary use case.

All of the most widely-used AI tools for programming employ a text-based form
of interaction, wherein the user conveys intent either through a textual description
of the desired functionality or by providing previously-written code with annotations
indicating what should be written next (e.g., comments). Such a method has proven
effective in numerous contexts but also presents certain limitations, particularly
in situations where a graphical reference would serve as the starting point. This
scenario is commonly encountered in front-end development, where a mock-up
of the user interface is iteratively created in collaboration with the client and
subsequently serves as the foundation for the actual development process.

Handling graphical references is particularly interesting and problematic from a
front-end developer’s perspective because designing a front-end application relies
heavily on a preliminary visual representation of the desired interface, which is
often either provided by the client or created in close collaboration with them.
This visual aspect is crucial, as it directly influences the layout, user experience,
and overall functionality of the application. Therefore, incorporating this visual
dimension into AI-based code generation could significantly enhance its effectiveness.
Furthermore, the field of AI-driven code generation from visual inputs has so far
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Introduction

received limited attention. While some preliminary solutions have been proposed,
these are constrained in a way that limits their applicability in professional settings.

To address this limitation, various approaches have been explored. Major AI
service providers have developed multi-modal LLMs with vision capabilities [4,
5] that can accept a combination of textual and graphical inputs to generate an
output. These capabilities have been integrated into other products, allowing for
the incorporation of images in the prompting process. Although this feature has
proven valuable for executing more advanced activities, it remains inadequate when
applied to programming tasks. This inadequacy is primarily due to the limited
precision with which state-of-the-art models can analyze the provided reference
and their insufficient knowledge of specific front-end frameworks and libraries.

Moreover, research has led to intriguing developments in code generation from
graphical references. Studies have demonstrated that deep learning methods
can be employed to transform a graphical user interface screenshot created by a
designer into computer code [6]. Further research has focused on comparing this
novel approach with traditional computer vision techniques, as illustrated in Alex
Robinson’s Sketch2Code [7]. Despite their theoretical effectiveness, these approaches
possess significant drawbacks that hinder their large-scale implementation for
professional use:

• Beltramelli’s Pix2Code [6] project achieves promising results using a Convolu-
tional Neural Network (CNN) with unsupervised feature learning. However, it
does so by training on a very specific dataset, concentrating on the recognition
of a limited group of UI elements with similar graphical features. Extending
this functionality to a more general level would necessitate the collection of a
significantly larger dataset and a prolonged training process, both of which
would be prohibitively costly given the uncertain return on investment.

• Robinson’s Sketch2Code [7], although remarkable in its results, is similarly
constrained by its high specificity regarding the types of images it is designed
to handle and the restricted set of UI elements it can detect.

Given these considerations, the aim of the thesis is to explore an innovative
approach to AI-assisted code generation based on images, leveraging a hybrid
methodology that incorporates traditional computer vision algorithms and modern
image processing based on a multi-modal LLM. Additionally, a concrete imple-
mentation of such process is analyzed, in the form of an experimental application
designed for internal use at Blue Reply. The output of the application is in the form
of front-end code for the target language and framework of choice; the generated
code implements all the visual features of the input image using the available
components provided by the chosen platform, acting as a foundation on top of
which the developer is tasked with adding the business-related functionality. By
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employing this combined methodology, the aim is to improve the efficiency and
accuracy of the transition from graphical design to code, facilitating a more effective
front-end development process.

1.2 Overall Thesis Structure
This thesis is structured to guide the reader through the development and evaluation
of the previously-introduced approach to generating front-end code from images,
leveraging computer vision and multi-modal LLMs.

Chapter 2 establishes a theoretical foundation by presenting a general overview
of the proposed solution, focusing on the technical aspects of generating front-end
code from images. It includes a detailed description of the application architecture
and workflow, as well as the implementation strategies employed. The integration
of various technologies and their combined use is thoroughly explored, setting the
stage for a deeper exploration of the specific techniques and methodologies utilized.

Subsequently, Chapter 3 begins the exploration of the core components of the
solution with an in-depth analysis of the computer vision techniques used for image
processing. Such chapter examines the selected methods, discussing their strengths
and limitations, as well as the pre-processing steps necessary to enhance their
effectiveness. The implementation details, including the specific libraries and tools
used, are also thoroughly covered.

Following this, Chapter 4 shifts the focus to the role of multi-modal LLMs in
analyzing the detected graphical elements within images. The analysis process,
including prompt engineering techniques to optimize output quality, is discussed in
detail. Additionally, the optimizations aimed at accelerating the analysis process
and minimizing associated costs are examined, providing a comprehensive view of
the LLM’s application in this context.

The process of inferring the layout of the page from the extracted information
is then examined in Chapter 5, addressing the strategies for organizing the layout
and the challenges associated with nested structures. This includes a detailed
explanation of the methods used to translate visual elements into a coherent code
structure, highlighting the practical considerations involved.

Attention is also given to a practical implementation of the described workflow
in the form of a web application. The integration of the various functional modules
within it is illustrated, describing the overall architecture and the interactions
between different components. In Chapter 6, a functional analysis of the application
is presented, emphasizing the design principles and guidelines adopted to enhance
user experience and ensure seamless integration. Furthermore, the choice of a web-
based architecture and the reasons behind various technical and design solutions
are discussed.

4



Introduction

Chapter 7 is dedicated to the evaluation and results, assessing the initial ob-
jectives and the outcomes achieved. Real use-cases employed during the testing
phase are discussed, demonstrating the practical application and effectiveness of the
proposed solution. This evaluation provides critical insights into the performance
and potential areas for improvement.

Finally, the thesis concludes with a reflection on the advantages and limitations
of the proposed solution in Chapter 8, discussing the implications of the findings
and suggesting potential future developments.

5



Chapter 2

General Process and System
Structure

This chapter analyzes the current state-of-the-art solutions proposed for image-
based code generation based on the latest relevant research, to then describe the
adopted approach fo the thesis project. In detail, an overview of the proposed
solution will be provided; after that, its actual implementation in the form of a
web application will be discussed, highlighting the desired workflow for its primary
users and the technical decisions that were taken in its implementation.

2.1 State of the Art
As previously discussed, the core idea of the thesis project is to use graphical input
to automatically generate a portion of the code needed by frontend developers to
implement sections of an application.

Beyond generating a general representation of the page that can be converted
into code, the primary challenge lies in recognizing the User Interface (UI) elements
present in the image and their logical arrangement within the page’s layout. Existing
research on this topic has explored three main approaches to address this problem:

• Computer Vision-based recognition.

• Neural Network-based recognition.

• Hybrid methods that combine Computer Vision and Deep Learning for UI
element extraction.

A Neural Network-based solution is exemplified by T. Beltramelli’s Pix2Code
[6]. This approach employs a combination of deep learning models to automate

6
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the generation of code from GUI screenshots. The system’s architecture integrates
Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs),
specifically Long Short-Term Memory networks (LSTMs). The CNN extracts
spatial features from the input image and encodes them into a fixed-length vector,
while the LSTM processes a sequence of tokens representing code in a Domain-
Specific Language (DSL). Through end-to-end training using gradient descent, the
model learns to generate code token-by-token, predicting each token based on the
input image and previously generated tokens [6].

A more modern solution is illustrated by Google’s ScreenAI project, a vision-
language model designed to understand User Interfaces and infographics by lever-
aging a combination of deep learning techniques [8]. It builds upon the PaLI
architecture and incorporates a flexible patching strategy inspired by pix2struct
[9]. The model processes inputs in the form of both text and images, transforming
them into a text-based output through a multimodal encoder-decoder architecture.
The vision encoder, a variant of the Vision Transformer (ViT), extracts visual
features from an image by dividing it into adaptive patches, accommodating various
resolutions and aspect ratios. These image features are then integrated with text
embeddings from the mT5 language encoder, enabling the model to interpret both
visual elements and their corresponding text annotations. The output format
produced by the ScreenAI model is a structured text format, often referred to as a
screen schema, which provides a comprehensive description of the screen’s structure
and content, enabling further interaction or processing tasks [8].

Deep Learning-based methods can be highly effective, but they face significant
limitations due to the substantial resources required for pre-training. These pro-
cesses demand the creation of extensive datasets and the use of large computational
resources. In the case of Pix2Code, this challenge was addressed by narrowing the
focus to a specific task - analyzing screenshots of Bootstrap-based images. Although
this approach is powerful, it is limited by its applicability to only a specific subset
of inputs.

A notable research project in this domain is A. Robinson’s Sketch2Code, which
explores various techniques for converting hand-drawn wireframes into HTML
code [7]. This project introduces a Computer Vision-based approach, utilizing the
Canny edge detector to identify edges within the input image. Following Edge
Detection, Contour Detection is applied to segment the image into distinct shapes.
Based on contour characteristics such as aspect ratio and solidity, the system
classifies different components, such as buttons, text fields, and images [7]. This
method achieves efficiency by avoiding the use of Neural Networks; however, the
heuristic-based classification leads to a considerable margin of error and limits
further analysis of detected elements, such as identifying color or text content.

The same project also proposes a hybrid approach, combining classical Computer
Vision techniques with Deep Learning methods. In this approach, Deep Learning is
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primarily employed for semantic segmentation, enabling the model to classify each
pixel of an image to more accurately identify elements [7]. A Convolutional Neural
Network is specifically used for this purpose, allowing the system to detect and
segment components based on visual features. Concurrently, classical Computer
Vision methods, such as image denoising, edge detection, and contour detection,
are applied in preprocessing stages to simplify the image before passing it to the
Deep Learning model.

This combination yields more accurate results compared to the purely Computer
Vision-based approach [7]. The objective of this thesis is to build upon this
foundational concept, using similar Computer Vision techniques alongside more
advanced analysis methods based on Large Language Models. The thesis also seeks
to develop a more generalizable solution that is not restricted to a narrow set of
use cases. By refining the techniques and processes employed, this project aims to
create an efficient tool to accelerate frontend development.

2.2 Overview of the Proposed Solution
The proposed solution is based on the possibility of combining traditional computer
vision tasks with modern, LLM-based analyses in order to generate front-end code
for the desired target platform fast and easily. In particular, the generation process
can be subdivided in the following general steps:

1. Computer Vision Analysis: in this phase, elements of interest are extracted
from the provided image to be analyzed by a multi-modal LLM. To do so, a
sequence of activites are performed:

(a) The image is appropriately pre-processed to increase the quality of the
results obtained from the subsequent steps.

(b) Contour and edge detection techniques are used to associate regions of
the image with relevant UI elements.

(c) An Optical Character Recognition engine is used to scan the image for
text; the obtained information is combined with the already-extracted
regions of interest.

(d) A set of post-processing steps are applied to the detected UI elements to
reduce errors due to limited detection precision.

2. Analysis of Detected Elements with Multi-modal LLM: the list of
all the detected elements and their corresponding graphical data is fed to a
multi-modal LLM that is instructed to provide a standard description of the
element in a well-defined format.
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3. Layout Generation: after the analysis process, the enriched UI elements
are spatially grouped together in lists of rows and columns to organize them
within a well-defined page layout; the obtained results consists in the General
Page Document (GPD), i.e. a generic representation of the page content and
style that can be used to generate code for any desired target platform.

4. Code Generation: the obtained GPD is converted to a set of artifacts which
contain the necessary code to render the content of the page on the desired
platform through the use of a dedicated translation module.

Figure 2.1: Flow chart of the general adopted process

As can be seen, the proposed process allows to obtain a language-agnostic
representation of the content of the web page (GPD); this proves significant
in a context where different development teams are required to use of different
languages and frameworks. The analyzed approach can thus easily be adopted in
any development environment, granted that it is possible to develop the needed
translation module.
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2.3 Application Structure and Workflow
In order to provide the proposed solution in the form of a tool that developers
could easily use and integrate in their ordinary workflow, it was decided to build a
web application. There were several reasons behind this choice:

• Cross-platform compatibility: the web application functions seamlessly across
different operating systems without requiring specific modifications for each
platform, ensuring a uniform user experience.

• Integration with other tools: web applications can easily connect with other
web-based tools and services, such as version control systems or project
management platforms, allowing for further enhancements and efficiency.

• Rapid prototyping: the web application model supports quick development
and deployment, enabling developers to rapidly test and refine new features
based on user feedback.

• Previous experience: the existing expertise and infrastructure at Blue Re-
ply make it well-equipped to implement and manage a web-based solution
efficiently, especially for internal use.

As a result of this choice, the development process was split between the imple-
mentation of a front-end and a back-end.

Focusing on the back-end, the application is organized in a set of modules, each
one focusing on a specific part of the overall analysis and generation process. This
structural choice makes the application modular and allows to isolate smaller parts
of the overall functionality in well-defined entities that can be used independently.

The following is the list of modules used to obtain a General Page Document
starting from the initial image:

• Element Detection Module: this module focuses on extracting a list of
UI elements from an mage and their relative locations and sizes. It uses the
aforementioned computer vision techniques to do so, applying all the necessary
pre-processing steps to increase the quality of the output.

• Optical Character Recognition Module: this module focuses on the
extraction of text data from the input image. It is used in conjunction with
the Element Detection Module to enrich the element list with the detected
text elements.

• Element Analysis Module: this module is dedicated to the analysis of
the detected elements. It establishes and manages a connection with a multi-
modal LLM, and queries it with pre-defined prompts to generate a structured
description of the received inputs, which is provided as the final output.
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• Layout Generation Module: this module receives a list of elements and
their locations within the image, and is tasked with organizing them into a
well-defined layout, with nested rows and columns.

Figure 2.2: Flow chart representation of the application modules and the related
workflow

The second major step in the application workflow consists in the transformation
of the generated GPD into a set of code artifacts that allow it to be reproduced on
the target platform. As such, an appropriate set of Translation Modules needs to
be implemented, to allow users to export the obtained results to their platforms of
interest.

In the case of Blue Reply, the technology stack often includes Angular [10]
as the front-end framework of choice. Angular offers several advantages as a
web development framework, including a robust MVC architecture that promotes
clear code organization and efficiency, as well as the use of TypeScript [11], which
enhances code quality by catching errors during development. Furthermore, two-way
data binding simplifies synchronization between the model and the view, thereby
speeding up development, while Angular’s extensive built-in tools and libraries
streamline various functionalities. Supported by a strong community and regular
updates from Google, Angular represents the primary choice for the development
of modern enterprise applications.

More specifically, most Blue Reply products employ a vast ecosystem of libraries
aimed at streamlining and speeding up the development process. In the context of
building modern and responsive user interfaces, the library of choice is PrimeNG
[12]. It provides a comprehensive set of over 80 UI components, which significantly
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reduces the time and effort required to create visually appealing and functional
interfaces. The library’s components are highly customizable, enabling developers to
tailor them to specific project requirements, while its robust theming system allows
for consistent and attractive design across applications. In addition, PrimeNG’s
active community and frequent updates ensure that it remains compatible with
the latest Angular versions and incorporates the latest web standards.

The use of a specific UI library requires the use of a dedicated translation module
that is able to effectively employ the provided components to reproduce the interface
described by the General Page Document. For this reason, an Angular/PrimeNG
Translation Module has been included in the project. This module is capable of
receiving a GPD and producing a set of three artifacts:

• TypeScript File: the component’s core, containing the logic, data properties,
and methods that define its behavior and interaction with other parts of the
application. It includes decorators that link the component to its associated
template and style files.

• HTML File: the component’s template, defining its structure and layout by
using Angular’s templating syntax to bind data and manage dynamic content.

• CSS File: the styling for the component.

In our specific case, particular attention is dedicated to the generation of an
HTML template that accurately depicts the user interface described by the starting
GPD.

Furthermore, an additional Bootstrap Translation Module was implemented,
primarily to provide an alternative that the programmer could use to generate code
that could more generally be adapted to a different framework of choice.

In this case, the generated code uses the popular Bootstrap framework (version
5) [13]. Bootstrap provides an extensive library of CSS and JavaScript utilities
facilitates rapid development by offering reusable code for common interface ele-
ments, such as navigation bars, forms, buttons, and modals. It is widely adopted
across the web development community, ensuring consistent support and updates
[14]; its ease of use and versatility allow to use it in combination with all major
front-end frameworks.

This module produces two output artifacts:

• HTML File

• CSS File

The generated HTML and CSS code can then be reused by the programmer for
the specific required use case.
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2.4 Implementation Strategy
The implementation strategy chosen for the overall application is a classic client-
server web architecture. This means that the development effort was divided
between the implementation of the front-end, delivered to each user through a web
browser, and the back-end, which is in charge of providing the actual functionality
and interfacing with the front-end by using an appropriate API.

In regards to the front-end, the framework of choice was Angular [10] in combi-
nation with Bootstrap [13]. As previously stated, Angular represents the primary
framework of choice at Blue Reply; its usage ensures the possibility of collaboration
with other teams within the business unit as well as the availability of additional
resources to be allocated to the project for future developments.

The application back-end was subject to more consideration, as multiple lan-
guages and frameworks were considered viable options for the project in question.
Most Blue Reply products rely on Spring Boot, a Java-based application frame-
work that uses Inversion of Control, Dependency Injection and Aspect-Oriented
Programming to facilitate the development of web applications. In addition, a
large ecosystem of libraries and extensions are available to expand Spring Boot’s
functionality; this allows to quickly add additional functionality to the web ap-
plication with minimum configuration from the programmer, in a plug-and-play
manner. These factors, as well as the large community around it and the vast
amount of available resources, render Spring Boot the best choice for the majority
of use cases.

Despite these considerations, the final decision was to use a Python-based
backend. Python is widely embraced in the machine learning community due to its
simplicity and readability, making it accessible for both beginners and experienced
developers. This widespread adoption has led to the creation of a rich ecosystem
of libraries, such as TensorFlow, Keras, PyTorch and LangChain, which streamline
the development of AI-based programs. These libraries offer powerful tools and
pre-built models, enabling developers to efficiently build, train, and deploy machine
learning applications. Additionally, many powerful and open-source computer
vision and image processing Python libraries are available. These observations
ultimately highlighted Python as the most suitable option for our use case.

The development of a web application requires the implementation of a web
server that exposes a set of APIs to communicate with the client. There are many
Python frameworks dedicated to the implementation of web servers; in order to
ensure ease of development and support rapid iteration, we decided to use the
Flask framework to expose a simple REST API. Flask is a lightweight WSGI web
application framework. It is designed to make getting started quick and easy, with
the ability to scale up to complex applications [15].
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Chapter 3

Computer Vision and
Optical Character
Recognition for the Initial
Image Analysis

This chapter presents a detailed description and analysis of the Computer Vision
techniques employed for detecting UI elements within the input image. This task
constitutes the initial phase in the process of converting the image into its General
Page Description, and the accuracy of this step is crucial for achieving a satisfactory
final outcome. Furthermore, the pre-processing and post-processing steps applied
to the input image are illustrated in detail.

3.1 Adopted Computer Vision Techniques
To make the detection of elements possible, two main Computer Vision techniques
were adopted: Edge Detection and Optical Character Recognition (OCR).
Additionally, Contour Detection is used to extrapolate structured topological
information from the obtained edges.

Edge Detection is a fundamental concept in image processing, concerned with
identifying and locating sharp discontinuities in intensity within an image. These
discontinuities, often corresponding to object boundaries or significant changes in
surface orientation, are critical for interpreting the structure and features of the
visual data. By isolating edges, it becomes possible to simplify the image and focus
on its most salient aspects, facilitating further analysis and interpretation [16].

In the case of the described image analysis process, an additional Contour
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Detection step is applied. Contour Detection is a technique that extracts contours
from a binarized image using one of many available algorithms. This process
involves identifying and tracing the continuous boundaries that define the shape of
objects within an image, providing a more structured representation of the detected
edges. By focusing on the contours, it becomes possible to capture the geometric
properties of objects, facilitating their recognition and analysis in Computer Vision
applications.

Optical Character Recognition (OCR) is aimed at the automated extraction
of textual information from images or scanned documents. By converting visual
representations of text into machine-encoded data, OCR enables the efficient
digitization, indexing, and retrieval of graphical textual content. This process
involves the recognition of individual characters, words, and sentences, making it
indispensable for a range of diverse applications.

3.2 Edge Detection for Relevant UI Elements
Edge Detection is the first fundamental step in detecting UI elements within the
input image. By leveraging existing Edge Detection algorithms, and applying
appropriate pre-processing to the image, it is possible to obtain a binarized output
that accurately highlights the presence of relevant UI elements.

3.2.1 The Problem of Edge Detection
Edge Detection is a process that aims to detect and characterize discontinuities
in the image domain [17]. In usual Computer Vision tasks, Edge Detection is
adopted to highlight differences in either depth, surface orientation, illumination, or
reflectance in the portrayed physical objects; however, the capabilities of this process
are also well-suited to the detection of graphical elements within a screenshot of
a web page or a mock-up of a graphical user interface. The discrete nature of
such image representations and the well-defined borders between differently-colored
shapes makes the usage of Edge Detection techniques ideal to provide initial spatial
and geometric information about the available visual components.

The process of Edge Detection is characterized by a set of challenges that need
to be overcome with the use of appropriate smoothing techniques as well as the
adoption of proper methods to identify image intensity changes at different scales
[16].

In regards to the latter problem, different mathematical approaches and corre-
sponding methods can be followed; more specifically, they can be search-based
(based on a first-order derivative expression from the image) or zero-crossing-
based (based on a second-order derivative expression from the image). Such
approaches are described more in depth in the following chapter.
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3.2.2 Edge Detection Methods
Gradient-based techniques [18] represent one of the most straightforward
approaches for edge detection. These methods are based on the computation the
first-order derivative of the image intensity function I(x, y) at every image location.
The gradient at a point (x, y) in the image is a vector given by:

∇I =
A

∂I

∂x
,
∂I
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The magnitude of this gradient vector:
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indicates the strength of the edge, while the direction of the vector indicates the
direction of the steepest intensity change. The computed magnitude can then be
compared to a threshold, to verify whether the corresponding location is part of an
edge or not.

This approach uses few, simple operations like convolution and difference calcu-
lation, making it a simple and effective solution, especially in constrained environ-
ments that require a low computational cost. Prime examples of Edge Detection
methods based on the first-order derivative are the Roberts Cross detector and the
Sobel detector; these methods use convolution kernels to estimate the value of the
intensity gradient I(x, y) at every image location to then compute its magnitude.

The Roberts Cross operator for Edge Detection is known for its simplicity
and speed, and it is especially useful in detecting edges in images with sharp,
high-contrast changes [18]. It was first proposed by Lawrence Roberts in 1963 [19].
It computes the gradient of the image intensity function I(x, y) by applying two
convolution kernels of size 2 × 2 to the input image:

Gx =
C
1 0
0 −1

D
, Gy =

C
0 1

−1 0

D

These convolutions are combined to determine the overall gradient magnitude ∇I
for each point:

|∇I| =
ñ

G2
x + G2

y

The Roberts Cross edge detector is effective when working with high-contrast
images; its simplicity and small kernel sizes make it a viable choice in resource-
constrained environments, where computational efficiency is crucial. However, it
suffers from several issues:
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• Limited Edge Detection capability due to the small kernel sizes, which lead to
the loss of finer details and broader edge features.

• High sensitivity to noise, which can lead to the detection of several false edges.

Due to its limitations, the Roberts Cross detector is generally superseded by more
modern and powerful alternatives, such as the Sobel detector.

The Sobel operator is a robust and widely used tool for Edge Detection [20];
it was first proposed in 1968 by Irwin Sobel and Gary Feldman as an alternative
to the aforementioned Roberts Cross detector. It is a discrete differential operator
that computes the gradient of the image intensity. It uses two convolution kernels,
typically 3 × 3 in size, one for the horizontal direction (Gx) and one for the vertical
direction (Gy) [21]:

Gx =

−1 0 1
−2 0 2
−1 0 1

 , Gy =

 1 2 1
0 0 0

−1 −2 −1


These kernels are designed to have the strongest response to edges that run
vertically or horizontally along the pixel grid, with one kernel for each of these
two perpendicular directions. Like the Roberts Cross detector, the kernels can be
applied individually to the input image to measure the gradient in each direction
separately. These measurements can then be combined to determine the overall
magnitude of the gradient ∇I at each point. The gradient magnitude is computed
as:

|∇I| =
ñ

G2
x + G2

y

Typically, for a faster computation, the following approximate magnitude is com-
puted instead [21]:

|∇I| = |Gx| + |Gy|

The main advantage of the Sobel operator is its simplicity, due to its approximate
method for calculating gradients. However, its major disadvantage is the signal-to-
noise ratio. As noise increases, the gradient magnitude of the edges deteriorates,
leading to less accurate results [22].

The Laplacian of Gaussian is a second-order derivative-based Edge Detection
method that uses a combination of two different convolutions to detect regions
of the image with rapid intensity change [23]. Given an image with an intensity
function I(x, y), the Laplacian of each of its locations L(x, y) is computed as follows:

L(x, y) = ∂2I

∂x2 + ∂2I

∂y2
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It is possible to compute an approximated value of the Laplacian for each pixel of
the input image using a discrete convolution kernel. An example of a commonly
used convolution kernel K is the following [23]:

K =

 0 −1 0
−1 4 −1
0 −1 0


This kernel approximates a second derivative on the image intensity, making it

highly sensitive to noise; to address this, Gaussian smoothing is typically applied to
the image before the Laplacian filter is used, reducing high-frequency noise before
differentiation. The Gaussian filter is a low-pass filter that smooths the image
by averaging the intensity values of neighboring pixels, which helps to suppress
high-frequency noise.

Since convolution is an associative operation, the Gaussian smoothing filter
can be combined with the Laplacian filter first. This combined filter can then be
applied to the image, offering two key benefits:

• Both the Gaussian and Laplacian kernels are usually much smaller than the
image, reducing the number of arithmetic operations required.

• The Laplacian of Gaussian (LoG) kernel can be precomputed, allowing for a
single convolution to be performed on the image at runtime.

The two-dimensional Laplacian of Gaussian (LoG) function centered on zero
and with standard deviation σ has the following form [23], obtained by applying
the Laplacian operator on the Gaussian filter:

LoG(x, y) = − 1
πσ4

A
1 − x2 + y2

2σ2

B
exp

A
−x2 + y2

2σ2

B

This function can be estimated using a discrete convolution kernel. Figure 3.1
shows an example of a LoG convolution kernel for a Gaussian filter with σ = 1.4
[23].

The LoG filter has the effect of highlighting edges in the image. The produced
output contains negative and non-integer values that need to be normalized between
0 and 255.

An efficient approximation of the LoG filter is given by the Difference of
Gaussians (DoG) filter [24]. It is computed by subtracting one Gaussian-blurred
version of an image from another, where each version is blurred with a different
standard deviation. This subtraction highlights edges and details by enhancing
regions of rapid intensity change, similarly to the LoG filter. However, the DoG
filter is computationally less intensive, making it a practical alternative for Edge
Detection and other tasks requiring high spatial frequency analysis.
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Figure 3.1: Discrete approximation to LoG function with Gaussian σ = 1.4, from
[23].

The Canny Edge Detection algorithm offers a more advanced and reliable
approach to edge detection, addressing many of the shortcomings found in the
previously described methods. This algorithm integrates multiple processing steps
to produce a precise and well-defined edge map. Due to its strengths, the Canny
algorithm has been selected for use in this thesis project, providing a reliable
foundation for further analysis and implementation, as detailed in the following
chapter.

3.2.3 The Canny Edge Detection Algorithm
The Canny Edge Detection algorithm is an advanced edge detection methodology
proposed by John Canny in 1986 [25]. This algorithm has become a standard
tool in the field due to its ability to produce clean and accurate edge maps while
being robust against noise; as the most robust and reliable option, it was the edge
detection technique of choice for the thesis project. An example of its usage on a
realistic example for the purpose of this project is shown in Figure 3.2

The Canny algorithm consists of several sequential steps designed to optimize
edge detection while minimizing the influence of noise and irrelevant information.
These steps include:

• Gaussian smoothing

• Gradient calculation
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Figure 3.2: Example usage of the Canny Edge Detection algorithm on a user
interface mock-up.

• Non-maximum suppression

• Double thresholding

• Edge tracking by hysteresis

The correct execution of each of these steps is crucial to obtain an accurate
representation of the image edges.

Gaussian Smoothing

The first step in the Canny algorithm is to smooth the input image to reduce
noise and small variations that could lead to the detection of false edges. This
is achieved by applying the previously-mentioned Gaussian filter to the image.
A two-dimensional isotropic (i.e. circularly symmetric) Gaussian with standard
deviation σ has the form [26]:

G(x, y) = 1
2πσ2 exp

A
−x2 + y2

2σ2

B

The choice of σ affects the performance of the detector; by increasing its value,
the sensitivity to noise of the filter is decreased, but there is also a risk of removing
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relevant edges. For most practical applications, a 5×5 size yields good results;
however, this will vary depending on specific situations.

Gradient Calculation

After smoothing, the next step involves computing the gradient of the image
intensity. The gradient indicates the rate of change in intensity at each pixel, which
is crucial for identifying edges. The gradient is calculated in both the horizontal
and vertical directions, typically using Sobel operators, which are 3 × 3 convolution
kernels designed to respond maximally to edges running vertically or horizontally
[27].

The horizontal (Gx) and vertical (Gy) gradients are combined to compute the
magnitude of the gradient (|∇I|) and its direction (θ) at each pixel:

|∇I| =
ñ

G2
x + G2

y, θ = arctan
3

Gy

Gx

4
The magnitude represents the strength of the edge, while the direction indicates

the orientation of the edge.

Non-maximum Suppression

Once the gradient magnitude and direction are obtained, the next step is to refine
the edges by applying Non-maximum Suppression. This step aims to thin out the
edges by preserving only the local maxima of the gradient magnitude along the
direction of the gradient. For each pixel, Non-maximum Suppression compares
the gradient magnitude with those of the neighboring pixels along the gradient
direction. If the pixel’s magnitude is not the largest, it is suppressed (set to zero)
[25].

An example of such procedure is shown in Figure 3.3, where point A is located
on the vertical edge, and the gradient is perpendicular to this edge. Points B and
C are positioned along the gradient direction; to determine if Point A represents a
local maximum, it is compared with Points B and C. If Point A is a local maximum,
it is retained for further processing; otherwise, it is suppressed by setting its value
to zero.

This process results in a set of thin, sharp edges, eliminating any broader or
thicker edges that may have been detected in the previous step.

Double Thresholding

After Non-maximum Suppression, the resulting edge map may still contain weak
edges that are not true edges, as well as strong edges that are more likely to
be accurate. To distinguish between these, the Canny algorithm applies Double
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Figure 3.3: Example of non-maximum suppression, from [28].

Thresholding. Two thresholds are used: a high threshold (TH) and a low threshold
(TL). Pixels with a gradient magnitude greater than TH are considered strong
(certain) edges, while those with a gradient magnitude between TL and TH are
considered weak (uncertain) edges [25].

Pixels with a gradient magnitude below TL are discarded as non-edges. This
thresholding step effectively separates potential edges from noise and weaker
variations.

Edge Tracking by Hysteresis

The final step in the Canny algorithm is Edge Tracking by Hysteresis. This step
ensures that weak edges that are connected to strong edges are retained, as they
are likely part of the same edge, while isolated weak edges are discarded as noise.
Starting from the strong edges identified in the double thresholding step, the
algorithm traces along connected pixels, including weak edges that form continuous
lines with the strong edges [25].

This process produces the final edge map, which contains only the most significant
and continuous edges in the image.

Advantages of the Canny Algorithm

The Canny Edge Detection algorithm offers several advantages over other Edge
Detection methods:

• Robustness to Noise: the initial Gaussian smoothing step effectively reduces
noise, making the Canny algorithm more resistant to false edge detection
compared to gradient-based methods like the Sobel or Roberts Cross operators.

• Edge Localization: the combination of gradient calculation, non-maximum
suppression, and edge tracking ensures that edges are accurately localized,
preserving fine details and sharp transitions.
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• Detection of True Edges: the Double Thresholding and Hysteresis steps
help in distinguishing true edges from noise, resulting in a cleaner and more
reliable edge map [25].

3.2.4 Pre-processing Steps for Improved Results
As mentioned earlier, a crucial element in any computer vision task is selecting
suitable pre-processing steps for the input image to improve the quality of the
results. The Canny Algorithm inherently includes some pre-processing through
the application of a Gaussian smoothing filter. However, initial experiments with
the Edge Detection process have shown that additional pre-processing steps are
necessary to achieve optimal results when working with screenshots or UI mock-ups.

A basic initial step is converting the image from the BGR (Blue/Green/Red)
color space to grayscale. This conversion is essential because it reduces the color
space to a single dimension, which serves as the reference intensity function.

After the conversion to grayscale, Contrats-Limited Adaptive Histogram
Equalization (CLAHE) is applied to the image to enhance its features and improve
contrast between similarly-tinted UI elements.

Histogram Equalization is a fundamental image pre-processing technique de-
signed to enhance the contrast of an image by redistributing its intensity values. In
many images, especially those with low or uneven contrast, pixel intensity values
may be clustered within a narrow range, leading to a loss of detail in darker or lighter
areas. Histogram Equalization addresses this by mapping the original intensity
values to new values that are more evenly distributed across the available intensity
range. This process enhances the overall contrast, making important features of
the image more visible and improving the clarity of the visual information [18].

While traditional Histogram Equalization can be effective, it has notable limita-
tions, particularly in images with large uniform regions or significant noise. The
global nature of this technique means that it applies the same transformation across
the entire image, which can lead to over-enhancement of noise and the introduction
of artifacts.

To overcome these limitations, Contrast-Limited Adaptive Histogram Equaliza-
tion was developed. Unlike traditional Histogram Equalization, CLAHE operates
on smaller, localized regions of the image, known as tiles. By applying Histogram
Equalization independently within each tile, CLAHE can enhance contrast in spe-
cific areas without affecting the global image appearance. This localized approach
is particularly beneficial for images with irregular textures, as it allows for more
targeted enhancement where it is needed most [29].

A key feature of CLAHE is its contrast-limiting mechanism, which prevents
over-amplification of noise. During the equalization process, CLAHE imposes
a clip limit on the histogram, ensuring that any intensity values exceeding this
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limit are redistributed. This helps to maintain a balance between enhancing the
contrast and preserving the natural appearance of the image, minimizing the risk
of introducing artifacts. After equalization, the tiles are seamlessly combined using
bilinear interpolation to avoid any blocky artifacts that might result from the
independent processing of each tile.

The two pre-processing techniques discussed have proven effective in improving
the quality of the Edge Detection results. Figure 3.4 presents an overview of the
pre-processing steps applied to the input image.

Figure 3.4: Overview of image pre-processing for Edge Detection.

3.3 Optical Character Recognition for Textual
Content Detection

Graphical representations of user interfaces typically include a combination of
geometric shapes, representing interactive elements like buttons and form inputs,
along with textual content. To accurately capture the interface’s content, it is
essential to scan the input image for text and integrate this information with the
previously detected edges. Optical Character Recognition (OCR) techniques are
used for this purpose.

3.3.1 The Problem of Optical Character Recognition
Optical Character Recognition (OCR) is a technology that enables the conversion
of different types of documents - such as scanned paper documents, PDFs, or
screenshots - to machine-encoded text. This capability has widespread applications,
including automating data entry, extracting information from graphical sources
and enabling digital archiving.
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Despite its potential, OCR faces several challenges that impact its accuracy
and effectiveness. One major issue is related to the quality of the input image.
Low resolution, poor contrast, and noise can significantly degrade the readability
of text, making it difficult for OCR systems to accurately recognize characters.
Additionally, the variability in text appearance - such as differences in fonts and
sizes - complicates the recognition process. The system must be adept at handling
diverse textual forms and aligning characters correctly, which is further complicated
by the intricacies of different languages and scripts. The complexity of natural
language also plays a role, as OCR systems must often interpret characters in
context to resolve ambiguities and improve recognition accuracy [30].

Addressing these challenges involves advanced techniques in image pre-processing,
machine learning, and natural language processing. Improvements in these areas
aim to enhance the robustness and accuracy of OCR systems, making them more
effective in handling the diverse text data encountered in real-world applications.

3.3.2 Modern Techniques for OCR
Optical Character Recognition (OCR) faces numerous challenges that impact its
effectiveness. Traditional OCR techniques have made significant contributions to
the field but also encounter limitations. These methods exploit gradient analysis
and convolutional filters, and are based on the same Edge Detection techniques
analyzed in Section 3.2.2. These conventional approaches often struggle with issues
related to image quality, text variability, and language complexity. Gradient-based
methods like the Roberts Cross and Sobel detectors, while useful for detecting
edges, do not inherently address the sequential nature of text or the variability
in character appearance. Similarly, the Laplacian of Gaussian and Difference of
Gaussians methods provide edge detection but fall short in handling complex text
data and diverse fonts.

A more effective approach to OCR involves using Recurrent Neural Networks
(RNNs) in combination with Convolutional Neural Networks (CNNs). This combi-
nation enables thorough analysis of the text in the input image by recognizing key
features for character identification and understanding the associations between
related graphical elements.

Reccurrent Neural Networks

Recurrent Neural Networks (RNNs) present a more advanced solution to the
challenges of OCR by incorporating mechanisms specifically designed to handle
sequential data. RNNs are a class of artificial neural networks designed to handle
sequential data by leveraging their internal memory. Unlike traditional feedforward
neural networks, which process inputs in isolation, RNNs use their internal state
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to maintain information across time steps, allowing them to capture dependencies
and patterns in sequential data [31]. This is achieved through feedback connections
that enable the network to incorporate information from previous inputs into the
processing of current inputs.

The ability to retain and utilize historical information allows RNNs to make
more informed predictions and decisions based on the entire sequence rather than
individual data points. Unlike traditional OCR techniques that may process text
in isolation, RNNs can maintain context over sequences of characters, which is
crucial for accurate text recognition. This capability enables RNNs to consider the
relationships between adjacent characters, improving their ability to decipher text
accurately even in the presence of noise or distortion [32].

Long Short-Term Memory

Despite their advantages, standard RNNs face challenges in learning long-term
dependencies due to issues such as vanishing gradients during back-propagation.
This limitation affects their ability to retain information across long sequences,
which is necessary for accurate text recognition in lengthy documents or intricate
images. To overcome this, Long Short-Term Memory (LSTM) can be employed.

Long Short-Term Memory networks are a specialized type of Recurrent Neural
Network designed to address the limitations of traditional RNNs, particularly the
vanishing gradient problem. Introduced by Hochreiter and Schmidhuber in 1997,
LSTMs incorporate memory cells and gating mechanisms that enable them to
maintain and manage information over extended sequences more effectively [33].

The LSTM architecture is designed to add a module to a neural network that
learns when to retain and when to discard relevant information [34]. Essentially, the
network learns which information should be preserved for future use in a sequence
and when it can be disregarded. A memory cell is a fundamental component of the
additional LSTM module, designed to store and manage information over extended
periods; it works in conjunction with three key components: the input gate, the
forget gate, and the output gate. These gates regulate the flow of information into,
out of, and within the memory cell, allowing the network to selectively retain or
discard information as needed [33]. This design helps LSTMs capture long-term
dependencies and patterns in sequential data, making them highly effective for tasks
such as language modeling and sequence prediction where context from previous
time steps is crucial.

Convolutional Neural Networks

The effectiveness of RNNs in OCR is further amplified when combined with
Convolutional Neural Networks. Convolutional Neural Networks are a class of
deep learning models specifically designed to process and analyze grid-like data
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structures, such as images. In CNNs, convolutional layers apply a series of filters
to input data, extracting hierarchical features like edges, textures, and patterns at
multiple levels of abstraction [35]. This ability to capture spatial hierarchies makes
CNNs particularly effective for image-related tasks.

In Optical Character Recognition, CNNs play a crucial role by pre-processing
image data to identify and extract features relevant to character recognition.
They enhance the OCR system’s capability to handle variations in font, size, and
orientation of text. By learning to recognize complex patterns in text images,
CNNs improve the accuracy and robustness of OCR systems, enabling them to
accurately interpret and digitize text from diverse and noisy environments [36].

3.3.3 The Tesseract OCR Engine
For the use case of the thesis project, it was decided to use the Tesseract OCR
Engine to extract textual content from the input images [37]. Tesseract is available
for many operating systems, and is released as free software. It was initially
developed as proprietary software by Hewlett-Packard in the 1980s, before being
released as open source in 2005. It organizes the image analysis process into a
multi-step pipeline [38]:

Figure 3.5: Architecture of the Tesseract OCR Engine, from [38].

1. Adaptive Thresholding: Tesseract uses Otsu’s method [39], a clustering-
based algorithm, to determine the optimal threshold for converting an image
into black and white. This method minimizes intra-class variance while maxi-
mizing inter-class variance, effectively separating the text from the background.
Adaptive Thresholding accounts for variations within the image by applying
this process to small sections, ensuring better accuracy in text detection.

2. Page Layout Analysis: this step involves detecting and removing non-text
elements like images and vertical lines using morphological processing. The
text regions are identified through connected component analysis, and these
components are grouped into column partitions. The page is then segmented
into blocks of text, and their reading order is determined using heuristic rules,
allowing Tesseract to handle multi-column documents effectively.

3. Baseline Fitting and Word Detection: Tesseract performs connected
component analysis to detect individual blobs that represent parts of characters.
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These blobs are sorted and grouped into rows based on vertical overlap, which
helps in determining the skew of the text. A quadratic spline is then fitted to
these rows to accurately define the baselines of the text lines. Word detection
is done by measuring gaps between these baselines, allowing for precise word
segmentation even with variations in character sizes and spacing.

4. Word Recognition: Tesseract first determines if the text is fixed-pitch (equal
spacing between characters) or proportional. For fixed-pitch text, characters
are segmented based on spacing. For non-fixed-pitch text, Tesseract chops the
word into smaller blobs and evaluates different segmentations to find the best
character matches. A dictionary search is used to refine these matches, with
the system iterating over the possible segmentations to improve accuracy.

5. Character Classifier: the character classifier operates in two stages:

(a) Static Classification: Uses a pre-trained model with feature vectors
derived from the polygonal approximation of character outlines. This
method is computationally intensive but effective in handling damaged
images.

(b) Adaptive Classification: enhances recognition by training on the doc-
ument itself during the first pass. It uses the same features as static
classification but adapts to the specific fonts and styles in the document,
allowing for better accuracy in subsequent passes.

The Tesseract OCR engine, particularly in its more recent versions (starting
from version 4.0), uses neural networks extensively as part of its text recognition
process:

• CNNs are used in Tesseract for feature extraction from the input image. The
convolutional layers scan the image for various features like edges, textures, and
shapes, which are crucial for identifying individual characters. These features
are then passed on to other parts of the network for further processing. The
CNN in Tesseract operates on the image at multiple scales and orientations,
which allows it to capture a robust representation of the characters, making it
effective even for distorted or low-resolution text [40].

• Since text recognition often involves understanding the context in which a
character or word appears, LSTMs are well-suited for this task due to their
ability to maintain information over long sequences. In Tesseract, LSTMs help
in recognizing text by considering both the spatial layout of characters and the
context provided by surrounding characters. This sequential processing enables
the engine to handle variable-length sequences, making it more accurate in
recognizing entire words or lines of text rather than just isolated characters.
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• After feature extraction and sequence processing, Tesseract uses fully con-
nected layers to perform the final classification of the recognized text. These
layers map the features extracted by the CNNs and processed by the LSTMs
into specific character classes or word outputs. The FCNs are crucial for the
final decision-making process in the recognition pipeline, determining what
character or word each sequence corresponds to based on the data processed
by the previous layers.

These neural networks work together within Tesseract’s architecture to provide a
more accurate and flexible OCR solution, capable of handling various challenges
like different fonts and sizes.

3.3.4 Pre-processing Steps for Improved Results
The OCR Module used in the thesis project employes applies some pre-processing
steps in order to optimize the text recognition process.

Image Resizing

Initially, an optional resizing operation is performed. According to the official
Tesseract GitHub repository documentation [41], to achieve optimal results, the
x-height of approximately 20 pixels is recommended. The x-height refers to the
height of the ’x’ character in the image. Additionally, a minimum x-height of 10
pixels is advised to prevent information loss during noise reduction [41].

To ensure adequate image dimensions, the image width and height must meet
or exceed a minimum size threshold. If the dimensions are below this threshold,
the image is resized to meet the requirement while maintaining the original aspect
ratio.

Determining the appropriate resizing dimensions for input images is challenging
due to the variability in font types and sizes, particularly in UI screenshots and
mockups. Therefore, an empirical method was used. This method involved testing
a set of reference images that represent typical inputs for the application, with
increasing size thresholds. The goal was to identify the minimum size threshold
that would ensure reliable text recognition.

The experiment involved 10 reference images, each processed with the OCR
procedure at increasing threshold values, ranging from 2000 to 5000 pixels. The
OCR results were classified as either correct or incorrect based on whether all text
elements were accurately recognized. The results are summarized in Table 3.1.

The findings indicate that a size threshold of 3000 pixels is optimal, as it
minimizes the number of incorrect text detections. Therefore, this threshold was
selected as the final choice.
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Size Threshold (px) Percentage of Correct
Results

2000 50%
3000 70%
4000 60%
5000 60%

Table 3.1: Summary of results of the resize threshold experiment.

Color Space Conversion

Another preprocessing step applied to the optionally resized input image is the
conversion from BGR to grayscale. This conversion impacts the initial adaptive
thresholding procedure and subsequently affects all following processing steps.

Initial experiments showed that preserving the BGR color space and then
converting to grayscale yielded different but complementary results. Consequently,
the OCR process was performed on both the grayscale-converted image and the
original BGR image.

This approach generates two distinct result sets: one from the BGR image
and one from the grayscale image. Each set includes text strings and associated
bounding rectangles indicating text locations. To consolidate these results, the
BGR-derived set is filtered to exclude text elements where the bounding rectangles
overlap with those from the grayscale-derived set. The final result set is created by
merging the filtered BGR results with the grayscale results.

3.4 Post-processing Techniques
A series of post-processing steps are implemented to enhance the quality of results
from the Edge Detection and Optical Character Recognition processes. Initially,
pre-processing is conducted separately on the two result sets. Once combined into
a single comprehensive list of detected graphical and textual elements, further ad-
justments are made. The goal of these modifications is to eliminate false detections
caused by image imperfections and noise and to apply heuristics to maximize the
extraction of structural information from the data.

3.4.1 Detected Edges Post-processing
Following the application of the necessary pre-processing steps and the Canny
Edge Detection Algorithm, a binarized image highlighting the detected edges is
produced. However, this outcome does not yet meet the desired objective, which is
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Figure 3.6: Overview of the input image OCR process employed in the application,
including the related pre-processing steps.

to generate a list of detected graphical elements represented by bounding rectangles
that indicate their locations within the input image. To achieve this goal, two
additional operations are performed on the edge map:

1. A Contour Detection Algorithm is applied to the edge map to identify a list
of graphical shapes from the edges.

2. The identified contours are then approximated to their corresponding bounding
rectangles.

Each of these procedures will be examined in greater detail in the following
sections.

From Edges to Contours

A contour is defined as a finite list of points within the image two-dimensional
space which identifies an enclosed shape. Contour Detection algorithms allow
to extract these lists from the binarized images obtained from Edge Detection
procedures. Additionally, it is possible to establish hierarchical relationships
between the detected contours, i.e. parent contours can enclose one or more child
contours.

The article “Topological Structural Analysis of Digitized Binary Images by
Border Following”, authored by Satoshi Suzuki and Keiichi Abe in 1985 [42],
presents an efficient algorithm for Contour Detection in binary images, widely known
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as the Suzuki-Abe algorithm. It is widely used in the field of image processing
and is the algorithm of choice for the presented thesis project. The algorithm
operates directly on binary images, which are composed of pixels represented as
either foreground (typically denoted by “1” or “true”) or background (denoted by
“0” or “false”); this makes it suitable for the analyzed use case, where the input is
represented by the binary representation of detected edges.

At the heart of the Suzuki-Abe algorithm is a border-following method that
systematically traces the contours of objects within the binary image. The procedure
is initiated by scanning the image from the top-left to the bottom-right. Upon
encountering an unvisited foreground pixel, the algorithm begins the contour-
following process.

This contour tracing is executed in a clockwise direction by evaluating the
neighboring pixels in a predetermined order to identify the next contour pixel.
As the contour is traced, the coordinates of the contour pixels are recorded, and
these pixels are marked to prevent them from being processed again. The process
continues until the contour is closed, returning to the starting pixel. Internal
contours within the object are detected and recorded in a similar manner [42].

The algorithm also constructs a hierarchical representation of the detected
contours, often referred to as a contour tree. In this hierarchical structure external
contours act as parent nodes, while internal contours, representing holes within
objects, serve as child nodes. An example of such hierarchical structure is provided
in Figure 3.7.

The Suzuki-Abe algorithm is highly efficient in both time and space. By ensuring
that each pixel is processed only once during the border-following procedure, the
algorithm achieves a time complexity that is linear with respect to the number
of pixels in the image [42]. This efficiency makes it well-suited for real-time
applications and the processing of large images.

By applying the algorithm to the edge map generated from the earlier edge
detection process, a list of all contours within the image is obtained. These contours
represent potential regions of interest that may correspond to graphical UI elements
within the image.

Approximation and Merging of Detected Contours

Contours can be composed of a large number of points and represent shapes of
arbitrary complexity; this representation is not well-suited for our application, in
which we are only interested in the extraction of rectangular shapes for later analysis.
For this purpose, each detected contour is approximated to its corresponding
bounding rectangle, which is easily extracted by simply identifying the minimum
and the maximum x and y coordinates from the corresponding list of points.

At this point, a complete list of bounding rectangles is obtained. This will

32



Computer Vision and Optical Character Recognition for the Initial Image Analysis

Figure 3.7: Example of contour/border detection within an image using the
Suzuki-Abe Algorithm, from [42].

include nested rectangles, and partially overlapping ones. The final goal of the
post-processing procedure is to obtain the set of outermost rectangles detected
within the image. Furthermore, an outer bounding rectangle may potentially
contain a child rectangle, which encloses all the rectangles that fall within the outer
one. This information is crucial to obtain, as it is fundamental to allow proper
processing of so-called container elements (i.e. elements that recursively contain
other elements).

To obtain these results, a dedicated algorithm is employed. The goal of this
algorithm is to extract the outermost rectangles in an image, which represent
potential user interface (UI) elements, while also identifying any child rectangles
that these external rectangles may enclose.

The algorithm operates in two main phases:

1. Determining the smallest parent rectangle: for each rectangle in the
set, the algorithm identifies the smallest rectangle that completely encloses
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it, referred to as the parent rectangle. If no such parent exists, the rectangle
is considered external. The parent is selected based on the smallest area
among all enclosing rectangles, ensuring that the hierarchy of containment is
accurately represented.

2. Identifying external rectangles and their children: Once the parent-
child relationships are established, the algorithm proceeds to identify external
rectangles - those rectangles that do not have any parent. These external
rectangles are crucial as they represent the top-level elements within the image.
For each external rectangle, the algorithm then determines its child rectangle,
which is defined as the smallest rectangle that encloses all other rectangles
within the external rectangle. The child rectangle is computed through the
following steps:

• Initially, the child rectangle is unassigned.
• The first rectangle identified as a child (i.e., one that has the external

rectangle as its parent) is assigned as the child.
• Any subsequent child rectangles are merged with the existing child rect-

angle, expanding its area to encompass all enclosed rectangles.

By the end of this process, the algorithm produces a set of external rectangles that
potentially correspond to distinct UI elements within the image. Each external
rectangle may also have a corresponding child rectangle, which encapsulates all the
nested rectangles within it. This hierarchical structure is essential for accurately
representing container elements.

Following this procedure, overlapping external rectangles may be present. Such
overlaps typically indicate inaccuracies in the edge or contour detection process, as
UI elements are expected to be distinct and non-overlapping. To address this issue,
a further post-processing algorithm is employed to eliminate these overlaps.

The post-processing algorithm operates by iterating over the list of external
rectangles. For each rectangle, the algorithm checks for overlaps with all other
rectangles in the list. If an overlap is detected, the overlapping rectangles are
merged into a single rectangle that encompasses the area of both.

In cases where two external rectangles are merged, their respective child rectan-
gles are handled as follows:

• If neither of the merged rectangles has a child, the resulting merged rectangle
will also have no child.

• If only one of the merged rectangles has a child, that child rectangle is assigned
to the merged rectangle.
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• If both merged rectangles have child rectangles, the child with the larger area
is selected as the child of the merged rectangle.

Upon completion of these post-processing steps, the algorithm produces a final
set of UI element rectangles, each with its corresponding child rectangle if applicable.
This refined list is optimized for use in subsequent stages of the image analysis
process.

3.4.2 OCR Results Post-processing
The OCR results undergo a sequence of refinement steps designed to enhance
the accuracy and coherence of the detected text. Specifically, the post-processing
procedures aim to group spatially related textual elements, facilitating the merging
of individual words into complete lines of text, and further merging these lines into
coherent paragraphs. This process relies on heuristics that consider the spatial
arrangement and properties of the detected text elements.

The post-processing procedure applied to text elements consists of two primary
phases:

1. Spatially related text elements are merged using dedicated algorithms to form
complete lines and paragraphs.

2. The bounding rectangles of the resulting text elements are subsequently scaled
down, adjusting for the optional resizing operation performed during the
pre-processing steps for OCR.

Merging Related Elements

The merging of spatially-related textual elements is conducted in two sequential
steps. The first step focuses on combining horizontally grouped elements, such as
individual words, while the second step targets the merging of vertically aligned
text elements. The goal of this process is to produce a list of text elements that
represent either individual words, short sentences, or entire paragraphs.

The algorithm for merging horizontally grouped words operates by analyzing
pairs of text elements and evaluating them against two criteria:

• The text elements must overlap along the vertical axis.

• The horizontal distance between the text elements must be less than or equal
to 75% of the height of the taller element.

When both conditions are satisfied, the two text elements are merged into a single
element. The bounding rectangle of the new merged element is defined as the
minimal rectangle that encompasses both original rectangles. The textual content
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of the merged element is derived by concatenating the content of the original
elements with a space in between, maintaining the order based on their horizontal
positioning.

Following the initial procedure for horizontally grouping text elements, a second
algorithm is employed to merge vertically grouped text elements. This algorithm
follows a similar methodology to the previously described one, evaluating pairs
of text elements against specific criteria to determine whether they should be
combined into a single entity. The conditions checked are as follows:

• X-Similarity: The difference in the x-positions of the two bounding rectangles
is less than or equal to 10% of the maximum width of the two elements.

• Height Similarity: The difference in height between the two bounding
rectangles is less than or equal to 20% of the maximum height of the two
elements.

• Vertical Proximity: The vertical distance between the two bounding rectan-
gles is less than or equal to 20% of the maximum height of the two elements.

After evaluating these conditions for each pair of text elements, the algorithm
performs a broader grouping operation using a transitive approach. For example,
if text elements A and B satisfy all three criteria, and B and C also satisfy them,
then A, B, and C will be grouped together.

Once the vertical grouping is completed, the grouped elements are merged
similarly to the horizontal merging process. The resulting text element is defined by
a bounding box that encompasses all the original rectangles. The textual content
is obtained by concatenating the text from each element in the group, separated
by new lines and ordered according to their vertical positions.

3.4.3 Edge Detection and OCR Results Integration and
Post-processing

After applying the necessary post-processing steps to the results from both Edge
Detection and OCR, the outputs are merged into a unified and comprehensive
result set. The integration process addresses two key challenges:

1. The differing formats of the elements in the two result sets.

2. The potential duplication of textual content detected by both the OCR and
Edge Detection processes.

To standardize the format, elements from both sources are converted into a
common data structure that includes the following information:
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• The coordinates of the top-left and bottom-right corners that define the
bounding rectangle of the element.

• The type of the element. Elements originating from the Edge Detection process
are initially assigned the type “unknown”, to be refined during subsequent
analysis. Elements derived from OCR are labeled as “text”.

• Text content, applicable only to elements derived from OCR.

To eliminate duplication of text elements, a straightforward two-step approach
is employed. First, each element detected through Edge Detection is compared
with each OCR-detected element to check for overlap. Any element from the Edge
Detection process that overlaps more than 75% of its area with an OCR-detected
element is removed from the result set. This prioritization ensures that OCR
results, which are generally more accurate for textual content, take precedence
when both methods detect the same text.

In the second step, the process is repeated with the roles of the two sets of
elements reversed. This step removes redundant text elements that may correspond
to textual content within other graphical elements, such as input fields or buttons.

Small Elements Removal

A potential source of error in the result set is the presence of spurious elements,
which may arise from erroneous detections due to imperfections or noise within
the image. To mitigate this issue, a filtering operation is applied to the result set,
removing elements that meet any of the following three criteria:

• The area of the element is below a specified threshold ta.

• The width of the element is below a specified threshold tw.

• The height of the element is below a specified threshold th.

The values for these thresholds were determined based on observations from testing
the procedure with realistic input examples.

Size Assignment

Each element in the result set is assigned a size category, which can be “small”,
“medium” or “large”. This classification is crucial for subsequent stages of the image
analysis process.

The size classification is determined based on the height of the element:

• If the height of the element is less than or equal to a threshold tsmall, the
element is categorized as “small”.
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• If the height exceeds tsmall but is less than or equal to a threshold tmedium, the
element is categorized as “medium”.

• If the height exceeds tmedium, the element is categorized as “large”.

Horizontal Element Alignment

Upon completion of the aforementioned post-processing steps, the resulting list
of elements provides a reliable and comprehensive representation of the regions
of interest for the subsequent element analysis stage. However, an additional
adjustment is required to ensure the effectiveness of later stages in the image
conversion process.

The bounding rectangles for the detected elements often exhibit a degree of
irregularity due to inherent margins of error, even when advanced computer vision
techniques are employed. This irregularity can obscure the spatial relationships and
alignments among UI elements, potentially leading to a loss of crucial information.

To address this issue, a heuristic approach is applied to refine the x-coordinates
of the bounding rectangles. This involves using a set of simple rules to adjust the
start (x1) and end (x2) positions of the bounding rectangles. Specifically, if two
elements have x1 values that differ by less than a specified threshold talign, they
are assigned the same x1 value. The same procedure is applied to the x2 values.
The original x1 and x2 values are preserved as additional fields within the element’s
data structure, as they are required for the subsequent image cropping procedure
essential for the element analysis.

3.5 Implementation Tools
In order to implement all the described image processing steps in the form of
Python code, two crucial packages are used:

• OpenCV: an open-source computer vision and machine learning library in
Python, widely used for image processing, object detection, and real-time
video analysis.

• PyTesseract: a Python wrapper for the Tesseract-OCR engine.

These are analyzed more in depth in the following sections.

3.5.1 OpenCV: A Powerful Open-Source Computer Vision
Library

OpenCV, an acronym for Open Source Computer Vision Library, is a highly versatile
and widely adopted library that facilitates the development of applications in the
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domains of computer vision and image processing. Originally developed by Intel
in 1999, it has since evolved into an open-source project, attracting contributions
from developers worldwide [43]. The library is written primarily in C and C++,
but its Python bindings have gained significant popularity due to the simplicity
and expressiveness of the Python programming language [44].

In the context of Python, OpenCV provides a robust interface for handling a
wide array of image and video processing tasks. OpenCV’s extensive functionality is
complemented by its ability to integrate seamlessly with other scientific computing
libraries in Python, such as NumPy [43].

One of the key strengths of OpenCV is its optimization for real-time applications.
It supports hardware acceleration, making it suitable for applications requiring
high performance [45]. The library also offers comprehensive documentation and
an active community, which further facilitates learning and collaboration among
users [44].

OpenCV provides a vast array of powerful functions that allow to easily perform
various Computer Vision tasks. The following is an overview of the usage of
OpenCV within the Element Detection Module of the application:

• Image Conversion to Grayscale: OpenCV is used to convert the input
image from its original color format to grayscale.

• Contrast Enhancement Using CLAHE: the module applies the Contrast
Limited Adaptive Histogram Equalization technique to the grayscale image
using OpenCV’s dedicated functions.

• Edge Detection Using Canny Algorithm: OpenCV’s Canny function is
employed to detect edges in the contrast-enhanced image.

• Contour Detection: a dedicated OpenCV function is used to detect the
contours within the edge-detected image.

3.5.2 PyTesseract: Integrating Tesseract into the Python
Ecosystem

PyTesseract is a Python wrapper for the Tesseract-OCR engine. This library allows
users to apply OCR to various types of image data and extract textual information
with high accuracy.

PyTesseract supports multiple languages and offers features such as image
preprocessing to improve OCR results, thereby making it a versatile tool for
applications ranging from document digitization to automated data extraction
[40]. Its integration with Python facilitates seamless usage within data processing
pipelines, leveraging other libraries such as OpenCV for image manipulation and
NumPy for numerical operations.
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Moreover, PyTesseract’s ease of use and extensive documentation make it an
attractive choice for those who need reliable text extraction capabilities without
extensive configuration. The library’s design emphasizes simplicity and efficiency,
which aids in rapidly developing prototypes or implementing solutions where text
extraction from images is a critical component.

The OCR Module of the image analysis application makes use of PyTesseract
to perform the extraction of textual data and its corresponding spatial information
within the image.

3.6 Results of the Element Detection Process
The final result that is obtained from the initial image analysis is a list of detected
UI elements, each represented via a well-defined data structure; this element
representation contains spatial information, useful to locate the element within the
input image, as well as a preliminary classification, which categorizes the element
either with type “unknown” or “text”. It also includes the computed size The
following is an example of the aforementioned data structure:

{
"x": 29,
"y": 222,
"w": 411,
"h": 44,
"x2": 435,
"y2": 266,
"type": "unknown",
"child": {

"x": 26,
"y": 224,
"w": 407,
"h": 40

},
"size": "large",
"cropX1": 24,
"cropX2": 435

}

As can be seen, the horizontal coordinates of the element are expressed in two
forms:

• x and x2: theese coordinates represent the horizontal boundaries of the element
after the horizontal alignment post-processing step.
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• cropX1 and cropX2: these coordinates represent the horizontal boundaries
before the post-processing step; they are useful for the later Element Analysis
process, in which the image needs to be accurately cropped to extract the
exact image area that corresponds to the element.

An example of the output that is obtained from the Element Detection Module
is shown in Figure 3.8.

(a) Example input. (b) Graphical representation of the detected el-
ements. Blue rectangles are used for the “text”
type, while green ones are used for “unknown”.

Figure 3.8: Example of the obtained output from the Element Detection process.
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Chapter 4

Analysis of UI Elements
with Multi-Modal Large
Language Models

The Element Detection and OCR Modules process the input image provided by the
user, generating a structured list of detected elements. Each element is represented
by a data structure containing the following information:

• The coordinates of the two points defining the element’s bounding box within
the image.

• The adjusted bounding box coordinates resulting from the Horizontal Align-
ment post-processing step, which are essential for the subsequent Layout
Generation process.

• The coordinates of the bounding box for any child elements within the image,
if present.

• The type of the element, initially classified as either “unknown” or “text”.

• The size of the element, categorized as “small”, “medium”, or “large”.

The next phase of the application involves employing a Multi-modal Large
Language Model (LLM) to perform a visual analysis of each detected element,
enhancing the data structure with additional information. Specifically, this step
aims to accurately categorize elements initially marked as “unknown” and to append
supplementary fields to the data structure. This comprehensive description of the
UI element facilitates a thorough and structured representation of its content and
styling.
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There are multiple factors that justify the use of LLMs for this task over simpler
classification neural networks:

• An LLM can generate a structured JSON representation of the UI element
depicted in the image, offering more than a simple selection from predefined
categories.

• LLMs enable quick and straightforward adjustments to the analysis process
through prompt modifications, significantly enhancing system flexibility and
simplifying change management.

The subsequent chapters will provide an overview of Multi-modal LLMs and
their role in the Element Analysis Module to deliver a comprehensive and structured
description of the detected UI elements.

4.1 Overview of Large Language Models (LLMs)
Large Language Models (LLMs) represent a significant advancement in the field of
artificial intelligence and natural language processing. These models are designed
to understand and generate human-like text based on the vast amounts of data
they have been trained on.

The development of LLMs can be traced back to the early days of natural
language processing (NLP). Initial models were rule-based and relied on manually
crafted rules. These early systems, such as ELIZA in the 1960s, demonstrated the
potential of computers to engage in simple text-based interactions [46].

The next significant advancement came with the introduction of statistical
methods in the 1990s. Models such as Latent Semantic Analysis (LSA) and
Hidden Markov Models (HMMs) allowed for the analysis of text based on statistical
patterns rather than explicit rules [47]. These models improved the ability to
handle ambiguity and variability in natural language.

The emergence of neural networks marked a transformative period in NLP. Early
neural network-based models, such as Feedforward Neural Networks and Recurrent
Neural Networks, began to outperform traditional methods in various NLP tasks
[48]. However, it was the introduction of LSTM networks that significantly advanced
the capabilities of neural models in handling sequential data [33].

The advent of Transformer models in 2017 marked a pivotal moment in the
evolution of LLMs. The Transformer architecture, introduced by Vaswani et al.,
leveraged attention mechanisms to handle long-range dependencies in text more
effectively than previous models [49]. This architecture enabled the development
of more sophisticated models capable of understanding and generating text with
greater coherence and accuracy.
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4.1.1 The Transformer Architecture
The Transformer architecture, introduced in “Attention Is All You Need” by
Vaswani et al. [49], has revolutionized the field of natural language processing. Un-
like RNNs and CNNs, which process input sequentially, the Transformer leverages
a novel attention mechanism to capture dependencies between input elements si-
multaneously. This enables the model to effectively handle long-range dependencies
and achieve state-of-the-art performance on various NLP tasks.

Encoder-Decoder Structure

The Transformer architecture consists of two primary components: the encoder
and the decoder [49]. A graphical representation of such structure is available in
Figure 4.1.

The encoder processes the input sequence, transforming it into a meaningful
representation. It comprises multiple identical layers, each containing two sub-
layers:

• Multi-Head Self-Attention: this layer calculates attention weights for each
input token relative to all other tokens in the sequence. Multiple attention
heads are employed to capture different dependencies. The output of this
layer is a weighted sum of the input tokens, where the weights reflect the
importance of each token for understanding the current token.

• Position-wise Feed-Forward Network: This layer applies the same feed-
forward neural network to each position of the input sequence independently.
It consists of two linear transformations with a non-linear activation function
in between.

The decoder generates the output sequence, conditioned on the encoder’s output.
It also consists of multiple identical layers, each containing three sub-layers:

• Masked Multi-Head Self-Attention: similar to the encoder’s self-attention,
but with a mask to prevent the model from attending to future tokens during
training.

• Encoder-Decoder Attention: this layer calculates attention weights be-
tween the output of the decoder and that of the encoder. This allows the
decoder to focus on relevant parts of the input sequence while generating the
output.

• Position-wise Feed-Forward Network: identical to the encoder’s feed-
forward network.
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Figure 4.1: The encoder-decoder structure of the Transformer architecture, from
[49].

Attention Mechanism

The attention mechanism is the core component of the Transformer. It allows
the model to weigh the importance of different parts of the input sequence when
processing a specific position. The calculation involves three steps:

1. Query, Key, and Value Vector Projection: each input token is projected
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into three vectors - query, key, and value.

2. Attention Score: the attention score is calculated by taking the dot product
of the query vector of the current position with the key vectors of all positions.
These scores are then normalized using the softmax function to obtain attention
weights.

3. Weighted Sum: the value vectors are multiplied by the attention weights
and summed to produce the output of the attention layer.

Positional Encoding

Since the Transformer does not inherently consider the order of input tokens,
positional encoding is added to the input embeddings to provide information about
the relative and absolute positions of tokens in the sequence. This is crucial for
capturing sequential dependencies.

Layer Normalization and Residual Connections

To improve training stability and performance, the Transformer incorporates layer
normalization and residual connections in each layer.

• Layer Normalization: this technique normalizes the inputs of each layer to
have zero mean and unit variance, independent of the batch size. It helps to
stabilize training and accelerate convergence.

• Residual Connections: these connections allow the model to learn identity
mappings, enabling the gradient to flow more easily through the network.
They help to alleviate the vanishing gradient problem and facilitate training
of deeper models.

The Transformer architecture has demonstrated remarkable success in various
NLP tasks, including machine translation, text summarization, and question
answering. Its ability to capture long-range dependencies and process input in
parallel has contributed to its widespread adoption and continued development.

4.1.2 The Concept of Multi-Modality in LLMs
The concept of multimodality in Large Language Models represents a significant
evolution in artificial intelligence, allowing these models to process and generate
content across multiple data types, such as text, images, audio, and video. This
advancement stems from the foundational capabilities of LLMs, which have primar-
ily focused on text processing. The development of Multimodal Large Language
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Models (MLLMs) extends these capabilities, offering a more holistic approach to
data interaction and interpretation, particularly relevant in fields that require the
integration of diverse data formats [50].

MLLMs build upon the principles of multimedia learning theory, which posits
that combining multiple modalities—such as text and images—can enhance knowl-
edge acquisition by enabling the integration of information into a more coherent and
multi-faceted mental model. This approach is grounded in cognitive science, where
the processing of different forms of information through various channels enhances
learning effectiveness [50]. For instance, in science education, the integration of
textual descriptions with visual aids like diagrams or models allows for a more
comprehensive understanding of complex concepts, as learners can process and
relate information more effectively when it is presented through multiple sensory
modalities.

Multimodal Large Language Models (MLLMs) are capable of processing inputs in
various formats—such as text, images, and audio—through advanced architectures
that integrate multiple neural networks, each specialized in handling different
data types. Central to this capability is the use of encoders and decoders, which
transform raw input data into a shared latent space, enabling the model to effectively
combine and interpret information across different modalities. For example, when
processing an image, a convolutional neural network (CNN) typically serves as the
encoder, extracting visual features and converting them into a vector representation
that the model can understand. This vector is mapped into the same latent space
as text data, which might be processed by a transformer-based network, thereby
allowing the model to seamlessly integrate information across modalities [51].

The training process of MLLMs involves large-scale datasets that include paired
examples of different modalities, such as images with corresponding captions or
videos with associated audio descriptions. Through exposure to these multimodal
datasets, the model learns to establish correspondences between modalities, enabling
it to generate structured outputs from varied inputs. For instance, by training
on both text describing an object and images of that object, the model learns
the underlying associations between visual and textual representations. This
multimodal learning process ensures that the model can generalize across formats,
effectively processing and generating outputs even with new combinations of input
data. The use of attention mechanisms within the transformer architecture further
enhances the model’s ability to focus on the most relevant aspects of each modality,
improving its capacity to extract and synthesize information from diverse inputs
[52].

A Multimodal Large Language Model can be effectively utilized to extract
structured information from an input image by converting the visual data into a
predefined format, such as JSON. This process involves the model interpreting the
image to identify and categorize relevant elements, such as objects, text, or patterns,
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and then mapping these elements into structured data fields. For instance, an
image of a business card could be processed by the MLLM to extract information
such as name, contact details, and company, organizing these details into a JSON
object with keys corresponding to each type of information. This capability is
particularly valuable in scenarios requiring the automation of data extraction from
visual inputs, enabling efficient data processing and integration with other systems,
while maintaining a high level of accuracy and consistency in the interpretation of
complex visual data [50].

4.2 Analysis of UI Elements
Leveraging the advanced capabilities of state-of-the-art MLLMs, this application
follows a structured workflow to analyze graphical elements detected within an
image:

• The data structure for each detected element includes the coordinates of two
points that define its bounding rectangle. These coordinates are used to crop
the region of interest from the original image.

• The cropped image of the element is then processed by an MLLM, which is
tasked with generating a JSON output that provides a standardized description
of the image content and its properties.

• The relevant information from the output generated by the MLLM is extracted
and integrated with the existing data about the element.

A single image may contain numerous detected elements, potentially resulting
in a high number of generation tasks. This can lead to increased costs and
processing time. To address these challenges, various optimization strategies can
be implemented. The overall procedure and the adopted optimization techniques
will be discussed in detail in the following sections.

4.2.1 Using GPT-4o for Standardized UI Element Descrip-
tions

A crucial consideration in the design of the Element Analysis Module was the
selection of the appropriate Large Language Model. Recently, several leading
providers have developed and released advanced LLMs, available either through
API-based services or as open models that can be independently deployed and
managed.
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• OpenAI is a leading entity in the field of LLMs, renowned for its GPT
(Generative Pre-trained Transformer) series. The latest model, GPT-4, is
offered in various configurations, including a multimodal version capable
of processing both text and images. It demonstrates enhanced reasoning,
contextual understanding, and complex problem-solving abilities compared
to its predecessors. OpenAI provides access to these models via the OpenAI
API [4].

• Google’s DeepMind division has introduced the Gemini series (formerly known
as Bard), positioned as a competitor to OpenAI’s GPT models. The most
recent version, Gemini 1.5, exhibits improved performance across various tasks,
particularly in reasoning, code comprehension, and specialized knowledge areas
[5].

• Anthropic specializes in the development of LLMs with a strong focus on
safety and alignment with human values. Their latest model, Claude 3.5
Sonnet, exemplifies this approach [53].

• Meta has developed the LLaMA (Large Language Model Meta AI) series as
part of an open research initiative aimed at democratizing access to LLMs.
LLaMA 3, the most recent release, offers significant advancements in efficiency
and performance, making it accessible for a broad spectrum of applications
[54].

• Mistral is a newer entrant in the LLM field, with a focus on developing
lightweight and efficient models. Their Mistral 7B model is engineered to
be compact yet powerful, making it ideal for applications that require lower
computational resources [55].

After considering the available options, it was decided to use GPT-4o, the
latest flagship model released by OpenAI as part of the GPT-4 model series, as
the model of choice for the implemented application. GPT-4o has demonstrated
significant improvements in accuracy across a variety of tasks, particularly in
vision-related applications. According to the comprehensive evaluation conducted
by Shahriar et al. [56], GPT-4o excels in image classification and object recognition
tasks, showcasing its ability to accurately interpret and process visual data. This
high level of accuracy is crucial for vision-based applications where precision is
paramount, such as the covered project.

One of the key benchmarks where GPT-4o’s accuracy stands out is its perfor-
mance in standardized vision tasks, which assess the model’s capacity to correctly
classify and interpret complex visual inputs. For example, in comparison to its pre-
decessors and contemporary models like Google’s Gemini and Anthropic’s Claude
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3, GPT-4o consistently performs at a high level, with fewer errors and greater con-
sistency in results. This accuracy not only enhances the reliability of vision-based
applications but also reduces the need for extensive human oversight, making it a
more autonomous and efficient choice [56].

In addition to its accuracy, GPT-4o is recognized as one of the fastest LLMs
available for advanced applications. The model’s design prioritizes efficiency
without compromising on performance, allowing it to process and generate responses
more quickly than other models. This speed is particularly beneficial in vision-
based applications where real-time processing is often required. For instance, in
applications such as real-time video analysis or interactive robotics, the rapid
processing capability of GPT-4o ensures that visual data can be interpreted and
acted upon almost instantaneously, which is critical for maintaining the functionality
and safety of these systems.

Moreover, the speed of GPT-4o does not detract from its accuracy. The model
manages to achieve a balance between fast processing times and high precision,
making it suitable for a wide range of vision-based applications. This efficiency,
combined with its advanced vision capabilities, positions GPT-4o as a leading
model for applications that demand both high accuracy and fast response times
[56].

GPT-4o is available through an API-based service provided by OpenAI. This
simplifies the process of integrating the generation tasks within the application
workflow.

4.3 Standardizing the Description of UI Elements
The UI element analysis process involves creating a standardized, structured
representation of each element, facilitating subsequent translation into front-end
code. Establishing a consistent format for these descriptions is crucial for efficient
code generation.

The OpenAI API offers the capability to generate output in JSON format [57],
which is essential for this research. This standardized output structure enables
systematic extraction of relevant information.

The API also permits adjustment of the temperature parameter during genera-
tion [57], which controls the randomness of the text output. Higher temperatures
increase output diversity, while lower temperatures enhance predictability. For
this study, the lowest possible temperature is employed to ensure reliable and
reproducible results.

The aforementioned OpenAI API is the key tool used in the Element Analysis
process:

• A multimodal input is provided, consisting in the cropped image that
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contains the UI element to analyze, and a textual prompt that instructs the
model to provide the standardized description and the desired output format.

• A textual output, corresponding to the JSON description of the element, is
obtained.

The input image is a cropped section of the original image, encompassing the
target element with a small border for context. The accompanying textual prompt
is critical for determining the format and quality of the output. A range of prompt
engineering techniques is applied to maximize the quality of results.

In regards to the provided textual prompt, two seperate versions are used,
depending on the type of element that is being analyzed:

• If the element is currently of type “unknown”, a generic prompt is provided,
with the objective of assigning a type to the element and extracting all its
relevant information.

• If the element is of type “text”, a prompt dedicated to the extraction of the
styling features of the text element is used instead. This shorter and simpler
prompt takes advantage of the already-available type information, and allows
to enrich the description of the text element with the usage of fewer input
tokens.

4.3.1 Prompt Engineering Techniques for Higher Quality
Generation

Prompt Engineering is the iterative process of designing, refining, and implementing
prompts or instructions that guide the output of LLMs to optimize their performance
on various tasks. It involves modifying or changing the prompting techniques used
to elicit desired responses from the model, often through both automated methods
and manual adjustments by users [58].

For the Element Analysis process, it was decided to adopt a few-shot prompting
technique. Few-shot prompting utilizes a few labeled examples from a training
dataset to inform the model about the desired output format or content. The
prompt template is constructed to include these exemplars, which serve as a
reference for the model during inference [58].

Few-shot prompting offers several advantages. First, it improves model perfor-
mance on specific tasks by providing illustrative examples. This approach typically
surpasses zero-shot prompting, which relies solely on the model’s general knowledge.
Second, few-shot prompting is adaptable as prompts can be generated based on the
data at hand, making it suitable for various applications. Lastly, it is particularly
useful when training data is limited, as the model can effectively learn from a small
number of examples [58].
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In the Generic Element Analysis prompt, a long list of examples is provided.
The examples are organized in the following form:

• A textual description of the UI element that in analyzed in the example.

• The corresponding JSON description of the element.

Another possibility could be to provide examples with fully-fledged image inputs
and the corresponding outputs; however, this approach would dramatically increase
the cost of inference, as it would greatly inflate the number of input tokens.

The list of examples is chosen in order to cover all the possible element types
that should be recognized by the model; a total of 17 examples are provided,
to provide the LLM with all the necessary information to correctly carry out the
description task.

The Text Element Analysis prompt makes use of the one-shot prompting
technique; this is a simplified approach compared to the few-shot one, where a
single example is provided. This is done due to the simpler nature of the task and
the smaller scope that it is defined within [58].

4.3.2 Definition of the Scope
The Element Analysis process aims to describe the detected UI elements com-
prehensively, capturing all relevant characteristics necessary for accurate code
reproduction. The detail level of this description should be maximized to ensure
precision. However, the extent of information utilized for translation may vary
depending on the target platform.

Nevertheless, increasing the description’s detail beyond a certain threshold
presents significant drawbacks. First, highly detailed descriptions may exceed the
processing capabilities of MLLMs, especially under the constraints of few-shot
prompting. Second, more complex prompts and responses result in increased costs
due to the higher token count in input and output.

Given these considerations, it is essential to establish an optimal scope for the
analysis procedure that balances precision and efficiency. This process begins by
identifying the different types of UI elements the model is expected to recognize.
Subsequently, specific content and style-related properties are selected for extraction
for each element type. The final version of the Generic Element Analysis prompt
includes the following recognizable UI element types:

• Text

• Icon

• Button
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• Button Group

• Text Input

• Dropdown Input

• Date Input

• Search Bar

• Radio Button

• Check Button

• Table

• Image

• Container

• Nothing

The “Container” type is applied when the model detects multiple UI elements
of different types within the input cropped image. Accurate identification of this
element type is crucial, as the application must handle cases where a container
encapsulates a subset of UI elements within the image.

The “Nothing” type is designated for instances of erroneous detections resulting
in empty input images. When no UI elements are identified, the model is instructed
to use this classification.

4.3.3 Adopted Description Format
As previously mentioned, the format chosen for element description is JSON. Below
is an example of the output generated for a Button-type element:

{
"type": "button",
"icon": "plus",
"text": "Add",
"textColor": "white",
"backgroundColor": "blue",
"borderColor": "red"

}
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The “type” property, which is included in every description generated by the
model, serves to identify the specific kind of UI element being described. This
property is followed by a list of additional properties that vary depending on the
element type.

Several properties are common across multiple element types. For instance, the
“textColor” and “backgroundColor” properties are also found in the descriptions
of other elements, such as Text. Additionally, some properties are optional; for
example, a Button element might not include a “borderColor” property.

4.4 Overall Analysis Process
The Element Analysis process for each detected element is structured into the
following steps:

1. The coordinates defining the bounding rectangle of the element are used
to crop the corresponding region from the original input image. A small
offset is applied to these coordinates to obtain a slightly enlarged rectangle
during cropping. This adjustment enhances the graphical representation of
the element, improving the quality of the output.

2. The appropriate Element Analysis prompt is selected based on the element
type. For “text”-type elements, the Text Element Analysis prompt is employed,
whereas the Generic Element Analysis prompt is used for elements classified
as “unknown”.

3. The selected prompt and the cropped image are then provided as input to the
MLLM, which generates a suitable description. The output is subsequently
parsed into a JSON object.

4. The information contained in the generated description is combined with the
previously available data for the element (such as bounding rectangle, size,
etc.) to produce the final element representation, which will be utilized in
later stages of the application processing.

An overview of the Element Analysis process is illustrated in Figure 4.2.

4.4.1 Organizing the Inference Process for Fast Image Anal-
ysis

When analyzing an input image, a typically large number of detected UI elements
must be processed through inference via the available Large Language Model
(LLM) API. This API-based interaction with the LLM constitutes a significant
performance bottleneck in the overall application, due to two primary factors:
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Figure 4.2: The Element Analysis process.

1. Large Language Models often require considerable time to generate responses,
particularly when presented with lengthy and complex inputs. Although
GPT-4o is notable for its inference speed, it still introduces a noticeable delay
before a response is available.

2. Interaction via HTTP consistently incurs additional time costs associated with
the request’s Round Trip Time.

Given these considerations, it is crucial to minimize the time required for the
analysis process to prevent disruptions in the user experience and avoid slowing
down the development workflow.

To achieve this, it is advantageous to recognize that each UI element within the
input image can be processed independently of the others. The Element Analysis
process relies solely on information from the individual element being analyzed
and is not influenced by the analysis of other elements. Consequently, all detected
elements can be analyzed in parallel.

The Element Analysis Module utilizes Python’s high-level concurrency framework
to achieve parallel execution of tasks. By managing a pool of threads, the framework
allows multiple tasks to be processed simultaneously. This is particularly effective
when the tasks are I/O-bound, such as those involving network communication or
file system interactions.
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The core mechanism relies on distributing individual tasks across multiple
threads within a thread pool. Each thread in this pool operates independently,
processing its assigned task in parallel with others. This parallelism is orchestrated
by a mapping function, which systematically assigns tasks to threads and ensures
that all tasks are processed concurrently. The result is a significant reduction in
overall execution time, as multiple tasks are completed simultaneously rather than
sequentially. In this specific case, the assigned task corresponds to the Element
Analysis procedure, which applies the necessary steps based on the element’s
properties.

4.4.2 Optimizing Costs with Design Decisions and Trade-
offs

One of the biggest drawbacks of the approach that is adopted for the described
application is the large number of API requests that need to be made in order to
carry out the analysis process for all the detected elements within the image.

The OpenAI API follows a pricing model that is based on the number of input
and output tokens for each request [57]; in the Element Analysis procedure, in
addition to the image, either the full Generic Element Analysis prompt or the Text
Element Analysis prompt needs to be sent as input. This substantially increases
the number of input tokens. The number of output tokens for each request is
generally limited, due to the length-constrained JSON format that is adopted.

It is thus in the interest of the company to try to minimize the number of
requests that are made by the Element Analysis Module. For this purpose, the
following optimizations are applied:

• The images are provided through the API with a low detail level; this reduces
the number of input tokens without compromising the quality of the results.

• Only a subset of the available text elements is analyzed, to obtain general
styling information about text with different sizes.

Image Detail Level

The OpenAI API allows the provision of inputs of different types; for image-type
inputs, it is possible to choose between high and low detail level. The “detail”
setting within the OpenAI API is a crucial parameter that influences how the
model interprets and processes visual inputs. It offers three distinct options - low,
high, and auto - that determine the resolution and depth of the model’s image
analysis. By default, the auto setting is employed, allowing the model to assess the
input image size and autonomously decide whether to use the low or high setting
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[57]. This flexibility ensures that the model can dynamically adjust its processing
approach based on the specific characteristics of the input image.

In scenarios where efficiency and speed are prioritized over detailed image
analysis, the low setting is particularly advantageous. When this option is selected,
the model receives a downscaled version of the image at 512px by 512px, allocating a
budget of 85 tokens to represent the image. This approach significantly reduces the
input tokens required, enabling faster response times and conserving computational
resources [57]. Consequently, the low setting is ideal for applications where high-
resolution image processing is unnecessary, allowing for a more efficient use of the
API while still providing sufficient detail for the Element Analysis task, in which
such setting is used.

Optimized Text Elements Analysis

To reduce the number of API requests made during the Element Analysis process, it
is advantageous to leverage the repetitive nature of textual elements typically found
within input images. During the post-processing phase, each detected element is
assigned a “size” property, classifying it as either small, medium, or large. For most
input images, which are expected to represent user interfaces, it is reasonable to
assume that text elements of similar sizes will exhibit consistent styling features,
such as font color.

Given this assumption, only a select subset of text elements is chosen for the
Element Analysis process. Specifically, a “text”-type element is extracted from each
size category present within the input image. The analysis is then applied exclusively
to this subset. The styling information obtained from these representative elements
is stored as a general style directive corresponding to each text size. Subsequently,
each text element can be associated with styling information derived from two
potential sources:

• Element-specific styling information, which may be present if the element has
been individually analyzed.

• The general style information, obtained from the analysis of the representative
subset of text elements.

During the code translation process, these sources are checked sequentially; if
element-specific information is not available, the general style is applied.

This optimization strategy, while effective in reducing API calls, results in a slight
loss of precision in the representation of image content. To mitigate this limitation,
the strategy is implemented as an optional feature, allowing users to decide whether
to utilize it. Nonetheless, it is enabled by default due to its significant benefits and
the minimal quality degradation observed in the final output.

57



Analysis of UI Elements with Multi-Modal Large Language Models

4.5 Results of the Element Analysis Process
The result of the previously described process is a list of elements represented
with a data structure that expands the foundation described in Section 3.6. More
specifically, additional styling and content information is introduced, allowing for a
more accurate representation in the final General Page Description. The following
is an example of such enriched format, showing the started data structure provided
by the Element Detection Module and its enriched counterpart obtained via the
Element Analysis Module:

{
"x": 414,
"y": 608,
"w": 156,
"h": 61,
"x2": 570,
"y2": 669,
"type": "unknown",
"child": {

"x": 437,
"y": 631,
"w": 109,
"h": 15

},
"size": "large",
"cropX1": 414,
"cropX2": 570

}

{
"x": 414,
"y": 608,
"w": 156,
"h": 61,
"x2": 570,
"y2": 669,
"type": "button",
"child": {

"x": 437,
"y": 631,
"w": 109,
"h": 15

},
"size": "large",
"cropX1": 414,
"cropX2": 570,
"text": "Submit form",
"textColor": "white",
"backgroundColor": "teal"

}

As can be seen, the previously obtained information is enriched with styling- and
content-related information; the “type” property is finally assigned, and additional
information such as “text”, “textColor” and “backgroundColor” is introduced.
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Layout Generation Process

The final step in generating the General Page Description from the input image
involves structuring the resulting set of detected elements into a coherent and
well-defined layout. Properly arranging these UI elements to reflect the original
page layout is essential and presents a complex challenge, requiring the application
of various algorithms and techniques. The primary goal of the Layout Generation
process is to accurately reproduce the visual organization of the elements as they
appear in the input image, while avoiding any imperfections or artifacts that may
arise due to the automated nature of the procedure.

The subsequent sections will provide a detailed explanation of the rationale
behind the chosen technical approaches and their implementation.

5.1 Web Layout Utilities as a Starting Point
The first step in designing the Layout Generation Module is deciding what kind of
layout structure to adopt for organizing the UI elements. Given that the discussed
application has front-end development for web applications in mind as its primary
use case, it seems natural to take the existing web layout utilities as a starting
point for such design decision.

When considering existing layout utilities for web development, the following
options are considered the most robust and common:

• CSS Flexbox Module

• CSS Grid Layout Module

• Bootstrap Grid Layout Utilities
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5.1.1 CSS Flexbox Module
The Flexbox CSS layout module is a framework for organizing elements within
a single dimension, allowing for precise control over spacing, alignment, and
distribution of items within a container. Unlike other layout systems that operate
on two dimensions simultaneously, Flexbox focuses on a single axis at a time, either
horizontally or vertically, making it particularly well-suited for applications where
the alignment of items along one dimension is the primary concern.

At its core, Flexbox operates on two axes: the main axis and the cross axis. The
main axis is determined by the direction in which the content is intended to flow,
while the cross axis runs perpendicular to it. By manipulating these axes, one can
control how space is distributed between items, as well as how the items are aligned
within the container. The system supports both growth and shrinkage of items,
enabling them to adapt dynamically to the available space, which is especially
useful in responsive design scenarios [59].

One of the primary advantages of the Flexbox layout is its flexibility. It allows
for the automatic distribution of available space among items, ensuring that they
can expand or contract based on the container’s size. This adaptability is further
enhanced by properties that control alignment, such as justifying content along
the main axis or aligning items along the cross axis. Such control facilitates the
creation of complex layouts that remain robust across different screen sizes and
orientations, making it a powerful tool in the toolkit of designers and developers
[59].

However, the conceptual simplicity of Flexbox also introduces certain limitations.
While it excels at organizing elements along a single axis, it may not be the
most efficient solution for layouts that require simultaneous control over multiple
dimensions. Additionally, the reliance on a predefined direction for the main
axis can impose constraints on designs that require a more fluid and non-linear
arrangement of elements. The need to manage alignment and spacing across
different axes independently can also introduce complexity when dealing with more
intricate layouts, potentially leading to an increased cognitive load during the
design process.

5.1.2 CSS Grid Layout Module
The CSS Grid Layout Module introduces a two-dimensional grid-based layout
system to CSS, offering significant flexibility in designing both large-scale web page
layouts and smaller user interface elements. This system allows web developers to
structure content into columns and rows, thus enabling precise control over the
placement of items within a web page. Unlike traditional layout methods, which
primarily rely on floats and positioning, CSS Grid provides a robust solution for
creating complex layouts with ease [60].
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The CSS Grid Layout module introduces a sophisticated two-dimensional grid
system that allows developers to define and manipulate the structure of web pages
with precision. By organizing content into rows and columns, it provides a powerful
framework for creating complex layouts that were previously challenging to achieve
using CSS alone. The grid layout is highly flexible, enabling both fixed and flexible
track sizes, precise item placement, and control over overlapping content [60].

However, the grid system does not come without some disadvantages. One
drawback is the potential rigidity in design, where the strict alignment of elements
within grid lines may limit creative freedom, leading to uniformity that might not
suit all design intentions. Additionally, the complexity of managing a grid layout
can increase with more intricate designs, making it difficult to maintain a balance
between functionality and visual appeal. The predefined grid structure may also
constrain dynamic content that requires fluid adaptability across varying screen
sizes and orientations. These challenges highlight the need for careful planning and
consideration when utilizing grid layouts to ensure that they enhance rather than
restrict the overall user experience.

5.1.3 Bootstrap Grid Layout Utilities
Bootstrap, one of the most widely used CSS frameworks on the web, offers a robust
grid system that simplifies the creation of responsive and consistent layouts across
various devices. Central to this system is the use of containers, rows, and columns,
which work together to structure content effectively. Containers provide a base
for alignment and padding, while rows organize columns and ensure even spacing
through customizable gutters.

The grid’s flexibility is evident in its 12-column layout, allowing designers to
allocate different proportions of space to content blocks. This system is responsive,
adapting to various screen sizes through predefined breakpoints that ensure the
layout remains cohesive. Advanced features like nested columns and variable-width
content further enhance the grid’s versatility, making it a powerful tool for modern
web design.

5.2 Using a Grid Structure for Page Layout
Following a thorough analysis of prevalent layout representation solutions in web
development, a custom layout system was created to address the specific require-
ments of representing the spatial organization of detected UI elements. This
system was designed with a focus on generality, ensuring that the General Page
Description remains a generic, language- and framework-agnostic representation of
a user interface. This emphasis on generality is particularly reflected in the layout
representation.
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The layout system is fundamentally based on a grid structure composed of rows
and columns. Rows divide the available space vertically, while columns partition it
horizontally. Drawing inspiration from the flexbox CSS module, each column is
assigned a flex value, a numerical range from 0 to 1 that specifies the percentage
of the available width the column occupies.

The layout structure is organized in a recursive manner: each row can contain a
set of columns, and each column can house a set of rows. At the lowest level of
this nested hierarchy, specialized row and column elements, referred to as leaves,
contain the actual elements of the page. An illustration of this layout structure is
provided in Figure 5.1.

Figure 5.1: Example of a layout produced by the Layout Generation Module.
The detected UI elements are organized into nested rows and columns.

5.2.1 Layout Generation Algorithm
The output of the Element Analysis Module comprises a list of detected elements,
each with known positioning and dimensions within the page. Building on this
foundation, an algorithm can be defined to iteratively group elements into rows
and columns, ultimately constructing the final page structure.

The Layout Generation algorithm is based on two principal operations:

• Row Splitting: starting from a row, elements are grouped horizontally into
columns. Horizontal groups are identified by the overlapping elements on
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the horizontal axis. If multiple groups are identified, they are translated into
corresponding columns, to which the column splitting process is recursively
applied. If only one group is identified, the row is marked as a leaf, and the
splitting process concludes.

• Column Splitting: starting from a column, elements are grouped vertically
into rows. The grouping is performed by identifying vertically overlapping
elements, with each group being translated into a row. Each resulting row then
undergoes its own splitting procedure. If only one vertically overlapping group
is identified, the column is marked as a leaf, ending the recursive process.

At the onset of the Layout Generation process, where no initial rows or columns
exist, both row splitting and column splitting are applied to the initial set of
elements. The operation that produces the initial division dictates the subsequent
steps, leading to the full layout.

This recursive grouping of elements continues until leaf rows and columns are
obtained, each containing no more than one UI element. The resulting nested
structure mirrors the logical organization a front-end developer might employ to
replicate the spatial arrangement of the input image.

Following the splitting process, all generated columns are assigned a flex value,
calculated as the ratio of their width to the width of the parent row.

5.2.2 Post-processing for Human-like Layout Organization
Post-processing steps are essential to refine the layout generated by the automated
process, ensuring it aligns more closely with the strategies employed by human
front-end developers. The automated nature of the Layout Generation process can
introduce artifacts that degrade the quality of the output and, subsequently, the
code produced during translation. To address these issues and enhance the layout
structure, a series of post-processing steps are applied.

Columns Width Adjustment

The initial post-processing step involves adjusting the widths of the generated
columns within each row, following these procedures:

• Round the flex value of each column to the nearest multiple of 0.05.

• Sum the newly computed flex values for all columns within a row. If their total
deviates from 1, adjust the flex of the last column to correct the discrepancy.

• Remove columns that have a flex value of 0.

This adjustment process improves the layout by:
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• Normalizing flex values in a manner consistent with typical developer practices.

• Eliminating unnecessary columns generated due to minor gaps between el-
ements, which are typically managed through margin and padding. This
reduction results in cleaner, more maintainable code.

Related Consecutive Columns Merging

Further simplification of the layout is achieved by merging consecutive related
columns based on heuristic rules. This post-processing procedure scans each row
containing leaf columns from left to right and applies the following rules:

• Merge a “text”-type column with the next column if it is empty.

• Merge a “text”-type column with the previous column if it is empty.

• Merge a “text”-type column containing a single word with the previous “text”-
type column if the next column is empty.

This step reduces the number of columns while preserving the functional integrity
of the layout, thereby simplifying the structure and improving the quality of the
generated code.

5.3 The Final Result: General Page Description
The Layout Generation process is the final step in extracting all relevant information
from the initial image. Upon completion, the following information is obtained:

• A list of elements detected within the image, including their specific content
and styling details.

• The organizational structure of these elements, presented as nested rows and
columns.

• Additional “general style” information, which serves as a fallback in cases
where specific element data is unavailable.

This information can be used to generate front-end code that reproduces the
content of the original image with a high degree of accuracy. To facilitate this,
the information is organized within a well-defined, language-independent data
structure, which serves as the foundation for the code translation process. This
generic structure is referred to as the General Page Description and is formatted
as follows:
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• It contains a General Style data structure, which includes generic styling
information for the page:

– The background color of the page.
– Text colors for small, medium, and large-sized text.

This data is derived from the Element Analysis Module.

• It includes a Layout data structure, corresponding to the output of the Layout
Generation Module, which also encompasses the outputs from the Element
Detection and Element Analysis Modules.

The General Page Description is a fundamental concept within the developed
application, serving as the definitive reference for all subsequent code generation
steps. Its primary advantage is its reusability; with an appropriate translation
module, it can be utilized as a blueprint to target any platform of interest to the
user.
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Chapter 6

Modules Integration and
Overall Application
Architecture

As discussed in Section 2.3, the application is organized into a series of modules, each
responsible for implementing distinct aspects of its functionality. This structure
adheres to a recognized software design pattern [61], which advocates for a modular
approach where each module addresses a specific part of the system’s functionality
and interacts with other modules via well-defined interfaces. This approach enables
the adoption of a divide-et-impera strategy, allowing the developer to concentrate
on solving smaller, more manageable problems individually.

Beyond examining the functionality of each module in isolation, it is essential to
emphasize the integration between these modules within the broader context of the
application’s design. Building on this foundational concept, the overall architecture
of the application is explored, not only considering the core functions of individual
modules but also their role within the complete system, which is realized as a web
application.

6.1 Modules Functionality Integration
The application’s components are implemented as Python modules, which serve as
the fundamental units for code organization and reuse. A Python module typically
consists of a single file containing code, including functions, classes, and variables,
which can be imported and utilized by other modules or scripts. This modular
approach facilitates code reuse and organization. Within a module, elements can
be designated as public, allowing access by other modules, or private, by prefixing
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names with an underscore, indicating they are intended for internal use only.
This distinction between public and private elements helps protect the module’s
internal logic from unintended interference, thus supporting the development of
well-encapsulated software components [62].

In this application, each module comprises private methods that encapsulate
its internal functionality, alongside a limited set of public methods that serve as
interfaces for other modules. This approach maximizes the benefits of modular
architecture while providing a level of abstraction that conceals implementation
details.

The interaction between modules is structured as follows:

• The Element Detection Module uses a function provided by the OCR Module
to extract text data from images, integrating this information with the results
from Edge Detection and Contour Detection processes.

• The Element Detection Module, Element Analysis Module, and Layout Gener-
ation Module provide functionality utilized by the higher-level Image Analysis
Module.

The Image Analysis Module encapsulates the application’s core workflow. It
interfaces with all other modules to perform the analysis process, from input image
processing to the generation of the General Page Description. As such, it functions
as the entry point for the core application functionality, managing both the process
structure and overall configuration.

Given that the application is a web-based system, the back-end, which houses
the entire application logic (i.e., the described modules), must expose a set of
APIs for front-end interaction. In this project, the REST API leverages the Image
Analysis Module to execute the core functionality, converting an input image into
a JSON object representing the General Page Description. Subsequent sections
will address the additional translation functionality, which enables the conversion
of this generic representation into code.

6.2 Applying Recursive Processing to Containers
6.2.1 Recursive Analysis of Container Elements
One unresolved issue pertains to the processing of special container elements. These
elements are identified when the employed MLLM detects multiple UI components
within a corresponding image segment. An example of a case in which such element
type is detected is in the presence of a “card” section, in which a subset of UI
elements is encapsulated and conceptually distinct from the remainder of the page.
Merely recognizing these elements is insufficient for their accurate representation in
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the General Page Description; additional processing is necessary to analyze their
internal structure.

The proposed solution involves recursively applying the image analysis process -
previously described for the entire input image - to the cropped image corresponding
to the identified container element. The extraction of this internal image crop is
facilitated by the presence of child elements, as detailed in Section 3.4.1. Specifically,
the bounding rectangle of the container’s child element is utilized to crop the image,
thereby isolating the container’s internal components. This cropped image is then
subjected to the complete Image Analysis workflow.

Once a General Page Description object is generated for the container element,
its internal layout information is extracted and incorporated into the content field
of the original container within the General Page Description of the original image.
Through this recursive approach, all relevant information is eventually consolidated
into a single GPD, providing a comprehensive description of the entire image
content. Given the recursive nature of this process, a container element may itself
contain other containers, which are processed similarly.

The recursive processing of containers is implemented in the high-level Image
Analysis Module. While this recursive strategy is well-suited to the task, it also
introduces certain risks that require careful consideration and intervention.

6.2.2 Pitfalls of the Recursive Approach and Adopted So-
lutions

Recursion is a fundamental concept in computer programming, where a function
calls itself directly or indirectly to solve a problem. This technique is particularly
powerful for tasks that can be broken down into smaller, similar sub-problems, as it
allows for a concise and elegant solution [63]. Common examples of problems suited
to recursive approaches include traversing hierarchical data structures, such as
trees, or performing computations like calculating factorials or Fibonacci numbers.
In these cases, recursion simplifies the logic by allowing the programmer to focus
on solving the smaller sub-problems, with the assumption that the base case will
eventually be reached, terminating the recursive calls.

Despite its elegance, recursion introduces several risks and pitfalls that require
careful consideration. One of the primary concerns is the potential for excessive
memory usage, as each recursive call typically consumes stack space to store
the function’s state. In cases where the recursion depth is significant, this can
lead to a stack overflow, causing the program to crash. This issue is particularly
pronounced in languages with limited stack size, where deep recursion can rapidly
exhaust available resources, leading to system instability [64].

Another risk associated with recursion is the possibility of infinite recursion,
which occurs when the base case is either incorrectly defined or never reached.
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Infinite recursion results in the function repeatedly calling itself without termination,
ultimately causing the program to run indefinitely or until a stack overflow occurs.
This is a common pitfall for novice programmers, who may overlook the importance
of properly defining and ensuring the base case [64].

The risk of infinite recursion is particularly significant in the context of this
project, as each recursively processed container incurs a notable cost due to the
various API calls required to analyze its internal elements. Errors that result in
excessive or infinite recursion can lead to a substantial increase in operational costs
and severely disrupt the user experience. Therefore, implementing a robust safety
mechanism to prevent such occurrences is essential.

The solution adopted involves the use of a configurable recursion depth
threshold. The Image Analysis Module monitors the current recursion depth as
it applies recursive analysis. If the depth exceeds the predefined threshold, the
process is immediately halted, and placeholder elements are returned as the output
of the analysis. While this mechanism effectively prevents the issues associated
with deep recursion, it also imposes limitations on the depth at which the Image
Analysis Module can operate. Consequently, selecting an appropriate threshold
value is critical to achieving a balance between accuracy and robustness.

Initial testing of the application revealed that a threshold value of 2 is sufficient
to support the majority of use cases while offering substantial protection against
potential recursion-related errors.

6.3 Translation Modules
The ultimate goal of the application is to produce code that targets a desired
front-end platform and allows the user to accelerate the development process. In
order to transform the General Page Description into code, appropriate Translation
Modules are defined, each targeting a specific platform.

For the purposes of developing an initial application prototype, it was decided
to target two specific formats:

• Angular, the prevalent front-end framework in use at Blue Reply, for concrete
applicability in the majority of the company’s current and future projects.
Support for the PrimeNG UI component library was also taken into account,
as it provides a diverse set of ready-made UI components and is used in all
Angular-based projects at the company.

• Simple HTML and CSS with the use of Bootstrap 5, the most widely used
CSS framework on the web. This target was chosen to provide a simple way
to generate generic front-end code that can be easily adapted for usage with
any other framework of choice (e.g. React).
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6.3.1 The Bootstrap 5 Translation Module

The Bootstrap 5 Translation Module starts from the input General Page Description
JSON document and generates an output that is composed of CSS code and HTML
code. The HTML section defines the content and the structure of the genereated
page, and uses a mix of ready-made Bootstrap style classes as well as custom classes
that are defined in the attached CSS code. A well-defined naming convention is
used for the custom CSS classes; whenever possible, the same CSS class is re-used
to style multiple components that share aesthetic features.

As mentioned in Section 4.4.2, the Element Analysis Module applies optimiza-
tions that may imply the absence of precise styling attributes for a subset of
“text”-type elements. In such case, the General Style portion of the General Page
Description document is used to compensate for such absence. The use of these
general styling attributes for text elements is not only useful due to the optimization
of the analysis process, but it also avoids inconsistencies in the styling of text
elements due to inaccuracies of the visual analysis by the LLM.

An example of translation of a screenshot into HTML/CSS Bootstrap 5 code
can be seen in Figure 6.1.

(a) Input image. (b) Render of the generated HTML and CSS.

Figure 6.1: Example of the conversion of a screenshot into HTML and CSS using
the Bootstrap 5 Translation Module.
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6.3.2 The Angular/PrimeNG Translation Module
The Angular/PrimeNG Translation Module is tasked with converting the input
General Page Description into a corresponding Angular component. This module is
motivated by the large use of the Angular framework at Blue Reply for the majority
of web application projects. Furthermore, the module makes use of the PrimeNG
component library, which provides a diverse array of ready-made and customizable
UI components [12]. Within the company, it is used in all Angular-based projects
as a powerful tool that enables increased consistency and development speed.

Angular is a component-based framework, and as a result, the corresponding
Translation Module must be able to produce a fully-fledged component that can be
easily inserted into the application. In Angular, a component is the foundational
building block used to create applications. It organizes the application into modular,
maintainable, and scalable parts, each with a clear responsibility. Every component
consists of a few key elements: a TypeScript class that manages the component’s
behavior (such as handling state, user interactions or data fetching), an HTML
template that defines what gets rendered in the DOM and a CSS selector that
defines the styling of the component. Components can be organized with HTML
and CSS in separate files for better code management [10].

In the case of the application’s Translation Module, the output is divided into
three parts:

• The Typescript class that defines the basic component behaviour, which in this
case is only used to define basic component properties and does not actually
include any front-end logic.

• The HTML template, which is generated starting from the General Page
Description.

• The CSS selector, which contains all the custom styling that is derived from
the GPD and is used to enrich the representation of the template.

Following this strategy, the aesthetic part of the component is derived from the GPD,
while its functional and interactive part is added manually by the programmer.

6.4 Application Architecture
The application employs a client-server architecture, a widely adopted approach in
web programming. In this model, the client and server function as separate entities
that communicate over a network. The client, typically a web browser, sends
requests to the server, where the application logic is hosted. The server processes
these requests, retrieves the necessary data, and returns the appropriate response

71



Modules Integration and Overall Application Architecture

to the client. This interaction enables the client to display content, execute actions,
and facilitate user interaction. The client-server model is fundamental to modern
web applications, as it allows for the separation of concerns, leading to scalable
and efficient systems [65].

The modules previously described, including the Translation Modules, are in-
tegrated within the application’s back-end. These services are made available to
the front-end through a REST API. The REST architecture, introduced by R. T.
Fielding in 2000 [66], emphasizes a stateless, client-server communication model
using standard HTTP methods. It is inherently designed around the client-server
paradigm, promoting a stateless approach where each request contains all the infor-
mation required for processing, without relying on stored session data. Moreover,
REST facilitates a uniform interface between the back-end and front-end, allowing
each to evolve independently [66]. This adaptability is particularly advantageous
for an experimental project like the one discussed, where the application’s internal
structure may change rapidly.

As is common in client-server systems [65], the back-end relies on a database to
store persistent data. This includes:

• The system’s configuration (e.g., the version of the MLLM to be used, the
content of analysis prompts, etc.).

• User information, including roles.

• A history of analyzed images and generated GPDs for each user.

Finally, the system makes use of the external OpenAI API to leverage the GPT-
4o model for multimodal inference. This API enables communication with a remote
server to obtain outputs from available OpenAI models, following a token-based
pricing scheme [57]. This remote interaction is a critical component of the system’s
architecture, as it plays a central role in the Element Analysis Module.

The overall system architecture is further illustrated in Figure 6.2.

6.4.1 Technology Stack
To implement the described architecture, the application utilizes a technology
stack that is well suited for rapid iteration and adaptation, which aligns with
the experimental nature of the tool. The stack incorporates platforms that are
already familiar and widely used within Blue Reply. This choice facilitates easier
comprehension of the system’s structure for existing employees and streamlines
the onboarding process for future project members. A detailed description of
each component of the application’s stack and the reasons behind its adoption is
provided in the following Sections.
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Figure 6.2: Overview of the application architecture.

6.4.2 Data Persistence Layer
The data persistence layer for the application is implemented using SQLite. SQLite
is a lightweight, serverless, and self-contained database engine that is well-suited for
experimental web applications [67]. It is embedded directly within the application,
eliminating the need for a separate server process and reducing setup complexity.
This simplicity, combined with its zero-configuration nature, makes SQLite an ideal
choice for early-stage projects where ease of use and quick deployment are critical.
Additionally, its file-based architecture ensures that the database is highly portable,
facilitating smooth transitions between development environments. Despite its
compact size, SQLite offers full SQL support [67].

SQLite’s architecture is characterized by a modular design that efficiently
integrates its core functions while maintaining simplicity and portability. At a
high level, SQLite is structured into four primary groups of modules. The core
modules manage the ingestion and execution of SQL statements, utilizing a virtual
machine to process these instructions. The SQL compiler modules translate SQL
commands into bytecode, which the virtual machine executes. Backend modules
handle data storage and interaction with the operating system, ensuring that
data is consistently and reliably managed. Additionally, SQLite includes accessory
modules that provide various utilities and extensive testing capabilities, which
contribute to its reliability and widespread adoption [68].

This modular architecture allows SQLite to operate as an embedded database
within the host application, eliminating the need for a separate server process.
The system’s architecture is further optimized for OnLine Transaction Processing
(OLTP) while remaining flexible enough to handle a broad range of use cases, from
simple key-value storage to complex analytical queries [68].

In the context of developing an experimental tool, it is crucial to select software
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Figure 6.3: Overview of the architecture of SQLite, from [68].

components that can adapt to a rapidly evolving environment, interface seamlessly
with various external systems, and require minimal deployment complexity. Based
on these considerations, SQLite was chosen as the database engine for the persistence
layer. Its widespread adoption and robust community support provide stability,
while its self-contained, file-based structure minimizes complexity and accelerates
development.

A significant limitation of using SQLite for the persistence layer in a web
application is represented by its constrained concurrency model, which relies on a
locking mechanism that may lead to performance bottlenecks. These limitations
can adversely impact the scalability of the application. Nonetheless, given the
internal nature of this tool, which demands low scalability to accommodate only a
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limited number of concurrent users, the choice of SQLite remains justified despite
these drawbacks.

Another limitation of SQLite is its lack of advanced features, such as user man-
agement, fine-grained access control, and built-in replication, which are commonly
found in more sophisticated database systems. However, the simplicity of the
web-based tool described here negates the need for such advanced capabilities.

6.4.3 Backend Layer
The application backend is built on top of the Image Analysis Module and the
Translation Modules described in Sections 6.1 and 6.3. As previously mentioned, it
encapsulates their functionality in a REST API that is implemented using Flask,
a lightweight Python web framework.

Flask is a framework designed to be simple and lightweight, making it an ideal
choice for small-scale applications and rapid prototyping. Its minimalist approach
allows developers to implement only the essential components, granting significant
flexibility and control over the application architecture. Flask’s simplicity also
makes it easy to learn and use. However, this simplicity can be a drawback for more
complex applications, as Flask lacks many built-in features, such as authentication
and database management, which developers must implement themselves or add
via extensions [69].

In order to make the framework suitable for the specific use case of the application,
two extensions were used to expand its capabilities:

• Flask-CORS: an extension for configuring and automatically handling Cross
Origin Resource Sharing (CORS).

• Flask-SQLAlchemy: an extension that allows to integrate the SQLAlchemy
library into the Flask ecosystem.

SQLAlchemy is a versatile toolkit for integrating Python applications with
databases, offering a comprehensive set of tools that can be used independently or
in combination. Its primary components are the Core and the Object Relational
Mapper (ORM). The Core provides the foundation for SQLAlchemy’s functionality,
featuring the SQL Expression Language, which allows for the construction and
execution of SQL expressions through composable objects. This system enables the
management of database operations such as inserts, updates, and deletes. On top
of the Core, the ORM facilitates the interaction with a database using a domain
object model, automating tasks like data persistence through a unit of work pattern
[70].

In the case of the described application, SQLAlchemy acts as the communication
mechanism between the Python-based backend layer and the SQLite-based persis-
tence layer; it thus represents a key component that allows to retrieve and modify
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Figure 6.4: Architecture of SQLAlchemy, from [70].

the state of the system, allowing the use of domain models at the application level
to interface with the underlying relational data.

6.4.4 Frontend Layer
The frontend of the application is implemented as a Single Page Application
(SPA). SPAs are designed to enhance user experience by loading a single HTML
page and dynamically updating content on the browser as the user interacts with
the application [71]. This approach differs from traditional web applications, which
require full page reloads for each user action. Instead, SPAs utilize asynchronous
requests to fetch only the necessary data from the server, resulting in a more fluid
and responsive user interface. However, this architecture may lead to an increased
initial loading time compared to Multi-Page Applications (MPAs). Beyond this
trade-off, SPAs promote modular development, allowing independent updates to
components without impacting the entire application. This modularity enhances
code maintainability and development efficiency [71].

For this application, the decision to implement the frontend as a SPA was
primarily driven by the need for an improved user experience, particularly after
the initial application bundle is loaded. Given the high interactivity required by
the tool, especially for real-time image analysis and GPD translation processes, the
SPA architecture was a logical choice.

In modern web development, various frameworks support the development of
SPAs. For this project, Angular was selected as the framework of choice. Angular,
developed by Google, is widely used for building dynamic SPAs. It facilitates
the creation of responsive web interfaces through a component-based architecture,
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where each component is composed of HTML, CSS, and TypeScript files.
The selection of Angular was based on several factors:

• It is a robust and mature framework, supported by a large community and
regularly updated.

• Its design aligns well with a modular approach, enabling simultaneous and
independent development of different parts of the application.

• It has a vast ecosystem of packages that allow for the easy integration of
additional functionality into the application.

• It has been successfully used at Blue Reply for several years, demonstrating
its reliability and scalability across a wide range of use cases; furthermore, the
development team at the company has extensive experience with it.

The Angular frontend application communicates with the backend using the
built-in HttpClient service, which facilitates the sending of HTTP requests and
the processing of responses. The interaction with the backend API is organized
into services, which group logically related API interfaces and map them to cor-
responding methods. These services and their methods are then utilized by the
application’s components to handle backend interactions.

6.5 REST API Analysis
The application backend’s REST API is structured into distinct parts, with each
one dedicated to delivering a specific subset of the system’s overall functionality.

6.5.1 Core Functionality
The core functionality of the application centers on the Image Analysis and Code
Translation workflow. This process involves two primary steps in transforming an
image into functional code for the target platform:

1. The Image Analysis Module processes the input image and generates a General
Page Description (GPD) in a standardized JSON format.

2. The appropriate Translation Module utilizes the GPD to produce platform-
specific code.

To facilitate the Image Analysis process, a dedicated imageToJson API has
been implemented. This endpoint allows authenticated users to upload an image
file and receive the corresponding GPD as a response. The API also provides
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information on the number of input and output tokens used during the Element
Analysis step, enabling users to monitor OpenAI API usage and associated costs.

The imageToJson API incorporates Optical Character Recognition (OCR)
processing during the Element Detection phase. Furthermore, it initiates a series of
internal API calls from the application backend to the OpenAI servers, leveraging
the GPT-4o multimodal model for Element Analysis. These two components of
the Image Analysis process represent significant performance bottlenecks, resulting
in slower response times compared to other endpoints in the REST interface.
Consequently, it is crucial to manage user expectations by providing clear feedback
and appropriate handling of the extended waiting time on the frontend.

The GPD Translation step is executed through the convert API. This endpoint
enables authenticated users to submit a JSON document containing a General Page
Description and specify a target platform for code generation. If the requested
target platform (i.e., the corresponding Translation Module) is defined in the
backend, the API responds with the platform-specific implementation.

6.5.2 Secondary Functionalities
To complement the application’s core functionalities, the backend API incorporates
auxiliary features. These additional components enhance the overall user experience
and system capabilities. Specifically, the API includes separate endpoint groups
dedicated to two key aspects:

• Session-Based Authentication

• User Generation History

These supplementary features work in synergy with the primary system processes
to provide a comprehensive and secure user interface.

Session-Based Authentication

Session-Based Authentication is a well-known mechanism in web applications
for managing user identity and access control. Upon successful login, the server
generates a unique session identifier, which is stored on the client side as a cookie.
This identifier accompanies each subsequent request, enabling the server to recognize
the user and maintain their authenticated state throughout the session. The server
associates this session ID with a specific user account and tracks pertinent data,
such as permissions and activity.

The application under analysis utilizes the Flask framework’s session functional-
ity to implement a temporary form of Session-Based Authentication. This interim
solution employs salted password hashes stored in the local database for each user.
While salted hashes enhance security to some degree, it is important to emphasize
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that this approach is not recommended for long-term implementation. The storage
of any authentication-related information in a local application database, even in
hashed form, is generally discouraged due to potential security vulnerabilities.

It is thus crucial to underscore that this authentication method serves
solely as a provisional measure for initial prototyping and testing pur-
poses. Pre-defined user accounts with randomly generated passwords were assigned
to employees participating in the testing phase. These accounts do not con-
tain any sensitive personal information. A more robust, externally provided
authentication system is planned for implementation in the near future, following
the conclusion of the initial experimental testing phase.

Within this temporary framework, each user is assigned one of two roles: “dev”
(a standard user) or “admin” (an administrator with access to all users’ generation
history and corresponding statistics).

The authentication flow is facilitated through a set of dedicated endpoints:

• The login endpoint accepts an email and password. Upon successful authenti-
cation, it stores the Session ID in an HTTP-only cookie.

• The userInfo endpoint allows the frontend to retrieve user information, such
as name and role.

• The logout endpoint enables users to terminate the active session and delete
the corresponding browser cookie, effectively exiting the application.

User Generation History

A critical feature for enabling the reuse of previously generated code and minimizing
costs associated with redundant requests is the User Generation History. This
history can be accessed by authenticated users to retrieve previously generated
General Page Descriptions (GPDs) and efficiently convert them into code artifacts
via a dedicated Translation Module. The history functions as a chronologically-
ordered archive of generated GPDs, accessible at any time to produce code for any
available target.

This historical data is stored in a dedicated table within the system’s database.
Additionally, the graphical reference associated with each generation is preserved.
However, the storage of numerous images in the backend presents a potential
challenge. To mitigate this, input images are scaled down before storage, thereby
reducing memory usage while still providing users with a suitable visual reference.

The history table is automatically populated with each call to the imageToJson
endpoint. Access to this data is facilitated through the history endpoint, which
can be utilized differently depending on the user’s role:
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• A “dev” user must provide a user ID, which is used to filter the history entries
before they are returned. If the supplied ID does not match the user’s own
ID, an error is generated.

• An “admin” user can provide an arbitrary user ID to filter the entries, or omit
the ID altogether, in which case all history entries for all users are returned.

The history endpoint includes paging functionality, allowing users to specify
an offset and a limit to retrieve a specific subset of the history. This feature
is particularly useful for reducing loading times when viewing the data on the
frontend. Additionally, time-based filtering is supported, enabling users to define a
time window for the results by specifying a startDate and an endDate.

6.6 Adopted Design Principles and Guidelines
When designing the user experience for a user-facing application, it is essential
to consider the various factors that contribute to ensuring a satisfactory level of
usability. In the field of Human-Computer Interaction, substantial research has
been devoted to identifying effective user interface design solutions and patterns
for such systems.

While extensive literature addresses techniques for improving the user experience
with traditional interactive systems, the recent widespread adoption of Large
Language Models and their integration into user-facing applications have introduced
a new set of challenges. Among these, the most pertinent to this thesis are as
follows:

• The non-deterministic nature of Large Language Models introduces an in-
herent unpredictability in their output, necessitating the implementation of
robust error-handling and retry mechanisms to ensure system resilience against
potential failures.

• The generation delays often associated with AI-based products, particularly
those leveraging LLMs, result in extended waiting times for users. Providing
immediate and effective visual feedback during these interactions is crucial,
though it can be challenging to achieve in a meaningful way.

• Users often expect to comprehend the rationale behind system decisions.
Offering clear and informative explanations for AI behavior presents difficul-
ties, particularly when the underlying processes are complex and not easily
understood by users.

In 2019, a research team at Microsoft conducted a comprehensive analysis of
Human-AI interaction challenges, which culminated in the development of a set
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of AI Design Guidelines [72]. These guidelines were synthesized from over 150
recommendations sourced from academic literature, industry reports, and public
articles. The guidelines underwent further validation through iterative testing [72],
which included:

• Heuristic evaluations of existing AI products using the guidelines.

• User studies involving 49 participants, focused on applying the guidelines to
popular AI-based applications.

• Expert evaluations from Human-Computer Interaction (HCI) professionals.

The AI Design Guidelines address all phases of user-AI interaction. Ideally,
this interaction begins by setting clear expectations, with the system explicitly
communicating its capabilities and limitations upfront. Ensuring that users under-
stand the system’s functions and the reliability of its performance fosters realistic
expectations and trust from the outset [72].

In cases where the AI produces errors, users should be provided with easy
mechanisms to correct mistakes or dismiss undesired actions. The AI system should
offer explanations for its decisions to help users understand its behavior. This
approach enhances transparency and facilitates effective error resolution [72].

These guidelines were consistently considered during the design of the user
interface. Although the tool incorporates a complex internal workflow, the user
interaction remains straightforward:

1. The user uploads an image file for analysis.

2. The system generates a General Page Description and presents the user with
an overview of the result.

3. The user selects a target platform for code generation.

4. The system employs the relevant Translation Module and displays the gener-
ated output to the user.

Additionally, the user can access the History feature, which allows the retrieval
of previously generated code and related information.

The application is structured into two main sections:

• The Generate section, where users can upload an image and follow the described
process to generate code.

• The History section, where users can review a list of previous code generations,
filtered by a selected time window. “admin” users are also able to filter by
individual users or view the history of all users.
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The Generate section features a straightforward interface, as depicted in Figure
6.5, enabling users to promptly upload an image and initiate the conversion process.
During the execution of this process, a loading screen is displayed to provide
feedback to the user.

Figure 6.5: Initial interface shown in the Generate section.

Upon completion of the processing, the final result is displayed, as illustrated in
Figure 6.6. A visual preview appears at the top of the page, offering immediate
feedback on the accuracy of the translation. Users can switch between available
target platforms using a drop-down selector located at the top-right corner of the
preview box. As different platforms are selected, the preview is updated accordingly.

Figure 6.6: Example of the visualized preview for the generated code.

Beneath the preview box, two accordions provide additional information:
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• A visual representation of the generated layout, offering a detailed graphical
overview of the detected elements and their respective locations on the page.
An example of this visualization is shown in Figure 6.7.

• The generated code, which the user can easily copy with a single click.

Figure 6.7: Example of the generated layout visual representation.

As demonstrated in the provided example, a brief description is displayed for
each non-textual element detected, offering an explanation of why a specific type
was assigned during the Element Analysis process. This feature was introduced
to inform users about the rationale behind the choices made during the AI-driven
steps of the process, in line with the AI Design Guidelines [72].

At the bottom of the page, a Regenerate button allows users to quickly retry
the code generation process using the same reference image. This functionality
addresses the inherent unpredictability of the Element Analysis process, which
arises from the non-deterministic nature of the Large Language Model output.

The History section, depicted in Figure 6.8, offers a paginated view of the user’s
past code generations, organized chronologically from the most recent to the oldest
entries. An expandable Search filters section enables users to filter results using a
traditional form, as previously described. By selecting a specific history entry, users
can access detailed information, including the visual layout overview and generated
code for each target platform. An example of this view is shown in Figure 6.9. If
the code for a particular platform has not been generated previously, the translation
process occurs in real time and the output is displayed as the corresponding section
is expanded.

As illustrated, the design prioritizes simplicity and usability, with an interface
that is intuitive and predictable in its behavior. Special attention was given to
providing immediate feedback for each action through pop-up notifications and
clearly explaining the reasoning behind the system’s decisions and behavior.
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Figure 6.8: Interface shown in the History section.

Figure 6.9: Interface shown as overview of a single History entry.

In the event of errors, users have the option to either retry the generation process
or manually adjust the generated code to align with the visual specifications.
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Chapter 7

Evaluation and Results

Upon completing the prototype implementation of the application, a series of tests
were conducted to assess the quality achieved and the tool’s practical usefulness for
internal development tasks. The following sections outline the initial expectations
and project requirements, followed by a discussion of the actual results and their
evaluation.

7.1 Objectives and Requirements
Following the initial research phase, during which the foundational aspects of the
image conversion process were established, a set of requirements was compiled
based on the expectations of Blue Reply’s development team. These requirements
served as the primary reference throughout the subsequent development activities.
Below is a summary of those requirements:

• User Authorization & Authentication.

• Image Conversion to the General Page Description: The user must
be able to upload an image (in PNG or JPEG format) and convert it into a
generic format, called the General Page Description (GPD), which provides a
comprehensive, language-independent representation of its content.

• Conversion of the GPD to HTML and CSS Code using the Bootstrap
5 Framework.

• Conversion of the GPD to an Angular Component using the Pri-
meNG UI Framework.

• Generation History: Users must have access to their code generation history,
allowing them to easily retrieve previously generated code.
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By the end of the development phase, all requirements were met. However,
meeting the initial specifications does not necessarily indicate the overall success of
the project. The ultimate goal of the company’s experiment was to assist the web
development team by improving their productivity in creating front-end interfaces.

To achieve this goal, two key metrics were considered:

• Conversion Time: The time elapsed from the initial image upload to the
moment the generated source code is delivered to the user. This should be
minimized to maximize the time saved by using the tool.

• Element Analysis Accuracy: The percentage of correctly classified elements
within an image by the Element Analysis Module. Ideally, this should reach
100%, eliminating the need for user intervention.

Using this framework, a set of mockups and screenshots provided by the devel-
opment team served as a baseline for evaluation. For each, the relevant metrics
were collected and analyzed.

7.2 Early Application Testing with Real Use-
cases

To assess the tool’s effectiveness, the Blue Reply development team provided a set
of 24 mockups and screenshots for testing. The mockups were taken from design
documents of previous development activities on a large, ongoing project, while
the screenshots came from a legacy web application slated for migration to a new
Angular-based architecture.

A subset of these references, along with screenshots of the unmodified generated
code, is presented below. To protect sensitive information, some text labels and
placeholder content have been altered; however, the images’ structure, graphical
features, and layout remain unchanged.

Figure 7.1 illustrates a typical use case, in which the user provides a mockup of
an input form for editing a system resource. Most enterprise systems developed
and maintained by Blue Reply involve managing and storing large amounts of data,
making input forms a common front-end development task. In this example, the
tool successfully identified the majority of UI elements, requiring minimal manual
intervention.

Figure 7.2 illustrates the translation of a search page, where a table displays a
large number of entries filtered based on user input. The example shows the Angu-
lar/PrimeNG translation, which relies less on the specific styling details contained
in the General Page Description and adopts a more generic, consistent styling
approach. While styling information is not ignored (e.g., different background
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Figure 7.1: “Process Edit” test mockup input (top left) and the rendered
Bootstrap-translated output (bottom right).

colors for buttons are translated into specific PrimeNG button variants), it is used
as a reference upon which the UI library’s utilities are applied.

When translating the table from the “Process Search” screen in Figure 7.2,
the tool uses the content of the first row as a template and replicates it for the
remaining rows, matching the row count in the original image. This approach
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Figure 7.2: “Process Search” test mockup input (top left) and the rendered
Angular/PrimeNG-translated output (bottom right).

reflects the fact that the logic for extracting and displaying data in the table is left
to the developer, who is responsible for populating the interface with meaningful
data. As a result, the table is filled with placeholder values to provide a structural
reference.

Figure 7.3 presents a different example, where a screenshot of a legacy web
application is used as input for the tool. While the result is generally accurate,
there are some inconsistencies in the translation of certain UI elements.

Finally, Figure 7.4 illustrates a more complex use case, where the input image
contains three cards displaying information about a selected resource. The tool
produces a fairly accurate result, though with minor inconsistencies in the generated
layout and UI elements.
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Figure 7.3: “Vehicle Tracking” test screenshot input (top left) and the rendered
Angular/PrimeNG-translated output (bottom right).

As shown in these examples, the tool is capable of closely resembling the input
reference image, though occasional inaccuracies require manual adjustments by the
developer. During testing, the following types of errors were frequently observed:

• Page and section titles were often not properly highlighted, requiring the
programmer to manually adjust their styling.

• Small icon buttons were frequently misinterpreted as icons by the MLLM.

• Text and icon elements with colors different from the rest of the page were
not styled correctly, necessitating manual corrections.
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Figure 7.4: “Process Details” test mockup input (top left) and the rendered
Bootstrap-translated output (bottom right).

• Unusual input field designs, such as the separate calendar icon next to the
date input in Figure 7.3, led to errors, as the tool was unable to logically
associate spatially separated elements.

7.3 Overall Results Assessment and Observations
For all the processed test images, the Conversion Time and Element Analysis
Accuracy metrics were calculated using well-defined procedures:

• The Conversion Time was measured as the total waiting time reported by the
web browser for the imageToJson and convert API calls. Since the convert
API offers two possible targets, both were tested, and the worst case (i.e., the
longest waiting time) was considered.

• The Element Analysis Accuracy was evaluated by assigning a score based on
how accurately each UI element was analyzed:
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– Each element that was correctly categorized and styled added 1 point to
the score.

– Each element that was correctly categorized but styled incorrectly added
0.25 points.

– Elements that were incorrectly categorized or missed entirely during the
Element Detection process did not contribute to the score.

The total score was then divided by the maximum possible score (the expected
number of elements in the image) and multiplied by 100 to obtain a percentage
value.

It is important to note that these tests were performed on a temporary machine
provided by the host company, so the recorded Conversion Time values are likely to
improve with a dedicated cloud-based or on-premise solution. Table 7.1 summarizes
the metrics for the reported test examples, and the average metrics are provided
for both the reported subset and the full test set.

Test Subject Conversion Time Element Analysis
Accuracy

“Process Edit” screen 28.25 s 85.94%
“Process Search” screen 40 s 94.64%
“Process Details” screen 43.03 s 84.3%

“Vehicle Tracking”
screen

11.23 s 81.14%

Average (reported
examples)

30.63 s 86.5%

Average (entire test
set)

43.24 s 82.11%

Table 7.1: Overview of the achieved performance metrics during testing.

The results demonstrate that the tool is able to effectively assist programmers
with common front-end development tasks. The average Conversion Time indicates
significant potential for enhancing productivity, and it is expected to improve
further with the adoption of a dedicated deployment solution. The Element
Analysis Accuracy, however, is less satisfactory, with an average value of 82.11%
achieved across the test images. The presence of errors introduces inefficiencies,
requiring programmers to identify and correct problematic elements. Potential
solutions to this issue will be discussed in Section 8.2.
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Chapter 8

Conclusions

This chapter reflects on the completed thesis project, starting from the obtained
results, and offers suggestions to address current limitations of the tool while
improving its effectiveness in supporting users in their development activities.
Given its experimental nature, the project underwent several iterations at both
the conceptual and technical levels. It is, therefore, important to highlight the
challenges encountered with the chosen solution and propose directions for future
improvements in the project’s development.

8.1 Advantages and Limitations of the Proposed
Solution

During the final testing phase, the developed tool demonstrated itself as an effective
solution for enhancing frontend developers’ productivity. After analyzing the
recorded metrics and discussing the test results with the host company, the following
key points were identified:

• The average Conversion Time recorded during the tests, while improvable
through a more powerful and reliable deployment solution, highlighted the
tool’s capability to reduce the time developers spend on repetitive tasks,
thereby increasing their productivity and enabling them to focus on more
complex and demanding activities.

• The adoption of the General Page Description as a language- and framework-
agnostic representation format enhances the tool’s versatility, making it appli-
cable in a wide range of contexts and usable by different teams.

• The deterministic Translation Modules address the issue of unpredictability
often associated with other LLM-based development tools, ensuring stylistic
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consistency across projects.

• From a user’s perspective, the workflow is straightforward, making the tool
easy and intuitive to use.

However, several issues were identified that pertain to specific aspects of the work-
flow, which will require further refinement before the prototype can be considered
a finished product.

A critical step in the application’s workflow is the Element Analysis process. The
final test results indicate that the adopted Large Language Model, GPT-4o, is not
fully reliable, often producing partially or entirely inaccurate outputs in a significant
percentage of cases. This limited accuracy stems from both the intrinsic limitations
of this technology, which cannot guarantee consistent and reliable results, and the
use of a general-purpose model that is not specifically tailored to the use case at
hand.

Moreover, the analysis of all elements within an input image requires a significant
number of token exchanges through the external LLM API, which can result in high
operational costs. To mitigate these expenses in the long term, strategies should be
implemented to reuse previously obtained information, minimizing redundancies in
the Element Analysis phase.

Additionally, the application currently lacks functionality related to the grouping
of related history entries. When managing multiple projects, a developer may need
to access the generation history specific to one project and use a pre-configured
workflow dedicated to it (e.g., automatic selection of the target platform for code
generation). The final product would benefit from the inclusion of such functionality
to efficiently assist developers in handling various types of activities simultaneously.

8.2 Possible Future Developments
Starting from the obtained prototype, with its previously discussed functionality
and implementations, several possibilities for further enhancement and improvement
arise.

8.2.1 Improving the Element Analysis Accuracy
The primary goal for future improvements of the application should be to enhance
the accuracy of the Element Analysis step. To significantly boost productivity, it
is crucial that the results contain as few errors as possible, minimizing the need
for manual intervention by the programmer. Several potential approaches can be
considered to achieve this.

One possible method involves a substantial restructuring of the Element Analysis
process by employing a divide et impera strategy. Rather than directly providing a
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Large Language Model with the image of the element, the analysis could be split
into two stages:

1. An initial classification model examines the element’s image to identify the
type of UI element.

2. The image, along with the identified type, is then passed to a Large Language
Model, which focuses solely on providing style information, assuming the type
has been correctly identified.

By incorporating a dedicated classification model to identify the type of element,
an increase in accuracy is expected. This is because, compared to the general-
purpose MLLM which would later be used for extracting stylistic information, this
component would be specifically designed for this task. Additionally, a classification
model is both a faster and more cost-effective solution compared to a Multimodal
Large Language Model. The reduced number of tokens exchanged through the
LLM API would also contribute to lower operational costs.

The classification model would be implemented using a Convolutional Neural
Network, designed to process images and assign them to a pre-defined set of types.
A promising approach would involve fine-tuning an existing pretrained model. This
would allow the benefits of the pretrained model’s robustness and accuracy to be
harnessed and adapted to the specific requirements of this task.

Several state-of-the-art pretrained models for image classification are currently
available. One notable open-source option is ResNet, a family of models known
for their high accuracy and adaptability to various classification tasks [73]. The
ResNet (Residual Network) architecture employs a residual learning framework to
tackle challenges encountered in training deep networks, particularly the vanishing
gradient problem. Instead of each layer learning a completely new representation,
ResNet learns the residuals - the difference between the input and the target output
- using shortcut connections that bypass certain layers. These connections facilitate
easier learning by ensuring the gradient flows smoothly through deeper layers [73].

An alternative approach to enhancing the accuracy of the Element Analysis
process, without altering its structure, would involve utilizing a different Multimodal
Large Language Model, fine-tuned to achieve the required performance levels for
recognizing and describing UI elements. Many LLM providers offer users the option
to fine-tune a foundational model through a technique called Low-Rank Adaptation
(LoRA).

Low-Rank Adaptation is a technique used to fine-tune LLMs with reduced
computational costs and memory requirements [74]. Instead of updating the
entire set of model parameters, LoRA introduces trainable low-rank matrices
that approximate the weight changes necessary for task-specific adaptation. This
approach effectively reduces the number of parameters that need to be adjusted,
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while preserving the model’s general capabilities. By only modifying a subset of
parameters, LoRA enables efficient adaptation to specific tasks without the need for
extensive retraining or the storage of multiple model copies, making it a practical
choice for task-specific fine-tuning [74].

As a practical example, the OpenAI Developer Platform offers fine-tuning for
several leading LLMs, including GPT-4o [75]. While this process involves an initial
financial investment, a fine-tuned model could significantly enhance performance,
improving the quality of the generated output. Moreover, such a model would
likely eliminate the need for a few-shot prompting technique, which would reduce
the number of tokens exchanged and, consequently, lower costs over time.

8.2.2 Persisting Information to Reduce Costs
One of the primary limitations of Large Language Models is their inability to retain
information from previous interactions. To provide context for a conversation, the
entire content must be included as input for generating the next response. To
address this issue, leading AI service providers have developed more advanced
strategies to carry over learned information between interactions.

An example of such a solution was introduced by OpenAI in ChatGPT, which
allows users to interact with models through a chat interface. In 2024, OpenAI
introduced a feature called memories, which consists of facts learned over time
during conversations with the user. These memories can be reused in future
interactions, enabling more contextually aware and informed responses [76]. Other
LLM providers, such as Anthropic, have also begun experimenting with similar
features [53].

Although the technical details of these solutions have not been fully disclosed,
it is evident that they are based on two key concepts:

• The user’s past interactions with the Large Language Model are analyzed, and
relevant facts are extracted and stored in a structured format.

• In subsequent interactions, the user’s queries are analyzed, and relevant
facts are retrieved from the stored information (e.g., using techniques such
as Retrieval-Augmented Generation [77]) and incorporated into the context
window.

By selectively adding only relevant information in a predefined format, the
model is equipped with the necessary context to provide accurate responses. This
approach eliminates the need for the user to repeatedly provide the same information,
improving the overall experience and reducing the number of input tokens required.

In the context of the developed tool, this strategy cannot be applied directly;
however, it provides a foundation for devising functionalities that allow the system
to “remember” previously generated information and avoid redundancies.
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A significant limitation of the current process is its inability to retain information
about previously analyzed elements. This can result in considerable resource waste.
For example, if two identical images are processed consecutively, they are treated
as entirely separate inputs, and the analysis is repeated for each element, starting
from scratch.

To address these inefficiencies, it is essential to store information about previously
analyzed elements. This could be achieved by adding an additional table to
the relational schema of the application’s database, which would store key-value
pairs representing the analyzed images and their corresponding JSON-formatted
descriptions. This table, acting as an “Element Cache”, would be consulted during
each Element Analysis process to check whether the image has already been
analyzed. If a match is found, the corresponding description can be retrieved
directly, bypassing the need to involve the LLM.

Given this solution, the analysis process for a detected UI element would follow
this structure:

• The image corresponding to the detected element is extracted.

• A lookup is performed in the dedicated table to determine whether the
extracted image has already been processed:

– If the image has been processed, the pre-generated description is retrieved
and assigned to the element.

– If not, the element is analyzed through the use of the MLLM.

One important detail that has been overlooked in the proposed solution is the
need for a suitable representation of the elements’ images in the dedicated table. A
basic approach would involve treating the image as a BLOB field and storing all its
binary content within the table. However, this method would be highly inefficient
in terms of both storage usage and lookup costs.

A more effective approach would be to use a hashing function on the element
image, with the resulting hash serving as the primary key for the Element Cache.
In this scenario, the selection of an appropriate hashing function is critical for the
system’s proper behavior. Traditional hashing methods may encounter issues with
collisions, where unrelated images produce the same hash value. This could lead to
some elements being assigned entirely inaccurate descriptions. To mitigate these
inaccuracies, Perceptual Hashing can be employed.

Perceptual Hashing is a method used to create a concise, representative finger-
print of an image based on its visual characteristics. Unlike traditional hashing,
which produces completely different outputs for even minor changes, perceptual
hashing is designed to account for slight variations, such as differences in brightness
or small distortions. This makes it useful for identifying images that share similar
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content. By generating a perceptual hash, the method captures essential visual
features such as edges and textures.

An example of a Perceptual Hashing algorithm is the Average Hash (aHash); it
works by reducing an image to capture its essential structure, allowing for quick
comparisons between visually similar images. First, the image is resized to 8x8
pixels, removing high-frequency details while preserving its basic features. It is
then converted to grayscale, simplifying the color information. The average color
value of the 64 pixels is calculated, and each pixel is compared to this average. If a
pixel is above the average, it is assigned a 1; if below, it is assigned a 0. These bits
are combined into a 64-bit hash. The algorithm is robust to changes in scale, aspect
ratio, brightness, and contrast, as similar images will produce similar hashes. The
degree of similarity is measured by comparing the hashes using Hamming distance,
with fewer differences indicating closer visual similarity. Figure 8.1 shows examples
of clusters of images that share the same aHash.

Figure 8.1: Examples of consecutive image clusters with the same Average Hash.

In conclusion, a form of cross-generational memory can be implemented in
the system through an Element Cache, which consists of a table that stores
information about previously analyzed elements as key-value pairs. The key would
correspond to the element image’s Average Hash, while the value would consist of
its LLM-generated JSON-formatted description. This description should exclude
any references to the element’s spatial properties, which are already available from
the Element Detection phase. When a new element is analyzed, the Average Hash
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for its corresponding image is computed, and if a match is found in the cache, the
stored description is used, thereby avoiding the need for the LLM.

Furthermore, the hashing procedure can be utilized to further minimize LLM
intervention by applying it to each element prior to the analysis process. Elements
sharing the same Average Hash value can be grouped into clusters, with only
one element subjected to the Element Analysis process. Once the description
for this element is obtained - either through LLM-based generation or from the
Element Cache - it can be applied to all remaining elements within the cluster. The
revised analysis process that incorporates Average Hashing and Element Caching
is illustrated with an example in Figure 8.2.

Figure 8.2: Flow chart showing an example of the revised Element Analysis
process.

8.2.3 Organizing Image Conversions into Projects
An additional functionality that would significantly enhance the quality of the
tool’s user experience is the ability to track multiple development projects. This
would allow users to define custom default settings for the image analysis and
corresponding code translation processes.

Organizing the user’s activities into different projects could prove highly benefi-
cial, enabling effective work organization and easy access to previously generated
code based on their current activities. Additionally, projects would offer opportuni-
ties to automate certain aspects of the workflow:
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• A project could be assigned a Translation Module, which would be used
automatically to generate the desired code without requiring an explicit choice
from the user.

• Projects could also be linked to shared repositories and utilize Version Control
Systems to automatically push newly generated code to them.

Furthermore, this functionality could be expanded to promote collaboration
among developers. Shared projects could be made accessible to multiple users,
allowing each member to access code generated by all project participants, as well
as the predefined settings that would enable them to effectively use the tool from
the outset.

Overall, the introduction of Shared Development Projects could enhance
the user experience, facilitate collaboration among team members, and further
streamline the development workflow through integration with external systems.
While this feature may increase the application’s complexity, it represents an
important step toward creating a more useful and comprehensive tool.
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