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Abstract

The concept of fragility has proven to be a challenging one to define with precision. One
of the most significant challenges in this regard is the lack of consensus concerning the
precise nature of the phenomenon.
Frailty is one of the leading causes of morbidity and premature mortality in older people.
An international standard definition has yet to be established. A number of different
measurement methods have been developed, including: The Fried frailty phenotype, the
Tilburg Frailty Indicator (TFI) and the Frailty Index.
The objective of this study is to analyse muscle activity in order to determine whether it
is possible to detect frail subjects by means of simple forearm exercises. Indeed, surface
electromyography (sEMG) may be employed as an additional method for evaluating frailty,
as one of the defining characteristics of frailty is a reduced ability to perform exercise
and motor activity. In particular, eight-channel surface electromyography was extracted
from the forearm of elderly subjects using the wearable armband Recognition Movement
(REMO®), developed by Morecognition s.r.l. The subjects were previously classified
into two categories (frail/not frail) using the Fried frailty phenotype and Tilburg Frailty
Indicator. The objective is to develop an automatic classifier to demonstrate the feasibility
of identifying frailty through the use of sEMG, with a view to establishing an automatic
measurement technique.
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Chapter 1

Introduction

The concept of frailty has proven to be a challenging one to define with precision. Moreover,
there is no unambiguous and universally accepted method for defining the fragility of a
subject.
The concept of frailty is not solely predicated on age as a differentiating factor. Accordingly,
even an individual of a relatively young age can be considered frail. However, among
the over-65s, fragility is often associated with a number of factors, including chronicity,
comorbidity, functional impairment, polypharmacy and social and health problems. These
factors play a decisive role in the association between frailty and old age.[1] It is of vital
importance to learn to recognise a frail person, as frailty is known to be closely linked to
a decrease in quality of life, an increased risk of falls, disability or comorbidity, and conse-
quently an increased risk of mortality.[2][3] It is therefore of critical significance to identify
frail elderly individuals at an early stage and implement appropriate interventions.[3]

The aim of this study was to identify a novel approach to the assessment of frailty
from a physical perspective. A method that could be employed in conjunction with those
currently in use and be carried out independently. The classifier was thus constructed
to distinguish between frail and non-frail persons based on electromyographic signals
acquired from a wearable device developed by Morecognition s.r.l..

1.1 Frailty measurements
The concept of frailty encompasses a multitude of domains, including physical, psycholog-
ical, and social aspects. Professionals identify and address the various dimensions of the
same condition, emphasising its multidimensional nature.[4]
Fried defines it as a physiological syndrome characterised by a reduction in functional
reserves and decreased resistance to stressors, resulting from the cumulative decline of
multiple physiological systems, which renders the individual vulnerable and susceptible to
adverse consequences.[5] Furthermore, studies by Fried et al. have demonstrated that
frailty and comorbidity are predictors for disability. It has been observed that the latter
leads to a worsening of the former, and that having a comorbidity may contribute to
the onset of frailty. This analysis has led to the formulation of a phenotype (a set of
observable characteristics relating to a subject) of physical frailty. The following conditions
were analysed:

• Unintentional weight loss;
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• Fatigue;

• Reduced muscle strength;

• Reduced physical activity;

• Reduced walking speed.

A score between 0 and 5 is assigned to each item. A subject is defined as frail when three
or more of the listed criteria are met, pre-frail when one or two are met, and otherwise
non-frail.[5] This approach avoids the need for a prior clinical assessment, allowing it to be
applied at the subject’s first contact. The Fried phenotype is firmly based on the theory of
biological causes and, through numerous epidemiological studies, has been demonstrated
to be effective in detecting an increased risk of adverse clinical events, including mortality.
However, this methodology has certain limitations. For instance, it exclusively assesses
physical factors, some of which are not commonly used in clinical settings (such as grip
strength). Furthermore, it lacks an analysis of psychosocial factors related to frailty.[6]

Another analysis defines frailty as a disorganisation of physiological systems that can
be estimated through the examination of functional status, cognitive and physical deficits,
psycho-social risk factors and geriatric syndromes. This allows for the reconstruction of
a comprehensive picture of potential adverse risks.[7] This perspective acknowledges a
multiplicity of variables, extending beyond the biomedical domain to cognitive and psycho-
social conditions, as well as geriatric considerations.[8] In light of this latter definition,
the Frailty Index was devised as a means of measuring accumulation of deficits.[9] Such
deficits include, but are not limited to, reduced daily activities, reduced physical and
cognitive performance, depression, disability, or any other illness. Each of these deficits is
associated with a value between 0 (indicating no deficit) and 1 (indicating the presence of
a deficit). Intermediate values are also permitted to capture the various degrees of the
condition.

Further and subsequent analysis led to the development of an additional concept
of frailty. This formula was introduced by Gobbens and colleagues, who conducted a
comprehensive study of the existing literature on the concept of frailty by consulting
various experts. These experts were drawn from a range of fields, including geriatric
medicine, gerontology, nursing, (bio)statistics, psychology, general practice, healthcare,
and social inclusion. This model conceptualises frailty as "a dynamic state" in which an
individual experiences a decrement in one or more areas of human functioning (physical,
psychological, and social) due to the influence of various factors, thereby increasing the
risk of adverse outcomes.[10] In accordance with this line of reasoning, an additional
frailty analysis tool was developed (the Tilburg Frailty Indicator), which differs from
its predecessors in that it is completely self-diagnostic and does not present questions
about disability. This decision was, in fact, influenced by numerous studies that have
highlighted the distinction between disability and frailty. The latter is perceived as a
state of pre-disability, whereas the former is regarded as a distinct entity.[11][12]
The Tilburg Frailty Indicator (TFI) is a questionnaire comprising multiple sections, which
are to be answered independently by the subject. The instrument is divided into two
sections. Section A comprises ten questions dealing with the determinants of frailty,
including gender, age, place of birth, education, and occupation. Section B contains 15
questions on the components of fragility, which are divided into three categories: physical
components, psychological components, and social components. The physical components
include involuntary weight loss, physical activity, and lack of balance. The psychological
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components include memory loss, anxiety, and nervousness. The social components
include whether the subject lives alone and whether they miss other people. The initial
section presents a series of questions with multiple-choice or open-ended responses. The
subsequent section comprises dichotomous questions (yes/no), whereas some questions
allow for three possible answers, which are provided for respondents’ convenience. The
response options were yes, sometimes and no. Subsequently, each question is evaluated
according to the answer provided and a score of 0 or 1 is assigned. This allows the TFI
score to be calculated. A total score of five or more is indicative of a person who may be
classified as frail.[3][13][14]
Previous findings have validated the TFI as a tool for frailty and its domains (Gobbens,
van Assen et al., 2010b), demonstrating the expected correlations between frailty as
measured by the TFI and related frailty measures. As a multidimensional assessment of
frailty, the TFI is a valuable tool for predicting disability, various indicators of healthcare
utilisation and quality of life of older people at one and two-year intervals. It can be
employed as a preliminary screening tool by community caregivers to identify individuals
who may benefit from more detailed assessments and tailored interventions, with the aim
of improving the quality of life of frail older persons.[15]

In the course of time, a number of experts came together in order to develop a widely
recognised definition of frailty, taking into consideration the various definitions that had
been found in the literature up to that time. From the observation of the various defini-
tions that had been taken into account, it was possible to derive the two fundamental
principles on which the concept of frailty is based. The first of these principles, as
mentioned above, concerns ‘multidimensionality’, which conceives frailty as a combination
of problems involving different functional domains. The second principle, concerning
‘continuity’, emphasises the nature of a degenerative and potentially reversible process
of frailty, originating from the interaction between personal and environmental factors.
Consequently, it is proposed that frailty should not be conceived as a binary phenomenon,
but rather as a nuanced entity to be analysed in its various facets.[16]

1.2 Evidence of muscle physiology
An integral part of frailty is the reduced ability to perform exercises and motor activity.
Consequently, the objective of this work was to analyse muscle activity in order to
determine whether it was possible to detect frail subjects by means of simple forearm
exercises.

1.2.1 The skeletal muscle
Skeletal muscles are voluntary, therefore belong to the class of striated muscles. They
constitute the majority of the body’s muscle mass and are responsible for maintaining
posture, stability and are essential for the execution of movement in all its forms.
The skeletal muscle tissue is composed of fascicles, each of which is comprised of numerous
muscle fibres arranged parallel to one another. Each muscle fibre is enclosed in a plasma
membrane, called sarcolemma, which contains the cytoplasm, designated as sarcoplasm.
The primary intracellular structure and contractile unit are the myofibrils, which are
arranged in a longitudinal orientation along the sarcoplasm (Figure 1.1a). The myofibrils

3



Introduction

are encased in a network of cylindrical membranes, the sarcoplasmic reticulum, which is
capable of storing the calcium ions (Ca2+) that are essential for the initiation of muscle
contraction. The sarcoplasmic reticulum is comprised of two terminal cisternae, which
are in turn surrounded by a network of tubules, called T-tubules. These tubules diffuse
through the sarcoplasm and, when a nerve impulse arrives, facilitate depolarisation and
the consequent muscle contraction.
The sarcoplasm of a striated muscle fibre contains a multitude of myofibrils, elongated
cylindrical structures that extend the length of the fibre. These myofibrils, which consist
of bundles of short myofilaments, undergo shortening during contraction due to changes in
the position of the proteins that compose them. These include contractile proteins (myosin
and actin), regulatory proteins (tropomyosin and troponin), and structural proteins
(nebulin and titin).
Myofibrils are defined by a fundamental unit, the sarcomere, which represents the functional
contractile unit of striated muscle tissue. The sarcomere is composed of thick filaments
in the centre, which are primarily composed of myosin, and thin filaments at the poles,
which are primarily composed of actin. The interaction between actin and myosin is
carefully regulated during the process of muscle contraction by the proteins troponin
and tropomyosin. The arrival of calcium in the sarcoplasm plays a pivotal role in this
process. Calcium ions (Ca2+) bind to troponin, resulting in a conformational change
that regulates the position of tropomyosin. This alteration results in the exposure or
occlusion of the binding site on actin, thereby initiating or terminating the process of
muscle contraction.[17]

(a) (b)

Figure 1.1: a) Skeletal muscle structure. b) Muscle fibre portion.[18]

In order to elucidate the mechanisms underlying muscle contraction and force generation,
the sliding filament model is employed. This model posits that during the contraction
of a muscle cell, the sarcomeres undergo shortening. This shortening is not due to the
contraction of the filaments themselves, but rather to the sliding of the actin filaments
along the myosin filaments, which reduces the overall length. The mechanism that leads
to sliding is referred to as the crossbridge cycle. During this process, the crossbridges in
the thick filaments alternately attach and detach from the thin filaments, pulling them
towards the centre of the sarcomere. Although force is only produced during one phase of

4



Introduction

the cycle, the muscle cell produces force continuously throughout the contraction, as the
transverse bridges are out of phase with each other. As a result, when some bridges have
started the cycle, others will have finished it, and so on. Upon cessation of the contraction,
the thin filaments return to their original position passively.[17]

1.2.2 The contraction process and action potentials
Skeletal muscles are innervated by large nerve fibres, which originate from alpha motor
neurons, located in the anterior horns of the spinal cord. Each nerve reaches the muscle via
axonal extensions (nerve fibres), whose terminal branches each (synapses) make contact
with a single muscle fibre. A motor unit (MU) is defined as the entirety of a nerve and all
the muscle fibres it innervates. Consequently, each muscle fibre is typically innervated by
a single nerve fibre, while each nerve innervates several muscle fibres, thereby constituting
a motor unit. In the vicinity of the muscle fibre, the nerve endings diverge in numerous
branches, which in turn terminate in dilatations. The collective term for these nerve
endings and their branches is the motor plate. The site where the nerve endings and the
muscle fibre meet is known as the neuromuscular junction.
The transmission of the nerve impulse occurs in a unidirectional manner, which allows for
the distinction to be made between the pre-synaptic and post-synaptic components. The
pre-synaptic component is characterised by the presence of numerous mitochondria and
vesicles. Once a nerve impulse reaches the neuromuscular junction, the latter are released
into the synaptic cleft, i.e. the area between the nerve and muscle membranes. The
vesicles contain the skeletal muscle neurotransmitter acetylcholine (ACh), which binds
to specific receptors located on the plasma membrane of the muscle cell (post-synaptic),
inducing membrane depolarisation.
Prior to the arrival of a depolarising stimulus, namely when the muscle cell is in a resting
state and is not contracted, it exhibits a low calcium concentration, which is a consequence
of the activity of specific pumps that transport it from the cytoplasm to the reticulum.
Furthermore, at this stage tropomyosin blocks the actin binding sites, preventing the
cross-bridge cycle. The initiation of the cycle occurs following the binding of acetylcholine
to receptors in the motor plate, which in turn induces membrane depolarisation, allowing
sodium ions (Na+) to enter via sodium channels. The influx of Na+ alters the electrical
charge within the muscle fibre, initiating an impulse that propagates to the surface of the
sarcolemma and then penetrates the muscle fibre deeper into the T-tubules. Afterwards,
the impulse activates so-called voltage-dependent receptors on the membrane of the tubules.
These receptors undergo a conformational change, which in turn activates proteins on
the membrane of the sarcoplasmic reticulum. Subsequently, the latter open and allow
the passage of calcium ions (Ca2+) from the reticulum to the cytoplasm of the muscle
cell. The released Ca2+ ions then bind to troponin, which undergoes a conformational
change and causes tropomyosin to move from its resting position, thus releasing the myosin
binding sites and initiating the cross-bridge cycle.
The contraction terminates when the motor neuron ceases to transmit signals. This occurs
as a result of a simultaneous closure of the proteins that allow the passage of calcium ions
and a removal of the latter from the cytoplasm. The reduction in the concentration of
calcium ions causes their dissociation from troponin, which returns to its initial resting
state together with tropomyosin. This prevents the cross bridges from binding to actin.
At this juncture, the elasticity of titin permits the thin filaments to revert to their original
configuration.[17][19]
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The process described above is underpinned by communication between neurons. This
occurs via electrical signals, namely graded potentials and action potentials, which are
changes in the membrane potential. These signals are generated when ion channels open
or close in response to specific stimuli, altering the permeability of the membrane to
certain ions.
Graded potentials represent small changes in the membrane potential, with the extent
of these changes dependent on the intensity of the stimulus, hence the term ’graded’.
The primary function of these cells is to generate an additional electrical signal, a sig-
nificant modification of the membrane potential that propagates without attenuation,
the action potential (AP). In order for the latter to be triggered, a number of graded
potentials must collectively exceed a specific threshold value. In the absence of graded
potentials, the resting membrane potential of the neuron is -70mV. This is maintained by
the sodium-potassium pump, which regulates the concentrations of sodium and potassium
ions inside and outside the membrane. Upon the emergence of one or more excitatory
graded potentials within the neuron, the membrane potential reaches a threshold value of
approximately -55mV. This depolarisation results in the opening of some sodium channels,
thereby increasing the permeability of the membrane for sodium, while the potassium
channels remain closed. The increase in the concentration of Na+ causes further de-
polarisation, resulting in an instantaneous increase in the membrane potential, which
reaches +30 mV. Afterwards, the process is terminated by the closure of the sodium
channels and the subsequent slow opening of the potassium channels, which causes the
membrane potential to return to its resting value. Once the resting state is re-established,
the permeability for potassium is at its maximum, in contrast to that for sodium, which
is at its minimum. This results in hyperpolarisation, whereby the potential reaches more
negative values than the resting potential. This mechanism is terminated by the gradual
closure of the channels K+, which brings the membrane potential to its resting value.
Moreover, a refractory period ensues during and immediately following an action potential,
during which the neuron is less excitable than in the resting state. The defining character-
istic of APs is that they do not increase in amplitude with increasing stimulus intensity;
as a result, they are not graded phenomena. When action potentials are generated, it
is not the entire axon that is depolarised simultaneously; rather, only a limited area of
the membrane is affected at a time. The depolarised zone, described as approximately
1-3mm2[20], undergoes an inversion of the membrane potential, which generates charge
currents that move into adjacent resting regions. These currents trigger new potentials
in the zones following the previously depolarised one, which repolarises. Due to the
refractory period in which the trigger zone is located, the stimulus can only propagate
in one direction. This process continues until it reaches the axon, thus maintaining the
intensity of the stimulus.[17][21]

1.3 Electromygraphy signal characteristics
Electromyography (EMG) is an experimental technique that involves the development,
recording, and analysis of myoelectric signals. These signals are generated by physiological
changes in the state of muscle fiber membranes.[22] Kinesiological EMG is a proven
method for studying the voluntary activation of muscles during motor tasks. In contrast,
neurological EMG is limited by the artificial nature of the muscle response, which is
induced by external electrical stimulation. In addition to biomechanical and physiological
studies, EMG is a valuable tool for rehabilitation, medical research, ergonomics and
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Figure 1.2: The Action Potential.[21]

sports.[21] It allows for the following:

• The measurement of muscle performance;

• The documentation of treatment and training regimes;

• The detection of muscular response to ergonomic studies;

• The analysis to improve sports activities and muscle training.

It should be noted that electromyography is divided into two main categories: surface
electromyography (sEMG) and needle electromyography or electroneurography (ENG).
Surface EMG involves the acquisition of the signal via surface electrodes, which are placed
on the skin. In contrast, ENG involves the use of subcutaneous needle electrodes in direct
contact with the muscle. The former method records potentials from a group of motor
units, whereas the latter can analyse a single motor unit.
The present study will only consider the superficial EMG, as it is the focus of this work.

The EMG signal is generally understood to be influenced by the action potentials
described above. These action potentials represent the sum of the APs of the various fibres
that make up a motor unit. The set of potentials in question is known as the Motor Unit
Action Potential (MUAP), and its characteristics are dependent on the shape and size of
the motor unit and the arrangement of the fibres with respect to the acquisition electrodes.
In particular, in a surface EMG, the acquired signal is given by the superposition of all the
MUAPs detectable by the electrodes, including MUAPs belonging to different motor units.
Consequently, the amplitude and shape of an EMG trace depend on the recruitment of
motor units and their firing rate, i.e. the frequency with which each motor unit generates
an AP. The resulting signal therefore resembles an ‘interference’ given by the sum of the
various MUAPs detected. However, the activity of the latter is not accurately reflected in
the EMG trace due to the presence of the skin, which acts as a low-pass filter.

The unprocessed EMG signal taken during a motor task has a baseline and muscle
activation zones. The baseline represents the state of no muscle contraction. It should
have a very low amplitude, but this may be altered by the presence of noise. The muscle
activation zones, on the other hand, have peaks of variable amplitude. These, due to the
variability of MU recruitment, cannot be reproduced between one activation and another.
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The signal is therefore processed to try to reduce the presence of noise and randomness in
shape.

A sEMG has an amplitude between ±5000 µV (including athletes) and a frequency
content between 5 and 500 Hz. However, the greatest activity is observed between 20 and
250 Hz. This can be observed by analysing the signal power spectrum, which describes
the distribution of signal power across the various frequencies. The spectrum is in fact
influenced by the activity of the slow twitch MUs, which have a firing frequency between
20 and 125 Hz, and by the activity of the fast twitch MUs, which operate between 120 and
250 Hz. Furthermore, the activity of the larger MUs, which have a low firing frequency of
approximately 10-40 Hz, and the activity of the smaller MUs, which have a higher firing
frequency of up to 100 Hz, can be distinguished.

1.3.1 Instrumentation
The subject of the analysis represents the signal source. Electrodes act as sensors. Filters,
amplifiers and A/D conversion systems belong to the signal manipulation block. Finally,
the oscilloscope or digital systems such as PCs or microcontrollers constitute the visual-
isation block.Figure 1.3 illustrates a potential block representation of an electromyograph.

Figure 1.3: A schematic representation of an electromyograph.[23]

Among the potential electrodes that could be utilized in such a study are surface
electrodes. These electrodes contact the skin and are non-invasive, thus suitable for
superficial muscles. The most commonly used ones are made of silver/silver chloride
(Ag-AgCl). The AgCl layer facilitates the unobstructed transmission of electrical currents
from the muscle across the interface between the electrolyte and electrode. This results
in a reduction in electrical noise in the measurement compared to equivalent metallic
electrodes (e.g., Ag). For this reason, Ag-AgCl electrodes are employed in over 80% of
surface EMG applications.[23]
Electrodes may be gel electrodes, disposable or reusable, which require adequate skin
preparation (removal of hair, the correct amount of gel, etc.); or dry electrodes which
do not require a gel interface with the skin. These electrodes have a greater mass than
the former and, as a consequence, may prove more challenging to affix. However, they
are the most commonly used in devices that can be worn independently, and not by a
professional, precisely because of the absence of skin preparation.
Furthermore, electrodes are divided into active and passive. The former, which typically
fall into the dry category, are equipped with an integrated pre-amplification circuit. This
feature serves to mitigate the impact of electrode movement or capacitive coupling, which
can result in the generation of parasitic currents. In contrast, the latter require an external
amplification circuit.
In order to achieve optimal signal detection, the electrodes must be positioned longitudi-
nally to the muscle, between the motor unit and the tendinous insertion, which are the
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areas where the signal is weakest.

The electrodes can be arranged in three distinct configurations:

• Monopolar, only a single electrode is placed on the skin in relation to a reference
electrode. A configuration that is straightforward, but susceptible to crosstalk.

• Bipolar, comprises two EMG-detecting surfaces, positioned at a distance of 1-2 cm
from each other, with a reference electrode. A differential amplifier is employed
to suppress common noise signals and then amplify the difference between the two
detecting electrodes. The limitations of the monopolar configuration are eliminated.

• Multipolar, comprises more than two EMG-detecting surfaces with a reference
electrode. It reduce crosstalk and noise, thereby enhancing the quality of the EMG
signal. In instances where more than two electrodes are utilised, it is necessary to
employ more than two differential amplifiers.

Upon detection of the signal by the electrodes, it is transmitted to an instrument
amplifier (active electrodes), whose function is to "pre-amplify" the EMG signal, which
is naturally weak. The amplifier frequently comprises two stages, with the objective
of enhancing the Common Mode Rejection Ratio (CMRR), which is the ratio between
the differential and common mode gain and serves as an indicator of the quality of the
amplification technique.
The first stage of the amplifier must possess a high input impedance (1-10MΩ)[21] in
order to minimise the connection error with the electrodes and any potential imbalance;
the second stage is differential and enables the substantial reduction of the common mode
noise of the inputs due to acquisition artefacts.

Once the signal has been pre-amplified, it is filtered out, as despite the differential am-
plifier, noise still has a significant influence. Low-frequency noise is frequently attributed
to temperature fluctuations or electrode movement, whereas high-frequency noise may
be attributed to nerve conduction or interference from other equipment. The former
can be eliminated by a high-pass filter, which has a cut-off frequency below which all
frequencies are eliminated. The latter is eliminated by a low-pass filter, which has a cut-off
frequency above which all frequencies are removed. The combination of these filters is
referred to as a bandpass filter, which retains only the frequencies of interest. In the field
of electromyography, it is typical to attempt to retain the frequencies between 5 and 10
Hz and 500 Hz.[23][24]

Following filtration, the EMG signal is amplified once more, with amplification factors
of between 500 units (in the case of pre-amplification) and 1000 units (in the absence of
pre-amplification, i.e. passive electrodes). The amplification factor may also be increased
if the muscles in question exhibit weak responses.
This stage can be achieved with a non-inverting amplifier, whose gain can be set according
to the muscle response.

The signal that has been the subject of study and discussion thus far is an analogue
signal, which must undergo digitisation in order to be analysed and processed on a
computer. The digitisation process was made possible by the Analog to Digital Converter
(ADC). In the process of converting an EMG signal into a digital format, it is essential
to consider three key specifications: the quantisation, the range of conversion and the
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Figure 1.4: Equivalent circuit of an electrode. R2 and C1 make up the impedance associated with the
electrode-electrolyte interface, and R1 is the series resistance associated with interface effects and due to
resistance in the electrolyte. The generator Vb represents the depolarisation zone of the fibre, while the
noise is represented by the quantity Vn.[25]

sampling rate. Quantisation refers to the number of bits that can be used to convert
an analog signal into a digital one. The number of quantisation bits is of significant
importance, as they determine the ADC’s resolution. The range of an ADC is defined as
the maximum voltage that can be converted into a digital quantised bits. Sampling rate,
on the other hand, is the number of samples that can be converted in one second. The
selection of the latter is crucial to prevent aliasing effects, whereby the signal spectrum
overlaps. This is elucidated by the Sampling Theorem of Nyquist, which stipulates that
the sampling rate must be twice the maximum frequency of the signal. As previously
stated, for EMG the majority of the signal power is located between 10 and 250 Hz.
Scientific recommendations suggest setting the amplifier band between 10 and 500 Hz[24].
Consequently, a sampling frequency of at least 1000 Hz (double the upper limit of the
EMG band) or even 1500 Hz is recommended to avoid signal loss[21].
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(a) (b)

Figure 1.5: a) The impact of ADC sampling frequency on digitised signal. A reduction in the frequency
of the signal results in a notable loss of information[21]. b) The aliasing effect is observed when the
sampling rate does not respect the Nyquist criterion, resulting in an under-sampling of the signal.
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Chapter 2

Material and Methods

This study was conducted in collaboration with Morecognition s.r.l., which provided the
wireless device capable of acquiring sEMG signals, and with the University of Turin for
the design and execution of the exercise protocol.
A total of twenty subjects, with an average age of 77.05 ± 11.09 years, were recruited for
the analysis of this work. The division and evaluation of the subjects will be described in
detail below.

2.1 REMO® device

The REcognition MOvement device (REMO®) is currently manufactured and distributed
by Morecognition S.r.l. It was developed by a collaboration between Morecognition and
the Italian Institute of Technology in Turin and the San Camillo IRCCS hospital in Venice.
The device is designed to be worn easily and is capable of detecting forearm muscle activity
during hand movements.
The device was developed with the aim of performing remote upper limb physiotherapy
of post-stroke patients. The REMO® device is able to identify electromyographic and
inertial signals, which are then used to provide two forms of biofeedback. One of these
is proportional to the sEMG signal pattern, while the other is related to the spatial
orientation of the device.
The inertial component is provided through the use of an accelerometer, a gyroscope and
a tri-axial magnetometer. The myoelectric signal is instead captured via an 8-channel
sEMG system, comprising eight dry bipolar electrodes with a diameter of 10 mm and an
interelectrode distance of 20 mm. The array is flexible and is attached to a stretchable
band, allowing for adaptation to the circumference of the subject’s forearm (range between
17 and 27 cm, based on different information about the anatomy of the forearm of men,
women and young and elderly subjects). The placement of electrodes over the entire
circumference of the forearm ensures that REMO® does not idenitfy signals from a single
muscle, but rather from all the muscles in that area. This approach has the potential
to reduce crosstalk and enhance the convenience of controlling computer interfaces for
rehabilitation purposes.
Furthermore, the device incorporates a processing module comprising an analogue front-
end for acquiring the bioelectric signal, a microcontroller and a Bluetooth Low Energy
module that enables the sEMG signals to be transmitted to a mobile phone or PC laptop.
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The device is powered by an internal lithium polymer battery, which provides approxi-
mately 8 hours of battery life in data streaming mode.
The sEMG signals are sampled at a frequency of 2 kHz and then filtered through a bandpass
filter between 70 and 500 Hz, after which they are digitised using a 24-bit analog-to-digital
converter. Subsequently, the signal is rectified and the root mean square value (RMS) of
the rectified signal is calculated utilising a 64 ms window. This signal is then transmitted
via Bluetooth to the connected device, where a user interface generates a real-time plot
of the processed sEMG, providing feedback representative of the forearm zones under study.

Table 2.1: Technical Specifications of the REMO® Device[26].

Feature Specification
Model REMO
UDI-DI BASE 805957184REMON4
Classification Battery-powered system
Housing Plastic
Power Supply Rechargeable 3.7V battery
Battery Life 8 hours (full charge)
Charging Time 3 hours
Insulation Class Class II
Number of Channels 8
Input Dynamic Range 3.3 V
Bandwidth 70:500 Hz
Input Referred Noise Level < 2 µVRMS

Gain 1 V/V
Input Impedance >90 MΩ over entire bandwidth
CMRR >96 dB
Output Dynamic Range 0:3.3 V
A/D Converter Resolution 24 bit
Wireless Transmission Mode BLE
Sampling Frequency 2000 Hz
Dimensions 55 x 60 x 20 mm
Weight 60g
Applied Parts Type BF
Compatible Operating System At least Android 8.0 or iOS 15.0

The armband was positioned approximately 5 cm from the olecranon [27] using the
SENIAM protocol (Surface ElectroMyography for the Non-invasive Assessment of Mus-
cles)[28], as described in subsection 1.3.1. The Figure 2.2b illustrates the position of the
device, which was designed to primarily engage the wrist flexor muscles, specifically the
flexor carpi radialis muscle and the flexor carpi ulnaris muscle.
Moreover, Morecognition developed specialized software for monitoring and visualizing
the exercises. In particular, video tutorials of the various exercises were produced for
this study and uploaded to the application. Subsequently, the subjects were permitted
to select the exercise to be performed on each occasion. This was accompanied by the
demonstration video and a pendulum, which was capable of scanning the rhythm of each
repetition according to the duration of the total exercise.[27][29][30]
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Figure 2.1: The REMO® structure

(a) (b)

Figure 2.2: a)User interface of REMO® app. b)The correct positioning of the device[26]

2.2 Exercise protocol
The REMO® system has been designed to assist the rehabilitation of post-stroke patients,
allowing them to engage in daily exercise from home with remote monitoring by qualified
professionals. The exercise protocol has been chosen based on the Fugl-Meyer (FM)
Assessment scale. The Fugl-Meyer Assessment (FMA) is a widely used tool in post-stroke
rehabilitation, being recognised as one of the most comprehensive measures of motor
impairment in this field.
The Fugl-Meyer scale is divided into five categories: motor function, sensory function,
balance, joint range of motion and joint pain. Each category contains several items, each
of which is associated with a scale from 0 to 2 (0 = cannot perform, 1 = performs partially,
2 = performs fully). The objective of this study is to perform a binary classification of
frailty based on the motor activity of the upper limb. Therefore, it was decided to use
only the category related to motor function for the assessment. This category includes
items measuring movement, coordination and reflex action on the shoulder, elbow, arm,
wrist, hand, hip, knee and ankle. For the purposes of this work, the focus was therefore
on the wrist and hand fields.[31]
The tables below present the rating scale for wrist and hand range of motion (ROM).
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Table 2.2: FM scale exercise protocol for wrist ROM.[32]

B. WRIST None Partial Full
Support may be provided at the elbow to take or hold the starting position,
no support at wrist, check the passive range of motion prior to testing
Stability at 15° dorsiflexion
Elbow at 90°, forearm pronated,
shoulder at 0°

- Less than 15° active dorsiflexion
- Dorsiflexion at 15°, no resistance tol-
erated
- Maintains dorsiflexion against resis-
tance

0 1 2

Repeated dorsiflexion / volar
flexion Elbow at 90°, forearm
pronated, shoulder at 0°, slight
finger flexion

- Cannot perform volitionally
- Limited active range of motion
- Full active range of motion, smoothly

0 1 2

Stability at 15° dorsiflexion
Elbow at 0°, forearm pronated,
slight shoulder flexion/abduction

- Less than 15° active dorsiflexion
- Dorsiflexion at 15°, no resistance tol-
erated
- Maintains dorsiflexion against resis-
tance

0 1 2

Repeated dorsiflexion / volar
flexion Elbow at 0°, forearm
pronated, slight shoulder flex-
ion/abduction

- Cannot perform volitionally
- Limited active range of motion
- Full active range of motion, smoothly

0 1 2

Circumduction Elbow at 90°,
forearm pronated, shoulder at 0°

- Cannot perform volitionally
- Jerky movement or incomplete
- Complete and smooth circumduction

0 1 2

TOTAL B (max 10)

Table 2.3: FM scale exercise protocol for hand ROM.[32]

C. HAND support may be provided at the elbow to keep 90° flexion,
no support at the wrist, compare with unaffected hand, the objects are interposed, active grasp
Mass flexion From full active or
passive extension

0 1 2

Mass extension From full active
or passive flexion

0 1 2

GRASP
a. Hook grasp flexion in PIP
and DIP (digits II-V), extension
in MCP II-V

- Cannot be performed
- Can hold position but weak
- Maintains position against resistance

0 1 2

b. Thumb adduction 1-st
CMC, MCP, IP at 0°, scrap of
paper between thumb and 2-nd
MCP joint

- Cannot be performed
- Can hold paper but not against tug
- Can hold paper against a tug

0 1 2

c. Pincer grasp, opposition
pulpa of the thumb against the
pulpa of 2-nd finger, pencil, tug
upward

- Cannot be performed
- Can hold pencil but not against tug
- Can hold pencil against a tug

0 1 2

d. Cylinder grasp cylinder
shaped object (small can) tug up-
ward, opposition of thumb and fin-
gers

- Cannot be performed
- Can hold cylinder but not against tug
- Can hold cylinder against a tug

0 1 2

e. Spherical grasp fingers in ab-
duction/flexion, thumb opposed,
tennis ball, tug away

- Cannot be performed
- Can hold ball but not against tug
- Can hold ball against a tug

0 1 2

TOTAL C (max 14)
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The protocol comprised twelve exercises, which were superimposed. Each of the
aforementioned exercises was performed while wearing a REMO device, which had been
previously connected to the application on a smartphone in order to record the myoelectric
activity of the various exercises.

2.3 Frailty assessment
Each subject was evaluated to determine the presence of frailty.
The criteria used to assess frailty were Fried’s phenotype and TFI (section 1.1). Hence,
subjects performed motor tasks, including a timed walk test which was conducted over a
distance of 4.5 m and six hand grip strength assessments (the body district concerned
in this study) using a dynamometer, with three assessments per arm in an alternating
manner. The latter measurement is related to the subject’s gender and their body mass
index (BMI).
They then answered several questions on the Physical Activity Scale for the Elderly
(PASE)[33] to assess their level of sedentariness, and questions from the Center for
Epidemiologic Studies Depression Scale (CES-D Scale)[34] to quantify the energy loss
required by the Fried phenotype.
Subsequently, the second part of the TFI questionnaire was completed, comprising socio-
demographic questions and covering the subject’s medical history. This was done in order
to obtain a comprehensive picture.

2.4 Dataset
The dataset comprises electromyographic signals obtained from the armband during the
twelve exercises, each comprising six repetitions. During execution, subjects viewed a
pendulum on the app, which marked the time of each repetition.
A total of twenty subjects were recruited. For each subject, the exercises were performed
and the corresponding signals were taken for each upper limb. In this work, the acquisi-
tions of each limb were considered independently, without reference to or consideration of
belonging to the same individual. Consequently, the total dataset comprises forty exercise
sets with their respective repetitions. Given that each set comprises twelve exercises, the
total number of acquisitions is 480, regardless of the subjects.
However, due to issues with storage and/or connectivity between the device and the
smartphone, some subjects have incomplete data for certain exercises. Some subjects did
not record any data at all, despite it being saved in the cloud of the device. Consequently,
the final dataset has fewer signals.
It should be noted that, as the objective of this study is to classify subjects based on
the features extracted from individual acquisitions, the valid exercises of subjects with
technical issues were retained. Consequently, the final dataset comprises a total of 441
exercise acquisitions from the various subjects, each containing six repetitions.

2.5 Pre-processing
Firstly, in order to familiarise with the signals, they were plotted, distinguishing each
acquisition channel and exercise through the different subjects. Secondly, in order to gain
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a deeper understanding, the Power Spectral Density (PSD) was also analysed.

2.5.1 Power Spectral Density
The PSD was calculated using the Welch’s method, whereby the signal was divided into
overlapping segments, the periodogram was calculated for each segment and the peri-
odograms were averaged. The Hamming window was used, as it represents a compromise
between resolution and the power leakage. The window length was calculated as half of
the signal in order to be a power of two, as is typically used in these algorithms. While
the sampling frequency is set to 2000 Hz and the number of points to overlap between
segments is zero.

2.5.2 Filtering
As previously stated, the signals recorded by REMO® were already filtered between
70 and 500 Hz, hence the foundamental band of an EMG was already selected. The
significant band for an EMG signal is in fact between 10 Hz and 500 Hz. However,
high-pass filters are often applied with frequencies around 20 Hz or more to attenuate the
effect of motion artefacts, which is a very influential factor in a sampling system used in
this study. Therefore, no additional filters were employed at this stage. In particular, the
necessity for a notch filter to reduce network interference was negated by the fact that
REMO®, a wireless device, is not susceptible to network frequencies (equal to 50 - 60 Hz
in Europe).

2.5.3 Rectification and calculation of the Root Mean Square
value

The next step should had been the rectification, by calculating the absolute value of the
signals. This approach yields numerous advantages, including enhanced signal interpreta-
tion, the ability to calculate standard parameters such as mean, area subtended by the
signal, and maximum value. However, this step was already implemented by the armband,
which is why this step was also omitted.
Furthermore, the REMO® algorithm also computes the Root Mean Square (RMS) over a
window of 64 ms. This process results in a smoothing of the sEMG signal, whereby the
replicable components are isolated from the non-replicable components, which are often
the result of noise.

2.5.4 Normalisation
Subsequently, the signals were normalised in order to decrease differences between the sig-
nals where possible. Acquiring different subjects with different physiological characteristics
would have resulted in significant variations. Even an error in electrode placement between
subjects could have led to variations not inherent to the analysis carried out in this work.
Differences in skin characteristics would also have affected the results. Consequently, it
was deemed appropriate to normalise the data in order to reduce inter-subject variability
and facilitate the comparison and analysis of signals from different individuals[35].
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As the subjects had not previously performed the exercises required to obtain the signals
necessary for calculating the maximum voluntary contraction (MVC) with respect to wrist
and hand movements, the acquisition set was used as a reference. This resulted in the
selection of one of the exercises performed during the acquisition set as the MVC. Given
the subjects’ exercises relating to wrist and hand movements, it was deemed appropriate
to choose two different exercises for normalisation.
With regard to the movements relative to the wrist (Table 2.2), the second exercise of the
set was chosen as the reference exercise, namely "Repeated dorsiflexion/volar flexion with
elbow at 90°". This is one of the exercises carried out that best represents the maximal
contractions of the muscles involved. Another valid exercise for this purpose would have
been the first of the set: "Stability at 15° dorsiflexion with elbow at 90°". However, due to
problems occurring during the acquisition and saving of the data, some subjects did not
present this exercise, unlike the second one, which was present in all subjects. For this
reason, it was chosen as the reference exercise for the normalisation of wrist movements.
In contrast, in order to normalise the exercises relating to hand movement (Table 2.3),
all the exercises performed during the acquisitions could have been used, as they are all
able to represent the contraction of the muscles involved. The final exercise in the set,
"Spherical grasp", was therefore selected as the most appropriate exercise, as it was present
in all subjects and comparable to the hand grip exercise with dynamometer, which is
frequently employed in the literature as one of the possible MVC exercises for the hand[36].

2.5.5 Envelope

Following the implementation of the normalization process, the envelope was calculated.
Consequently, an IIR (infinite impulse response) filter was implemented. The IIR filter
was selected due to its lower order, which results in a lower latency than that of the FIR
filter (finite impulse response filter). Nevertheless, IIR filters exhibit non-linear phase
characteristics that can distort the signal’s morphology. However, this characteristic
does not influence EMG signals, which have a casual morphology and are non-replicable.
Accordingly, a Butterworth low-pass filter was implemented, which is the only filter that
has a flat frequency response in the passband. A fourth-order filter was selected to achieve
a more significant attenuation (80 dB/decade). The cut-off frequency was set equal to
10% of the sampling frequency (2000 Hz), resulting in a cut-off frequency of 200 Hz. This
decision was taken as the signal had already been subjected to the smoothing effect of
the RMS calculation, and a lower envelope frequency would have resulted in a number of
disadvantageous circumstances. One consequence of this approach would have been an
overestimation of the instants of activation, with the onset and offset being anticipated and
postponed, respectively. This would have been due to a combination of factors, including
a lower filter response and the cutting off of certain components of the high-frequency
EMG signal, which are characteristic of rapid changes in muscle activation. Furthermore,
selecting a cutoff frequency that was too low would have resulted in an excessive damping
of the signal, which would have made it less dynamic and therefore unrepresentative.
Therefore, once the optimal cutting frequency has been identified, the coefficient of the
digital filter was calculated and the envelope was computed for each channel of acquisition.
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Figure 2.3: Frequency response of Butterworth low-pass filter.

2.6 Implementation of Signal to Noise Ratio
The signal-to-noise ratio (SNR) is a measure that quantifies the quality of a signal,
specifically how much the noise component affects the overall signal. A lower SNR value
indicates a greater influence of noise.
The EMG signal is defined as a random signal. This randomness is a consequence of a
number of factors, including the irregular firing rate, the random response of the individual
muscle units (MUs), and the differences in characteristics between the latter. Indeed, it
was claimed that the electromyographic signal appeared to be analogous to "interference"
due to the superimposition of the various MU activities. Furthermore, it was asserted
that the EMG signal could be characterised by a considerable amount of noise, resulting
from motion artefacts or suboptimal electrode positioning, which are also unpredictable
and irregular factors.
In order to account for the stochastic nature of both the signal and the noise, the calculation
of SNR incorporates the ratio of signal power to noise power.
In essence, the overall signal can be defined as follows:

x(t) = s(t) + n(t)

as the sum of muscle activity and noise.
The SNR of a signal and noise that are considered to be random processes is implemented
as follows:

SNRdB = 10 · log10
Ps

Pn

The power of the individual components that comprise the overall signal, x(t), was
calculated.
In order to identify the real signal, s(t), and the noise, n(t), we focused on the individual
repetitions present in each signal. This involved identifying windows that contained
each individual repetition, identifying the real signal and noise within them, and then
calculating the signal-to-noise ratio.
The SNR was subsequently calculated by averaging the individual values derived for each
repetition. This approach was taken in order to obtain a more representative estimate of
the signal’s overall quality, and because focusing on each repetition enabled more accurate
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identification of the noise.

2.6.1 Identification of repetitions
Each exercise comprises six repetitions. In order to identify each, an algorithm was
developed to identify the largest peak of each activation interval and then centralise it
within a window, which was then used to calculate the signal-to-noise ratio.
In order to identify the peaks, a window size equal to one sixth of the signal length was
initially set, ensuring that each window contained an entire repetition.
Subsequently, the signal was divided by sliding segments as long as the window, with a
step size equal to half the window. The mean and standard deviation of each segment
were calculated in order to determine the threshold for peak identification.

threshold = mean + std

Peaks were identified by imposing a threshold and a prominence equal to half the
difference between the maximum and minimum value of the current segment. Of those
identified, the maximum was taken and imposed as the centre of the signal activation
window. Windows of a duration shorter than the imposed time limit, equal to half the
activation window, were then eliminated, while the others were saved for the calculation
of the signal-to-noise ratio (SNR).

2.7 Feature extraction
In order to train a classifier for the recognition of fragile subjects, several features were
implemented and extracted with reference to those most frequently used in the literature.
The fetaures listed below were calculated by processing the signal in two different ways.

• Features Dataset 1 The features for each previously identified activation window
were calculated. The values obtained were then averaged together to obtain a feature
set for each signal.

• Features Dataset 2 Prior to the calculation of the features, the various activation
windows of each signal were first averaged.

The decision was reached to average the features with the intention of reducing the
potential variability that might have been present between the various repetitions, thereby
obtaining more stable values.
The extracted features are presented in the following list.

• Root Mean Square (RMS)[37][38][39][40]
This feature characterises the signal amplitude, and the computational speed and
efficiency are high.

RMS =

öõõô 1
N

NØ
i=1

x2
i

• Variance (VAR)[41][40]
It measures the desnidty power of the EMG signal.

VAR = 1
N

NØ
i=1

(xi − µ)2
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Algorithm 1 Identification of repetitions
1: Parameters
2: ▷ Initialisation
3: window_size← len(signal)/6
4: step_size← window_size/2
5: time_limit← len(window_size)/2
6: ▷ Execution
7: for j ← 0 to len(signal)− window_size by step_size do
8: if j + window_size > len(signal) then
9: segment← signal[j :]

10: else
11: segment← signal[j : j + window_size]
12: end if
13: ▷ Calculation of the mean and standard deviation for each segment
14: std_segment← std(segment)
15: mean_segment← mean(segment)
16: ▷ Calculation of the threshold
17: threshold← mean + std_segment
18: ▷ Minimum and maximum calculations for prominence
19: max_segment← max(segment)
20: min_segment← min(segment)
21: ▷ Peak computation
22: peaks ← find_peaks(segment, height = threshold, prominence =

max_segment−min_segment)/2)
23: ▷ Finding of the maximum peak
24: max_peak ← max(peaks)
25: ▷ The window is centred on the maximum peak
26: start_window ← max_peak − step_size
27: end_window ← max_peak + step_size
28: window ← signal[start_window : end_window]
29: if len(window) > time_limit then
30: activation_intervals.append(start_window, end_window)
31: else
32: continue ▷ If the window is shorter than the specified time limit, it will not

be saved
33: end if
34: end for
35: return activation_intervals
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• Standard Deviation (STD)

STD =
√

VAR =

öõõô 1
N

NØ
i=1

(xi − µ)2

• Mean Absolute Value (MAV)[41][37][38][40]
It is employed for the purpose of detecting and measuring muscle contraction.

MAV = 1
N

NØ
i=1
|xi|

• Waveform Length (WL) [42][41][37][38][39][40]
This feature can be regarded as the sum of the waveform along the segment. It can
be used to indicate the degree of variation in the EMG signal.

WL =
N−1Ø
i=1
|xi+1 − xi|

• Willison Amplitude (WAMP)[41][37][39][40]
The WAMP count is incremented for each change in the amplitude of the EMG
signals that exceeds a defined threshold. This parameter serves as an indicator of
the potential range of movement and is, therefore, a principal measure of muscle
contraction.

WAMP =
N−1Ø
i=1

f(|xi − xi−1|)

f(x) =

1 if x > threshold
0 if x < threshold

where f is the indicator function and threshold is a predefined threshold.

• Integrated s-EMG (IsEMG)[37]
It is employed to ascertain the intensity or extent of muscle activity over a specified
period. The greater the value of IsEMG, the more intense the muscle activity during
the specified time interval.

IsEMG =
NØ

i=1
|xi|

• Simple Square Integral (SSI)[37]
It reflects the area under the curve, yet assigns greater significance to the components
exhibiting high amplitudes. It can be used as an EMG signal energy.

SSI =
NØ

i=1
x2

i

• Activation (ACT)
It measure the activation’s length in samples. It is calculated as the difference
between the final and initial times.

ACT = tN − t0
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• Mean Frequency (f-Mean)[40]
This function computes a weighted average of the signal frequency based on the
power spectral density.

fMean =
qN

i=1 fiP (fi)qN
i=1 P (fi)

where P (fi) is the Power Spectral Density at fi frequency.

• Median Frequency (f-Median)[40]
It represents a frequency at which the EMG power spectrum is divided into two
regions with equal area, but it is also defined as half of the total power.

kØ
i=1

P (fi) = 1
2

NØ
i=1

P (fi)

where P (fi) is the Power Spectral Density and fk is the median frequency.

• Second order autoregressive coefficient (AR2)[39][40]
The coefficients are capable of capturing the temporal dynamics of the signal, which
renders them particularly useful for the distinction between different muscle condi-
tions.

xt = ϕ1xt−1 + ϕ2xt−2 + ϵt

where ϕ1 and ϕ2 are the second order autoregressive coefficients and ϵt is the error
term.

• Sixth order autoregressive coefficient (AR6)[39][40]

xt = ϕ1xt−1 + ϕ2xt−2 + · · ·+ ϕ6xt−6 + ϵt

where ϕ1 and ϕ2 are the sixth order autoregressive coefficients and ϵt is the error
term

• Slope Sign Changes (SSC)[38][40]
This refers to the number of times the signal slope undergoes a change in sign over a
specified period of time. This feature may be beneficial in the context of capturing
rapid changes in the sEMG signal, such as spikes or rapid transitions.

SSC =
N−1Ø
i=2

[((xi − xi−1)(xi+1 − xi) < 0)]

• Average Amplitude Change (AAC)[37][39]
It is focused on the average magnitude of amplitude change, without consideration of
direction. The AAC can provide information on the variability or overall magnitude
of change in the signal over time.

AAC = 1
N − 1

N−1Ø
i=1
|xi+1 − xi|

• Entropy (ENTR)[43]
It reflects the complexity or randomness of the EMG signal.

ENTR = −
NØ

i=1
pi log2(pi)

where pi is the probability associated with the value xi.
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• Crest Factor (CREST)
This feature enables the asymmetry and waveform of the signal to be identified.

CREST = max(|x|)
RMS

• Kurtosis (KURT)[38]
This indicates the degree of concentration of the data around the mean. A kurtosis
greater than zero indicates a more "sharp" distribution (with higher peaks and heavier
tails) than the normal distribution, while a kurtosis less than zero indicates a more
"flat" distribution (with less pronounced peaks and lighter tails). In sEMG, a higher
kurtosis may be indicative of a greater concentration of signal energy in higher peaks,
which could correspond to more intense or faster muscle contractions.

KURT = 1
N

NØ
i=1

3
xi − µ

σ

44

• Skewness (SKEW)[38]
Skewness is a measure of the asymmetry of a distribution of data with respect to the
mean. A positive skewness indicates that the distribution extends to higher values,
while a negative skewness indicates that the distribution extends to lower values. In
the sEMG, a positive skewness may indicate a tendency for higher values during
muscle contractions than during rest, while a negative skewness may indicate the
opposite.

SKEW = 1
N

NØ
i=1

3
xi − µ

σ

43

where µ is the mean value and σ is the standard deviation of the signal x(t).

2.7.1 Statistical test evaluation
Once the features had been calculated, statistical tests were performed to assess their
ability to discriminate between the two classes (fragile/non-fragile).
Statistic tests are classified as either parametric or non-parametric tests. Parametric tests
are based on the assumption that the samples have a normal distribution and homogeneous
variances. These tests are statistically powerful, as they afford a greater probability of
correctly rejecting an erroneous statistical hypothesis. The most renowned and pervasive
of these is the Student’s t-test. In contrast, non-parametric tests do not require any
specific distribution, which renders them considerably more versatile. However, it should
be noted that the use of a non-parametric test, when a parametric one would be more
appropriate, may result in a notable decline in performance and statistical validity, thereby
increasing the probability of error.
In order to idenitify which test was most appropriate, the distribution of the present data
was evaluated. Subsequently, the distribution graph was analysed, and the Shapiro-Wilk
test was also performed, which is based on the correlation between the data and the
corresponding normal scores. This test was selected for evaluation of the data distribution
due to its superior power compared to other tests and its frequent recommendation for
testing the normality of data.[44]
The null hypothesis of the Shapiro-Wilk test postulates that the data originate from
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populations with a normal distribution. The null hypothesis is accepted when the p-value
is greater than 0.05.
Upon analysis of the available data, both for frail and non-frail subjects, a p-value of
less than 0.05 was obtained, indicating that the null hypothesis is rejected. As a result
of the lack of a normal distribution, parametric tests are not applicable, which is why
non-parametric tests were employed.
The objective of these tests is to compare two independent groups, comprising fragile and
non-fragile subjects, with continuous variables on an interval or rational scale due to the
nature of the implemented features. Consequently, the most appropriate statistical test
for the present case, as evidenced in the literature, is the Mann-Whitney U-test, which
compares the medians of the two groups[45]. In comparison to the Student’s t-test, the
power of this method is nearly 95% even when utilising a modest sample size.
The null hypothesis (H0) assumed in this test is that the two medians coincide, hence
indicating that the distributions are equal. If the null hypothesis is rejected in favour
of the alternative hypothesis (H1), it can be concluded that there is sufficient statistical
evidence to suggest that the distributions of the two populations differ in terms of position,
dispersion or shape. Consequently, in the present study, rejecting the null hypothesis
would indicate a significant difference in the feature sets for frail and non-frail subjects.
This would imply that the implemented features are able to discriminate the presence of
frailty.

2.8 Classifier development
Once a dataset of features had been created, we proceeded with the implementation of an
automatic classifier for the recognition of frailty.
The first class, designated as 0, was assigned to the features calculated on non-fragile
subjects, while the second class, designated as 1, was assigned to the features belonging
to fragile subjects.
The subsequent stage of the process involved the division of the dataset. A random
division of the dataset was selected to form training set and test set. This approach
was selected to reduce the computational cost, which would otherwise be higher using
alternative methodologies. Furthermore, it facilitates the generalisation of the model,
thereby avoiding overfitting and reducing the risk of selection bias. Additionally, the
relatively small size of class 1 in comparison to class 0 would have resulted in underfitting
using stratified sampling, as this class would have been underrepresented in the training
set, and the model would not have had sufficient samples from class 1 for training.
To achieve a balanced distribution between the training set (TRS) and the test set (TS),
it was decided to randomly insert half of the data from class 1 (the least numerous class)
and the same amount of data from class 0 into the TRS. This ensures that both classes
are represented equally during the training phase. The remaining data from both classes
were entered into the TS for model evaluation purposes.

2.8.1 Dimensionality reduction
In order to facilitate classification and decrease the size of the feature dataset, the potential
of Principal Component Analysis (PCA) was evaluated. This is an unsupervised technique,
the objective of which is not to optimise classification per se, but rather to reduce the size
of the data set. In order to perform a dimensionality reduction, a new feature space is
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selected. PCA attempts to identify a coordinate system that can explain the variance of
the data. This is achieved by performing a linear mapping of the data, with the aim of
decreasing the mean square error by removing any dependencies and noise. One limitation
of PCA is that it does not consider the information contained in the features. Rather, it
identifies the directions in which there is maximum variance, which may not necessarily
correspond to the directions in which the information is most discriminated.
Consequently, the use of PCA allows only the most significant principal components to
be retained, reducing the number of features considered, decreasing noise and redundant
information, and decreasing dimensionality reduces the risk of overfitting.

Prior to the application of PCA, the data underwent standardisation, whereby they
were transformed to have a mean of zero and a variance of one.

Xstd = x− µ

σ

Standardisation is a fundamental step in the process, as it allows the various features
to be compared as they are now projected on the same scale. Furthermore, this approach
ensures that the principal components that are to be calculated will not only reflect
variables with larger scales.
The next step is to calculate the covariance matrix. For a dataset with n samples and
p variables, the dataset can be represented as a X matrix of size n× p. The covariance
matrix Σ is a matrix of dimension p× p whose elements, denoted by σij, represent the
covariance between the variables i and j.

Σ = 1
n− 1 · (X − µ)T (X − µ)

In this context, the vector µ represents the average values of the variables.
Once the matrix Σ has been calculated, its eigenvalues λ and eigenvectors υ, representing
the amount of variance of each principal component and their direction, respectively, are
calculated.

Συ = λυ

At this juncture, the eigenvalues are ordered in descending sequence along the vector W,
and the eigenvectors corresponding to the eigenvalues and degrees represent the directions
of the principal components with the highest variance.
The original data are then projected onto the new principal components in order to reduce
the dimensionality of the data set.

Z = XstdW

In order to ascertain the optimal number of principal components for incorporation
into the classifier development process, a k-fold cross-validation procedure was conducted,
with k=5. In this process, the dataset is divided into k smaller sets, with k-1 being used
for training and the remaining set for validation. This approach allows for the testing
and assessment of a greater number of parameters, including the number of principal
components. The model exhibiting the optimal performance and shortest computing time
is then saved with the corresponding parameters, which are subsequently employed for
the testing phase.
By employing this methodology, it is feasible to conduct numerous tests for comparison,
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which may elevate the computational costs, but prevents overfitting of the classifier. This
methodology enables the execution of a validation process without the necessity of dividing
the original, already limited, dataset into distinct training, validation, and testing sub-
sets. As a result, the number of samples used for training would be considerably diminished.

(a) (b)

Figure 2.4: a) The classifier training flowchart, b) k-fold cross-validation working diagram.[46]

2.8.2 Support Vector Machine
The Support Vector Machine (SVM) is a machine learning technique that has gained
considerable popularity as a classification algorithm, being employed in a wide range of
fields. In numerous studies, it has been used to recognise hand movements, and more
generally it is a popular tool in the field of pattern recognition [47]. For these reasons, it
was selected as the classification tool in this analysis.

The SVM was developed with the objective of creating a hyperplane for separating
data that cannot be separated linearly. This is achieved by mapping features into a
higher-dimensional space, called Hilbert space[48], using non-linear kernel functions. The
use of non-linear kernels greatly aids the algorithm in learning and generalisation[49].
The training of an SVM involves solving an optimisation problem in which the kernel
function is able to create linear contours using non-linear transformations. The set used
for training an SVM is defined as follows:

(x1, y1), ..., (xm, ym) ∈ RN × {−1, +1}

In this context, xi represents the input value, while yi represents the respective
class. In the event that the aforementioned inputs are not linearly separable, non-linear
transformations are introduced from the input space to that of the higher-dimensional
features, where the data will be linearly separable.

Φ : RN → RM

The hyperplane is a decision boundary that separates the two classes in a feature space
and can be represented as follows:

ω × Φ(x) + b = 0
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where ω ∈ RM and b ∈ R.
Support vectors represent the most proximal data points to the hyperplane, which plays
a pivotal role in determining the hyperplane and margin, which is the distance between
the support vectors and the hyperplane. In order to construct the hyperplane in a way
that allows for maximum separation and minimises error during the training phase, an
attempt is made to solve what is known as a quadratic programming problem (QP).

minω,b
1
2 ∥ ω ∥2 +C

mØ
i=1

ξi

yi(ω × Φ(xi) + b) ≥ 1− ξi

with i = 1, ..., m.
The former creates maximum margins of separation between classes, whereas the latter
imposes an upper limit on the potential for error in training. The presence of error is
unavoidable, particularly in the presence of noise. However, limiting the extent of error
can help to prevent overfitting [50].
Consequently, if the data is challenging to distinguish directly, the kernel function is
employed to achieve this separation. In fact, kernel is a mathematical function which
maps the input data points into the new high-dimensional space.

F (α) =
mØ

i=1
αi −

1
2

mØ
j,k=1

αjαkyjykK(xj, xk)

subject to
mØ

i=1
yiαi = 0 C ≥ αi ≥ 0 , i = 1, ..., m

where K(xj, xk) is the kernel function, which can be of different types. The most
popular kernels are: linear K(xi, xj) = xT

i xj ; polynomial K(xi, xj) = (γxT
i xj +r)d , γ > 0;

radial basis function (RBF) K(xi, xj) = e−γ∥xi−xj∥2) , γ > 0 and sigmoid K(xi, xj) =
tanh(γxT

i xj + r) [51].

In order to enhance the efficacy of the classifier, it is essential to select two primary
parameters with precision. The first of these parameters is C, which represents the cost of
the penalty. The value of C affects the accuracy of the SVM. A high C value allows for
high accuracy in the training phase, but lower accuracy in the testing phase. Conversely,
a low C value causes the accuracy during training to drop significantly, rendering the
model useless. On the other hand, the parameter γ affects the partitioning result in the
feature plane. A high value of γ can result in overfitting, whereas a low value of γ can
lead to underfitting [49].
Since the value of these parameters affects the classification result, it was deemed appro-
priate to include them in the cross-validation described above, along with the evaluation
of the number of independent components, in order to identify the optimal combination
of these parameters in terms of accuracy. The optimal parameters were identified by
comparing the various kernels listed above and selecting the solution with the highest
performance.
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Figure 2.5: The following example illustrates the use of linear separation with SVM.

Figure 2.6: The image below illustrates an instance where two data sets are not linearly separable.
However, in three-dimensional space, the data set is linearly separable by a three-dimensional hyperplane.

2.8.3 Performance evaluation metrics
The evaluation of performance is a crucial aspect of any assessment process.
In order to assess the quality of the classifier’s models, a confusion matrix (CM) was first
created. This allows one to compare and visualise the performance of the algorithm within
a supervised problem, emphasising the percentages of correctly classified and incorrectly
classified instances.
The table contains the actual classification of the data on the rows, while the columns
contain the class predicted by the model.

In this study, the terms designated as "negative" are considered to belong to class 0,
which encompasses non-fragile subjects. Conversely, the terms designated as "positive"
are class 1, which includes fragile subjects. In light of the aforementioned considerations,
the following cases can be distinguished:

• A True Negative (TN) is a non-fragile subject that has been correctly classified as
such.

• A True Positive (TP) is a fragile subject that has been correctly classified as such.

• A False Negative (FN) is a fragile subject that has been incorrectly classified as
non-fragile.

• A False Positive (FP) is a non-fragile subject that has been incorrectly classified
as fragile.
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Table 2.4: Confusion Matrix

True
Predicted Negative Positive

Negative True Negative False Positive
Positive False Negative True Positive

Accordingly, the metrics employed for performance evaluation, taking into account the
previous definitions, are as follows:

• Accuracy, defined as the proportion of observations that have been correctly classified
as true positives or true negatives

Accuracy = TP + TN

TP + TN + FP + FN

• Precision, which is the ability of the classifier not to label as positive (fragile) a
sample that is negative (not fragile)

Precision = TP

TP + FP

• Sensitivity, the ability of the classifier to find all the positive samples, given that
frailty is truly present. It indicates the ratio of correctly identified positive instances

Sensitivity = TP

TP + FN

• Specificity is the probability of obtaining a negative classification, given that frailty
is really absent;

Specificity = TN

TN + FP

• F1-score is the harmonic mean of precision and sensitivity

F1− score = 2 · TP

2 · TP + FP + FN

• Error rate is the degree of prediction error of a model made with respect to the
true model

Errore− rate = 1− Accuracy

30



Chapter 3

Results and Discussion

3.1 Frailty assessment
In collaboration with the University of Turin, the tests and questionnaires utilised for the
identification of frailty were evaluated.
The following section presents the values and responses obtained in relation to Fried’s
phenotype and the TFI questionnaire.
It should be noted that the column labelled "Hand Grip" in the Table 3.1 contains the
values obtained from the dynamometer test. In this context, the symbols Ri and Li

represent the various acquisitions for the right and left hands, respectively. Further-
more, it is important to highlight that the subject is classified as sedentary based on
the PASE score when the value falls below the threshold value of 76 as defined by the WHO.

A general and summary table was generated from the results obtained with both
methods of frailty identification. This table included each subject with the relative scores
obtained.
It should be noted that for the Fried index, a value greater than three indicates the
presence of fragility, while a value between one and two represents a state of pre-fragility.
In contrast, for the TFI, the presence of fragility is indicated by a score of five or more.
Upon examination of the values obtained, it becomes evident that none of the subjects
exhibited the characteristics of fragility as defined by Fried’s index, but rather exhibited
pre-fragility. Concurrently, the TFI score indicates that a considerable proportion of
the subjects considered fragile did not achieve a value above the threshold. In fact, the
majority of them obtained the minimum value required to be classified as fragile. This
evidence suggests that, among the subjects analysed in this study, there are no evident
cases of frailty under the various points of view analysed.
In order to have more consistent results and distinction between class 0 and class 1, it was
decided to consider as belonging to class 1 only those subjects found to be pre-fragile/fragile
in both assessment methods namely subjects 2, 3, 4, 11 and 13.
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Table 3.4: Total results for Fried Index and TFI.

Subject Age Total Fried Total TFI

S1 83 0 2

S2 75 1 7

S3 75 2 9

S4 87 2 5

S5 75 0 5

S6 67 0 3

S7 64 1 2

S8 73 0 5

S9 68 0 6

S10 67 0 3

S11 89 1 5

S12 89 1 3

S13 86 1 5

S14 61 0 3

S15 62 1 3

S16 63 0 1

S17 61 0 1

S18 62 0 2

S19 64 0 1

S20 80 1 4

Pre-fragile

Fragile

3.2 Pre-processing
The diagram of the performance of the hook grip exercise of subject one is presented
below as an illustrative example Figure 3.1. Each colour represents a different acquisition
channel. It can be inferred that the channels with greater amplitude are those that acquire
the muscles most involved in the exercise under examination.
In general, when analysing the various signals obtained, it was noted that many had very
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low amplitudes, on the order of tens of µV . This was not observed in specific exercises,
indicating that the selection of exercises was appropriate. However, it was noted in some
subjects. This may be attributed to the subject’s general physical condition and/or their
inability to perform certain exercises.

Figure 3.1: The EMG trace of subject 1, right hand exercise, is presented above. The subject was
instructed to perform a "Hook grasp" excercise.

Moreover, an examination of the PSD reveals that the signal power is predominantly
concentrated at frequencies below 200 Hz. This phenomenon is a common occurrence in
EMG signals of voluntary contraction. The frequency of the signal is approximately 150
Hz when decisive movements are performed in a short period of time (approximately 100
ms) [52].
This power distribution justifies the application of a low-pass filter with a cut-off frequency
of 200 Hz, adopted in this study for the envelope calculation. In fact, as the signal power is
mainly concentrated at frequencies below 200 Hz, the elimination of the higher frequencies
reduces noise at higher frequencies.
The result of the low-pass filter used to calculate the envelope is shown below, superimposed
on the original signal for each channel. This allows the differences between the signals
to be observed. In calculating the envelope, it was decided to preserve the general EMG
trace, attempting to maintain the shape as much as possible in order to minimise the loss
of information, as well as avoiding to anticipate the on/off instants.
It should be noted that the signal represented in Figure 3.3 has already undergone
the normalisation process described in subsection 2.5.4. As the "Hook grasp" exercise
is represented here, it is related to the hand movement exercise set. Therefore, the
normalisation was carried out using the "Spherical grasp" exercise as a reference.
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Figure 3.2: PSD of subject 1, right hand "Hook grasp" exercise.

Figure 3.3: EMG signal envelope superimposed on the original signal of subject 1, right hand "Hook
grasp" exercise.

3.3 Identification of repetitions and evaluation of
SNR

The repetitions were identified by means of a threshold, which is shown in Figure 3.3
with the green dashed line. This threshold allowed the identification of peaks, which are
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indicated by the ’x’ on the graph, within the various segments under consideration. Of all
the peaks identified, the largest was chosen, as this was considered to be the centre of the
activation window. The figure below then shows the result.
These repetitions were then used to calculate a threshold for the noise present within the
repetition under analysis. This approach allowed for greater precision in calculating the
threshold than would have been possible had a general threshold been determined for
the entire signal, which included all six repetitions. This resulted in more accurate noise
identification, with the SNR values being more satisfactory.

Figure 3.4: Identified repetitions. The threshold, represented by the dashed green line, was employed
to identify peaks, indicated by the symbol ’x’. The major was employed as the centre of the activation
window, which is highlighted in red. This process was repeated for each repetition of each channel of the
various exercises.

The average signal-to-noise ratio (SNR) value was calculated for each acquisition
channel of each signal. The average SNR was found to range from 10 dB to approximately
20 dB, indicating that the signals were of fair quality, given that an optimum SNR value
of 40 dB is typically considered to be the benchmark for quality.
However, there were some signals whose SNR was less than 8 dB. A significant proportion
of these signals belonged to subjects that were defined as fragile, at least by one of
the two evaluation methods that were used. This could indicate a reduction in the
muscular intensity exhibited by the subjects, which may result in an increase in noise
levels. Conversely, incorrect positioning of the device could be a contributing factor.
In fact, during the exercise sessions, REMO® may have moved, causing the acquisition
electrodes to shift. Another potential source of the noise is the arrangement of the
electrodes relative to the forearm muscles. It is important to note that the subjects had
different forearm circumferences. While the cuff is stretchable, allowing closure up to 27
cm in circumference, the electrode array is fixed. Consequently, a larger forearm was not
fully covered by the acquisition electrodes. This may have resulted in the activity of the
muscles being picked up less effectively, particularly during exercises that involved the
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posterior forearm muscles.
In certain instances, the signal quality was found to be unsatisfactory in only a few
channels, whereas the remainder exhibited a more favourable SNR. This phenomenon
may be attributed to the nature of the exercise. In fact, some exercises required the
activation of only a subset of the muscles present, which were only picked up by the
nearby electrodes. This resulted in poor-quality signals in the channels whose electrodes
were further away, as they were only able to acquire noise.
Finally, the variability of signal quality is strongly influenced by the physical characteristics
of the subjects. In fact, a subject’s skin type and degree of training can significantly
impact the electrode-skin contact in the former case, and the intensity of muscular activity
in the latter. In the event that the signal is too weak, it is in fact overwhelmed by the
effects of artefacts and interference, resulting in a reduction of the signal-to-noise ratio.

Figure 3.5: Here is the variation of Subject 1’s SNR between the different channels and exercises.

3.4 Feature extraction and Statistical test

As previously stated, we opted to calculate the features in two distinct manners to ascer-
tain potential discrepancies in the final outcome. Both methods incorporate an average of
the values within the acquisition channel under consideration to mitigate the variability
of the various repetitions.
Subsequently, statistical tests were conducted on both datasets to assess whether the
feature under investigation exhibited a statistically significant difference between the two
classes (Table 3.5).
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Feature
Test U p-value

Dataset 1 Dataset 2

RMS 0.009471669 0.009354411

VAR 0.100419022 0.384309737

STD 0.121664435 0.384309737

MAV 0.000697667 0.000819895

WL 0.000422332 0.000292813

WAMP 1.46066E-05 0.007437711

IsEMG 0.000148476 7.06187E-05

SSI 0.002564485 0.002077241

Activations 0.023957346 0.009731861

f-Mean 0.864424819 0.056927994

f-Median 1 1

AR2.1 0.00016976 3.77979E-05

AR2.2 0.6802682 0.021392599

AR2.3 0.943709305 0.734991619

AR6.1 0.005635248 0.002083216

AR6.2 0.992147025 0.324366657

AR6.3 0.146748485 0.002845439

AR6.4 2.35378E-05 0.003561043

AR6.5 0.23604123 0.077815855

AR6.6 0.000492802 0.185924017

SSC 0.598133184 4.92693E-07

AAC 0.005262093 0.005402887

KURT 0.75117032 0.292670481

SKEW 0.189941751 0.016154864

CREST 0.959386287 0.157522045

ENTR 0.026850454 0.048279526

Table 3.5: The results of the statistical tests of features are presented below for the two types of dataset.
The AR2.i and AR6.i features represent the various obtained values of the autoregressive coefficients.
The AR2 coefficients of order 2 have three values, while the AR6 coefficients of order 6 have six values. A
p-value of 0.05 was selected as the threshold, indicating that for p<0.05 (shown in yellow), the feature
exhibits a significant difference between the two classes. Conversely, for p>0.05, the feature is deemed to
be insignificant.
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A comparison of the f-Median values for the two classes (0 and 1) revealed that there
was no significant difference. This is consistent with the expected outcome, given the
nature of the signal.
The analysis indicated that the most effective features for discriminating fragile and
non-fragile subjects lie within the temporal domain. This lends support to the decision to
implement these features, as they are simpler and more lightweight computationally.

3.5 Classification
Once the classifier had been implemented, a series of tests were conducted with the
objective of comparing its performance.
In particular, the performance of the classifier was evaluated for each dataset by training
the classifier using normalised signals without and with envelope. Furthermore, the efficacy
of PCA was evaluated for both configurations.
It is important to note that within the cross-validation algorithm for each dataset, the
optimal parameters for kernel variation were identified through the use of computational
time and average accuracy as evaluation metrics. In order to train the classifier, the
kernel was selected with the appropriate parameters that achieved a reasonable balance
between time and performance. From the outset of the tests, the classifiers with kernel =
polynomial exhibited considerable computational times of the order of 10,000 seconds.
This observation led to the decision to exclude this kernel from the subsequent analysis.

The results of the various tests are presented below.

3.5.1 Feature Dataset 1 with envelope

Kernel Test C gamma n_comp Accuracy Time (s)
linear 0.1 0.001 18 69.35 10.4
rbf 10 0.1 15 76.05 3.5
sigmoid 100 0.01 15 75.53 3.5

Table 3.6: Results of cross-validation for kernels and parameter for Dataset 1 with envelope.

Given the considerable similarity in the performance of the kernel=RBF and kernel =
sigmoid models, tests were conducted using both.

Kernel C Gamma n_comp Accuracy % F1-score % Precision % Sensitivity % Specificity %
Test 1 with PCA rbf 10 0.1 15 59.57 31.08 22.05 52.63 61.02
Test 2 without PCA rbf 10 0.1 15 60.18 30.68 21.96 50.87 62.13
Test 3 with PCA sigmoid 100 0.01 15 58.96 37.78 25.62 71.92 56.25
Test 4 without PCA sigmoid 100 0.01 15 64.74 40.81 28.77 70.17 63.60

Table 3.7: Comparison of different kernel tests with and without PCA for Dataset 1 with envelope.

It can be observed that the performance is suboptimal. In order to facilitate a
comparative analysis of the various methods, the model highlighted in yellow was identified
as the most effective, employing a sigmoid kernel without the use of PCA.
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3.5.2 Feature Dataset 1 without envelope

Kernel Test C gamma n_comp Accuracy Time (s)
linear 1 0.001 18 76 8.3
rbf 100 0.1 18 72.08 3.6
sigmoid 10 0.01 18 77.47 3.4

Table 3.8: Results of cross-validation for kernels and parameter for Dataset 1 without envelope.

In this instance, the cross-validation results indicate comparable average accuracies
and processing times, which is why we proceeded to attempt training the model in all
configurations.

Kernel C Gamma n_comp Accuracy % F1-score % Precision % Sensitivity % Specificity %
Test 1 with PCA linear 1 0.001 18 61.39 39.23 26.97 71.92 59.19
Test 2 without PCA linear 1 0.001 18 60.79 38.27 26.31 70.17 58.82
Test 3 with PCA rbf 100 0.1 18 57.77 38.22 25.59 75.43 54.04
Test 4 without PCA rbf 100 0.1 18 58.35 38.00 25.60 73.68 55.14
Test 5 with PCA sigmoid 10 0.01 18 58.05 36.11 24.52 68.42 55.88
Test 6 without PCA sigmoid 10 0.01 18 59.57 35.12 24.32 63.15 58.82

Table 3.9: Comparison of different kernel tests with and without PCA for Dataset 1 without envelope.

Nevertheless, it can be observed that the performance is slightly inferior to that
observed in the previous case. In particular, it can be observed that the sensitivity is
high, indicating a robust capacity to correctly classify class 1. Conversely, however, the
specificity is slightly greater than 50 %, which indicates that class 0 is not particularly
recognised. Consequently, these models tend to classify subjects as frail when they are not,
which results in a high sensitivity. Although this may appear to be a rather conservative
approach, it does indicate a limited ability to distinguish between classes 0 and 1. This
hypothesis is also corroborated by the low accuracy.

3.5.3 Feature Dataset 2 with envelope

Kernel Test C gamma n_comp Accuracy Time (s)
linear 10 0.001 8 67.20 8.3
rbf 1 0.1 3 68.59 3.6
sigmoid 0.1 10 12 66.44 3.6

Table 3.10: Results of cross-validation for kernels and parameter for Dataset 2 with envelope.

The radial basis function and sigmoid kernels were employed in the training of the model,
resulting in the following performance metrics.

Kernel C Gamma n_comp Accuracy % F1-score % Precision % Sensitivity % Specificity %
Test 1 with PCA rbf 1 0.1 3 64.43 36.06 26.19 57.89 65.80
Test 2 without PCA rbf 1 0.1 3 57.75 36.52 24.69 70.17 55.14
Test 3 with PCA sigmoid 0.1 10 12 58.05 34.90 23.80 75.90 56.60
Test 4 without PCA sigmoid 0.2 10 12 59.57 34.48 23.97 61.59 59.19

Table 3.11: Comparison of different kernel tests with and without PCA for Dataset 2 with envelope.
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As Table 3.9, it can be observed that the sensitivity is high, despite the specificity. It
does indicate a limited ability to distinguish between classes 0 and 1. This hypothesis is
also highlighted by the low accuracy.
Hence, once more, the performance remains unsatisfactory, which is the reason why they
were rejected.

3.5.4 Feature Dataset 2 without envelope

Kernel Test C gamma n_comp Accuracy Time (s)
linear 100 0.001 18 65.65 11.7
rbf 1 0.1 5 68.90 3.7
sigmoid 0.1 10 3 74.46 3.3

Table 3.12: Results of cross-validation for kernels and parameter for Dataset 2 without envelope.

In the training of the model, the RBF and sigmoid kernels were employed. The following
performances were then obtained:

Kernel C Gamma n_comp Accuracy % F1-score % Precision % Sensitivity % Specificity %
Test 1 with PCA rbf 1 0.1 5 67.47 41.53 30.15 66.66 67.64
Test 2 without PCA rbf 2 0.1 6 69.60 43.18 31.93 66.66 70.22
Test 3 with PCA sigmoid 0.1 10 3 59.57 33.16 23.23 59.90 40.42
Test 4 without PCA sigmoid 0.2 10 3 59.58 33.17 23.23 59.90 40.42

Table 3.13: Comparison of different kernel tests with and without PCA for Dataset 2 without envelope.

In this instance, the model exhibiting the most optimal performance was generated
through the use of the RBF kernel, particularly in the absence of principal component
analysis (PCA).

At this juncture, tests were conducted on the statistically significant features for the
respective datasets, as reported in Table 3.5.

3.5.5 Feature Dataset 1 with envelope - statistically significant

Kernel Test C gamma n_comp Accuracy Time (s)
linear 0.1 0.001 66 5 68.20 3.6
rbf 10 0.1 12 72.89 2.3
sigmoid 100 0.01 12 74.39 2.2

Table 3.14: Results of cross-validation for kernels and parameter for Feature Dataset 1 with envelope -
statistically significant.

Kernel C Gamma n_comp Accuracy % F1-score % Precision % Sensitivity % Specificity %
Test 1 with PCA rbf 10 0.1 12 63.22 37.30 26.47 63.15 63.23
Test 2 without PCA rbf 10 0.1 12 63.52 37.50 26.66 63.15 63.60
Test 3 with PCA sigmoid 100 0.01 12 67.17 37.93 28.20 57.89 69.11
Test 4 without PCA sigmoid 100 0.01 12 66.26 37.28 27.50 57.89 68.00

Table 3.15: Comparison of different kernel tests with and without PCA for Feature Dataset 1 with
envelope - statistically significant.
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The results demonstrate that the models trained using the RBF kernel yield balanced
outcomes between the two classes, both with and without the application of PCA.
Consequently, in order to achieve the same level of performance, we have elected to
consider Test 2, which will result in a reduction in computational costs and an easier
training process in the absence of PCA.

3.5.6 Feature Dataset 1 without envelope - statistically signifi-
cant

Kernel Test C gamma n_comp Accuracy Time (s)
linear 0.1 0.001 12 55.43 3.2
rbf 100 10 3 64.89 2.3
sigmoid 100 0.01 12 65.33 2.3

Table 3.16: Results of cross-validation for kernels and parameter for Feature Dataset 1 without envelope
- statistically significant.

Kernel C Gamma n_comp Accuracy % F1-score % Precision % Sensitivity % Specificity %
Test 1 with PCA rbf 100 10 3 53.19 22.99 16.08 40.35 55.88
Test 2 without PCA rbf 100 10 3 68.69 11.96 11.66 12.80 80.51
Test 3 with PCA sigmoid 100 0.01 12 66.26 36.57 27.11 56.14 68.38
Test 4 without PCA sigmoid 100 0.01 12 67.17 37.20 27.82 56.14 69.48

Table 3.17: Comparison of different kernel tests with and without PCA for Feature Dataset 1 without
envelope - statistically significant.

As evidenced by the performance metrics, while the accuracy of these models is comparable
to that of the previously selected models, they exhibit significantly lower sensitivity rates,
resulting in a high prevalence of false negatives. This indicates that these models are
capable of accurately classifying class 0, thereby enhancing overall accuracy. However,
they are less effective in classifying class 1. Consequently, such models lack discriminatory
power.

3.5.7 Feature Dataset 2 with envelope - statistically significant

Kernel Test C gamma n_comp Accuracy Time (s)
linear 1 0.001 12 70.00 34.6
rbf 1 0.01 8 80.64 2.3
sigmoid 0.1 10 12 71.04 2.2

Table 3.18: Results of cross-validation for kernels and parameter for Feature Dataset 2 with envelope -
statistically significant.
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Kernel C Gamma n_comp Accuracy % F1-score % Precision % Sensitivity % Specificity %
Test 1 with PCA linear 1 0.001 12 62.91 40.19 27.89 71.92 61.02
Test 2 without PCA linear 1 0.001 12 63.52 40.59 28.27 71.92 61.76
Test 3 with PCA rbf 1 0.01 8 64.74 39.58 28.14 66.66 64.33
Test 4 without PCA rbf 1 0.01 8 63.52 40.00 27.97 70.17 62.13
Test 5 with PCA sigmoid 0.1 10 12 57.77 34.74 23.71 64.91 56.25
Test 6 without PCA sigmoid 0.1 10 12 58.05 34.28 23.52 63.15 56.98

Table 3.19: Comparison of different kernel tests with and without PCA for Feature Dataset 2 with
envelope - statistically significant.

The highlighted model exhibits lower accuracy than those previously considered, yet
it displays balanced sensitivity and specificity values. This indicates that the model is
capable of distinguishing between the two classes in a discrete manner, without exhibiting
a bias towards either.

3.5.8 Feature Dataset 2 without envelope - statistically signifi-
cant

Kernel Test C gamma n_comp Accuracy Time (s)
linear 0.01 0.001 12 68.33 4.2
rbf 10 0.1 12 69.51 2.3
sigmoid 1 1 5 72.66 2.2

Table 3.20: Results of cross-validation for kernels and parameter for Feature Dataset 2 without envelope
- statistically significant.

Kernel C Gamma n_comp Accuracy % F1-score % Precision % Sensitivity % Specificity %
Test 1 with PCA rbf 10 0.1 12 58.66 38.18 25.75 73.68 55.51
Test 2 without PCA rbf 10 0.1 12 58.66 38.70 26.06 75.43 55.14
Test 3 with PCA sigmoid 1 1 5 56.38 31.70 21.85 57.89 56.61
Test 4 without PCA sigmoid 1 1 5 45.59 23.17 15.34 47.36 45.22

Table 3.21: Comparison of different kernel tests with and without PCA for Feature Dataset 2 without
envelope - statistically significant.

The models illustrated above demonstrate suboptimal performance. Test 4, in particular,
exhibits an accuracy of less than 50 %, which indicates a tendency to misclassify subjects.
In general, all models exhibit low specificity, indicating a difficulty in recognizing non-
fragile subjects. Consequently, all of the aforementioned models were rejected.

It is evident that the utilisation of PCA does not enhance the models, and in some
instances, it may even result in a decline in performance. One possible explanation is that
PCA reduces the dimensionality of the data by projecting them onto a new space with
fewer dimensions, while maintaining the maximum variance. Nevertheless, the maximum
variance does not always correspond to the most pertinent features for classification. It
is possible that PCA is eliminating some components that, although having a smaller
variance, are crucial for distinguishing between frail and non-frail subjects. Moreover,
it is a linear technique that is most effective when the data are linearly distributed.
Nevertheless, sEMG signals frequently exhibit a complex, non-linear structure. In such
instances, PCA may be unable to identify the requisite features for effective classification.
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Another potential reason for this discrepancy could be the selection of the number of
components. In fact, although this was selected within the cross-validation algorithm, a
considerable number of models had a very low number of components (3 or 5), which
could result in a significant loss of information. Conversely, models with a large number
of components (18) may have been susceptible to the risk of maintaining noise.

3.5.9 Model comparison

The following section presents a more straightforward comparison of the models selected
above.

Kernel C Gamma PCA, n_comp Accuracy % F1-score % Precision % Sensitivity % Specificity %
Dataset 1 with envelope sigmoid 100 0.01 no 64.74 40.81 28.77 70.17 63.60
Dataset 2 without envelope rbf 2 0.2 6 69.60 43.18 31.93 66.66 70.22
Dataset 1 with envelope
statistically significant rbf 10 0.1 12 63.22 37.30 26.47 63.15 63.23

Dataset 1 with envelope
statistically significant rbf 10 0.1 12 63.52 37.50 26.66 63.15 63.60

Dataset 2 with envelope
statistically significant rbf 1 0.01 8 64.74 39.58 28.14 66.66 64.33

Table 3.22: Comparison of different model’s performance.

In order to facilitate a more accurate understanding of the proportion of correctly and
incorrectly classified data, the confusion matrices are presented below.

Predicted Class
Negative Positive

Actual Class Negative 63.6 % 36.4 %
Positive 29.8 % 70.2 %

Table 3.23: Confusion Matrix of Dataset 1 with envelope

Predicted Class
Negative Positive

Actual Class Negative 70.2 % 28.8 %
Positive 33.3 % 66.7 %

Table 3.24: Confusion Matrix of Dataset 2 without envelope

Predicted Class
Negative Positive

Actual Class Negative 63.2 % 36.7 %
Positive 36.8 % 63.1 %

Table 3.25: Confusion Matrix of Dataset 1 with envelope with PCA- statistically significant
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Predicted Class
Negative Positive

Actual Class Negative 63.6 % 36.4 %
Positive 36.8 % 63.1 %

Table 3.26: Confusion Matrix of Dataset 1 with envelope without PCA - statistically significant

Predicted Class
Negative Positive

Actual Class Negative 64.3 % 35.5 %
Positive 33.3 % 66.7 %

Table 3.27: Confusion Matrix of Dataset 2 with envelope - statistically significant

Among the CMs, it can be observed that Table 3.24 has the highest percentage of
correct classification, with a clear preference for the correct classification of class 0 over 1.
Furthermore, it exhibits a slightly higher percentage of false negatives than false positives.
In principle, in order to be more conservative, it would be preferable to have a greater
number of FPs than FNs. This is because it would be preferable to identify a potential
frailty and conduct further analysis that may subsequently invalidate the algorithm, rather
than having the possibility of failing to recognise a fragility where one is present.
Table 3.25 and Table 3.26 demonstrate that the two models exhibit essentially identical
performance characteristics, as they originate from the same configuration of the underly-
ing data set. Nevertheless, among the selected models, they are the ones with the lowest
correct classified, although the difference is marginal. It is therefore necessary to exclude
them from further consideration.
In contrast to the aforementioned models, the Table 3.27 is also excluded. Indeed, this
model exhibits a lower F1-score and precision value than the former CMs.
Consequently, the first two models are the most effective of those analysed. The first
model exhibits a slightly inferior performance compared to the second, yet it demonstrates
a higher sensitivity. This indicates that it is more adept at identifying vulnerable subjects,
including the identification of errors and an increased percentage of false positives, which
results in a more cautious approach than the second model under analysis.
Furthermore, it is evident that the datasets comprising only those features deemed sta-
tistically significant exhibited a slight decline in performance when evaluated using the
F1-score. It is possible that this discrepancy is attributable to the statistical tests evaluat-
ing individual features, whereas the combination of features might have carried additional
information. However, it can be observed that these models exhibit balanced recognition
of the two classes, with comparable sensitivity and specificity values. In contrast, the SVM
demonstrated a preferential recognition of a specific class when utilising the complete
datasets.
Concerning the two dataset configurations (Feature Dataset 1 and Feature Dataset 2)
did not result in any discernible differences. Conversely, the use of the envelope led to
a general improvement in performance, with the exception of one specific case (Table 3.13).

In general, it is evident that the performance is not optimal. This may be attributed
to a multitude of potential causes. Firstly, it is observed that the number of subjects
considered to be fragile was considerably lower than the number of subjects classified as
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non-fragile. This resulted in an imbalanced dataset, which made it more challenging to
train the classifier with limited data.
It was also observed that the subjects analysed in this study were predominantly healthy
individuals with an active social life and minimal sedentary behaviour. As a result, the
identification of frailty, as evidenced by Table 3.4, was not entirely evident. In this study,
there were no cases of frailty that were particularly obvious. In fact, the scores obtained
indicated cases of pre-frailty with regard to Fried’s index and low fragility scores with
respect to TFI. Therefore, the differentiation between the two categories was considerably
more challenging and intricate.
Furthermore, it is highlighted that the quality of the signals was not particularly optimal.
This would have had a particularly detrimental impact on the performance of the model.
In fact, the calculation of features on signals with a low signal-to-noise ratio leads to a
measurement that is significantly affected by noise, with the greatest impact observed at
the lowest SNR.
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Chapter 4

Conclusion

The objective of this research was to develop an automated method for the identification
of frailty, with the aim of enhancing the efficiency and reliability of existing techniques.
This study was conducted using a wireless device designed to remotely rehabilitate the
forearm of post-stroke patients, REMO® by Morecognition s.r.l., which consists of a
flexible array of eight electrodes.
In collaboration with the University of Turin, a protocol of exercises concerning hand and
wrist movements was devised to activate the muscles of interest, namely the ulnar flexor
of the carpus, radial flexor of the carpus, radial extensor of the carpus and ulnar extensor
of the carpus. A total of 20 subjects, with an average age of 77.05 ± 11.09 years, were
recruited for this protocol. The signals were taken from both upper limbs.
The signals obtained from the armband had already undergone filtration, rectification and
smoothing, with the RMS value calculated over 64 ms windows. This was corroborated
by means of power spectral density analysis. This also permitted the selection of an
appropriate threshold for the envelope calculation, which was conducted subsequent to the
normalisation of the signals themselves. As no signals from exercises specifically designed
for MVC calculation were acquired, two exercises, one for hand movements and one for
wrist movements, were chosen as references for normalisation. In particular, the exercises
"Repeated dorsiflexion/volar flexion with elbow at 90°" for the wrist and "Spherical grasp"
for the hand were selected for analysis because they are commonly referenced in literature
and because they were observed in every subject. In fact, due to connectivity and storage
issues with the acquisition device, some subjects presented missing exercises.
Two widely used and studied frailty determination methods were employed: The Fried’s
Index and the TFI questionnaire were utilised, with additional questions from the PASE
scale employed to assess sedentary behaviour and questions from the CES-D Scale applied
to quantify energy loss. The combined assessments identified five subjects with a mild
frailty status, as determined by both methodologies.
Once a class was associated with all the subjects, the automatic classifier was implemented
by calculating the features most commonly used in the literature. The decision was
taken to utilise an support vector machine (SVM) classifier, given its prevalence in the
literature in the context of pattern recognition. A KNN (K-nearest neighbors) classifier
was also implemented, however its performance was significantly inferior to the SVM, and
as a consequence, it was excluded from the results comparison. Furthermore, the use of
principal component analysis (PCA) was implemented within the SVM training pipeline
to perform dimensionality reduction. This approach did not result in an improvement
in performance, likely because maintaining maximum variance does not correspond with
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the optimal features for classification. Additionally, the choice of the optimal number of
components is crucial for a complete representation of information.
In the performance evaluation, sensitivity and specificity were assessed to highlight the
ability of the various models to correctly classify one of the two classes. In particular, the
sensitivity was found to be greater than 65 % and the specificity was found to be 70 %,
indicating that the model has a fair ability to recognise frailty.
It can be observed that the performance in question is not optimal. This may be attributed
to a number of potential causes. One of the principal factors is the limited number of
subjects within the dataset who could be considered fragile. This resulted in difficulties
during the training of the classifier, as an attempt was made to create a balanced training
set, which in turn limited the samples on which the SVM was trained. Moreover, it is
stressed that the subjects considered fragile exhibited a state of pre-fragility according to
Fried’s Index and reached the minimum threshold to be considered fragile for the TFI
questionnaire. This undoubtedly presented a challenge in the gathering of crucial data
on frailty during the feature calculation. Furthermore, the suboptimal signal quality, as
indicated by the average SNR values, also affected the implementation of the features,
which could therefore have been greatly affected by noise. The poor signal quality may be
attributable to the nature of the exercises themselves. Indeed, some exercises necessitated
the recruitment of specific muscles, which resulted in the acquisition channels being
positioned away from them, thereby allowing noise or the activity of underlying muscles
to interfere with the signal, adversely affecting the performance of the classifier.

In essence, however, the value of performance allows for a degree of flexibility within a
work such as this, which may be considered a pilot study, aimed at analysing the feasibility
of the idea under consideration. In fact, even if superior performance were achieved, the
application of the model in real-world settings and on a larger scale would result in a
significant decline in performance. This is a common problem in various fields of research
due to the great variability present.
Finally, it is important to acknowledge the inherent complexity of the concept of frailty.
As previously stated in the chapter 1, it is challenging to grasp the multifaceted nature of
this concept. Consequently, the ability to identify it solely through physical activity, as
outlined in this study, is a rather complex endeavour.

4.0.1 Future developments
In order to enhance the feasibility of this concept and to facilitate its utilisation in a
clinical setting, it may be beneficial to consider the potential for extending the acquisition
of sEMG signals to other body districts. One possible avenue for exploration could be the
development of an exercise protocol for the acquisition of signals from the lower limbs.
Indeed, the lower limbs present a more intense muscular activity in comparison to the
upper limbs, which may facilitate the observation of differences in the intensity and shape
of the sEMG.
However, this would necessitate the utilisation of wireless wearable devices, such as those
employed in the aforementioned study, with a greater number of acquisition channels, or
the utilisation of electromyographs with wireless acquisition electrodes that can be applied
to precise areas of the limb, in order to have a targeted sampling.
In order to process the data, it would also be appropriate to acquire exercises suitable for
measuring the maximal so as to be able to normalise the signals as best as possible and
be able to compare them between the various subjects.
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Finally, the implementation of features in the frequency domain or the wavelet transform
may also be able to capture significant information. Similarly, a cross-validation analysis,
such as leave-one-out, may result in stable outcomes and account for potential relationships
between features.
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