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Abstract

Nowadays decarbonisation process and clean energy expansion are in full development era and
increasing trend for future are encouraging. Through the numerous typologies of renewable technologies
offshore wind has been estimated to have good opportunity of increasing in gross installed power for its
large potential, possibility of exploit large maritime areas and cost that are in decreasing trend. All these
advantages place this technology in a relevant role for worldly energy market share, not only for electric

energy perspective, but with more innovative green H2 production or Power-to-X.

Offshore wind farms nowadays are mostly located in China and Northern Europe countries but most
exploitable areas such as Mediterranean basin see more difficulties in development of this technology
because of economic and technological issues. However numerous projects have been already presented
to governments of countries facing Mediterranean sea, among countries that have already a renewable

program and countries that rely still on conventional energy sources to “clean” their energy mix.

This thesis work claims to investigate, through a specifically designed tool in Python language, the
optimization of a floating offshore wind farm in Mediterranean basin with the aim of help spreading
offshore wind projects in the area where this technology is unexploited. The objective is to provide an
overview of the possible optimal configuration of the wind turbine farm, the energy balance, and the
costs that will be faced, taking into account some constraints defined by the final user. The tool has been

created and carried on internally at MOREenergy Lab.

Reached results demonstrate that tool is accurate and can firstly simulate, through fluid dynamic and
economical models, and then optimize a wind farm for chosen position in Mediterranean basin.
Numerical results, obtained through a case study of a 900 MW farm located 10 km from the coast, show
for optimized farms better performance in terms of annual produced energy with less wake effects and
an improvement in economic indicators (-3% of LCOE from 104.9 to 101.8 €/MWh) following also
minor Capex costs that lead to better investments. On the other hand, a larger reduction of the visual
impact, (-46% passing from 171.3 to 92.8 cm? ) measured in occupied horizon area, visible from nearest
coast can improve social acceptance. Finally, the economic model validation and the evaluation of

optimization tool through a convergence study are done.

The presented work has the potential to significantly increase the sustainability and economic viability
of wind energy projects. It also evidence the limits in utilisation of this instrument for example in
restricted grid resolution to let user better understand how much simulations are reliable. This approach
has the potential to significantly increase the sustainability and economic viability of wind energy

project towards the untapped Mediterranean basin.

Keywords: Offshore wind, Optimization, Visual impact, Python, Genetic algorithm
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1.Introduction

Chapter 1

Introduction

Offshore wind farm with its big potential and versatility have been starting to spread all around the world
with the stimulus of increasing in energy demand. Nowadays energy production market has to deal also
with low environmental impact rules and the occupation of exploitable land that, with increasing in
population, has to be split accurately between human residencies, food production and economical
activities including the fundamental energy generation. For these reasons go floating to exploit portion
of sea has been an attractive idea in last 10 years with large investments of governments and big

companies in energy sector.

The attractiveness of offshore wind in particular in Mediterranean area has inspired a tool creation and

all the work for this and other thesis [1] [2] developed inside MOREnergy Lab [3].

Considering the developing of this thesis work firstly, the state of the art and the development of offshore
wind technology will be explained with a focus on the Mediterranean area, highlighting its increasing
importance in recent years for the decarbonisation targets of the EU for 2030 and 2050, along with a

view on current technology development.

Then the optimization tool will be presented, explaining the dataset input that has been utilized, followed
by site selection, the model creation and description for fluid-dynamic, economic and visual impact

evaluations in highlighting the functions used in the Python environment.

1.1 Renewables energy in Europe and Mediterranean

In the world we live that must face many future challenges, overpopulation and climate change on top,
Renewable energy production plays a relevant role. Clean energy can be considered a breakpoint
between the carbon era (the twentieth century) and the new century, with all world countries moving
rapidly towards energy transition in order to avoid rise of global temperature above 2° C from
preindustrial era. Clean energy market worth 1.77 trillion dollars in 2023 [4], of which electric energy
production is only a part,and also include electrification of transport, heat and energy storage, grid
upgrades, and hydrogen production.

Talking about Eu-27 data are positive with 360 billion invested in 2024 [4], total that is overcome only
by China. All this money invested are visible through data about energy production: in EU total
production of 2797 TWh in 2022 is covered at 38% from renewable energy in all his forms with respect

to the 16% from fossil carbon [5], 20% from natural gas and 22% from nuclear source and so the hoped
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scenario is finally occurred in fact the energy production by renewables overcome the one by traditional

carbon source as shown in Figure 1 below.
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Figure 1 Gross energy production by fuel 2000-2022

The share of renewable energy has risen considerably in the last ten years, setting a trend that follows
the EU directives on energy production and greenhouse gas emissions (EU Green Deal) [6], which aims
to reduce greenhouse gas emissions by 55% in 2030 compared to 1990 levels and climate neutrality in
2050. It’s claimed that for his climate friendly policy EU is considered a world leader.

Another launched program is Repower EU, which represents a strategy to make Europe independent
from fossil fuel imports. The plan, with various strategies, has been funded with 300 billion euros, which
will partially boost the expansion of renewables [7].

In this scenario wind energy represent a big contribute to the European energy mix with 272 GW of
already connected power [8] and a trend of installation that is continuously growing: 18,3 GW of new

plant in Europe in 2023 of which 3,8 GW are offshore installation as visible in Figure 2.
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Figure 2 Wind power installed by typology in EU-27

Focusing on Mediterranean primary energy supply, as shown in Figure 3 [9], countries situation is
divided into: Northern countries (e.g. Albania, Italy, Spain, Montenegro) that invest strongly on
renewables such solar PV, wind and hydroelectric and Southern and Eastern countries (north African

countries above all) in which the energy mix is only composed by oil and natural gas due to large

deposits of this assets.

Primary Energy Supply Structure in 2018
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Figure 3 Primary energy supply in Mediterranean area in 2018

Using Mediterranean unexploited large areas with energy plants like offshore wind and wave energy
converter could be a great opportunity for countries to enlarge or in such case begin renewable share in
energy mix not only for with conventional usage but with perspectives of innovative utilization such
green hydrogen production, Power-to-X and also energy for desalinization purpose that can resolve the

problem of scarcity of clean water for countries affected by desertification.



1.Introduction

1.2 State of art of offshore wind turbines farms

Offshore wind technology starts with the idea of placing wind turbines in water surfaces that can be sea
or also lake to resolve issues and improve the already existing and well-known wind technology for

energy production onshore.

Offshore wind turbines have many advantages comparing with onshore wind fields:
e Exploiting undisturbed and more consistent wind energy with no terrain obstacles.
e Vaste portion of marine area can be used with less constraints specially for floating type.
e Visual impact is less relevant with respect to onshore turbines.

e Possibility to give electricity for energy disadvantaged zones like minor islands.

Beside advantages also drawbacks can be underlined since offshore technology cannot be defined

mature yet:

e Major costs with respect to onshore counterparts related to transportation of structures and

substructures and grid connection.

Technology issues with submarine structures or buoyancy structures as well be seen below and

electric energy transportation on land.

Dependency on large ports facilities and requirement of heavy vessels for the heavy structures.

e Environmental impact on marine vegetal and animal species not very well studied yet.

Among the offshore plant seabed fixed plant and floating plant are distinguished as shown in Figure 4
[10]. While bottom fixed use structure anchored to seabed and so can be installed in location with width
up to 60 meters, floating type has not foundation and are docked to the seabed through anchoring system
and cables and so can be placed at farther distance and deeper depth also permitting to exploit stronger
wind, to be less visual impacting, to be less environmental impact for the marine life and also to reduce
conflict with other economic activities that are normally performed near coast.

Both technology permit to exploited large turbines up to 15 MW (since constraints of occupied area,
hub height and noise control are relaxed compared to onshore installations) that have better performance
with respect to lower size in utilize also relatively low wind speed and can offer better power density in

optimized maritime areas.
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Figure 4 Offshore wind developed technology

Bottom fixed is an already mature technology that permit to stabilize with basement wind turbines also

for though conditions of sea and wind, but it suits only for relatively shallow water.

Floating offshore, on the contrary, is a promising technology non totally came out from development
stage but that will allow to exploit all wind potential also far from the coast. Substructures for floating
offshore wind nowadays are of three types, they are chosen among vantages and disadvantages
depending on height and size of turbines to be installed, cost, type of seabed, sea and wind conditions,

difficulties of transportation and assembling.

An overview of the three different technology is showed in Table 1 below.
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Table 1 Substructure typology comparison [10]

Substructure Advantages Disadvantages
e Low cost Wide anchor footprint
SPAR e Low platform motion Difficult assembly
e Low wave profile Deep draft required

e Potentially low Wide anchor footprint
SEMI.SUBMERSIBLE platform motion Corrosion potential
e Static stability for e Wave exposure at
assembly and towing waterline
e Small anchor footprint e Unstable without
TENSION LEG e Low cost mooring system
PLATFORM e Low platform motion e High wvertical load
e Low wave profile moorings

As well as the substructure mooring and anchoring system must be well designed for floating type.

While catenary and Semi-taut mooring are simplest but with weight and overlapping problems, taut and

tension leg made with synthetic ropes

Example is showed in Figure 5.
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section - often chain

Clump weight -------
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are more compact and suitable for deep seabed applications.
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tensioner
i

Drag embedment
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L Tri-plate :

2 Shackle

e
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i
i
v

=

s
Ground line - often chain--"

Figure 5 Mooring and anchorage system
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To connect all generated energy coming from every array of turbines a well projected system of sub
marine cables and substations is needed. Typical schemes involve the utilization of medium voltage
cables of 33 kV AC to connect turbines to each other and all arrays to an offshore substation that has the
role of rise voltage up to 132 — 220 kV AC, to avoid cable losses, and finally send electricity onshore.
In some case utilizing DC current when the farm is very farm from coast is desirable to minimize cable
losses, this option require two additional substation (one offshore and one onshore) to operate pre and
post current conversion. In Figure 6 [11] an example of cable connection is showed enlightening cables

and substations.

" |
i L_‘]

Figure 6 Example of cable connection
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1.3 Spatial layout of offshore wind farms

Spatial distribution for offshore wind farms requires well design to satisfy many objectives: costs
reduction and produced energy enhancement that have the aim of maximize the investment but in such
case also visual impact reduction from the coast perspective has to be considered. Principal variable is
the main wind direction that must be stated both with sea conditions (current and waves height) and sea
depth.

Containing the costs can tend to closer layout in order to minimize cables, installation and maintenance
costs, maximize efficiency and produced energy can lead to wide layout to avoid disturbance in air

stream (shade effect) and more wake losses. Another parameter is also the authorized area and the sea

conditions that frequently lead to non-regular layout.

Below a list of typical design layout is reported:

Rectangular layout [12]: the simpler and easier to project layout with equidistance between

turbines has the cons of not taking into account shade effects in respect with other configuration

but simplify maintenance and installation operations.

Staggered layout: Figure 7 [13] shows rectangular base with staggered arrays that permits a

better control on wake losses but require longer project time and more accurate wind studies.
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Radial layout [14]: regular layout form that can lead to maximize space occupation, has the pros
of intercept wind coming from several directions and to simplify maintenance and installation

operations because offshore energy collecting substation is placed at the centre of the farm with

Figure 7 Example of staggered layout

branches that collect every radial array of turbine to the centre. In this way cables lengths are

controlled to avoid electric losses and maintenance is easier.
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e Non regular layout: well projected layout that maximize energy production or more than one
objective utilising specific optimization algorithms. Irregular or sparse layout can lead to more
difficult cables connect and less efficient installation and maintenance operations with a more

difficult project phase but can ensure economic and fluid dynamic efficiency.

In the following paragraph an account of layout optimization algorithms is treated.

1.4 Optimization algorithms for offshore wind farm

Layout optimization of offshore wind farms has been investigated by multiples sectorial studies in order
to give an help in project phase about pursuing different objectives that can be economical, energetic or

also from environmental impact point of view.

Implemented optimization algorithms used for searching best layout for offshore wind farms can be
divided into three main types according to [15]: Calculus based methods, heuristics methods and
metaheuristics methods. For specific characteristics of problem such as number of objectives, applied
constraints and available computing power, one method has to be chosen rather than others. For
simplicity and effectiveness in many applications Genetic Algorithm, that will be presented below, is
the most utilised method and has been much tested, so other methodologies often are compared with it

in terms of efficiency as it is enlightened below.
Below an overview of different existing method are reported with reference to sectorial studies.

e Calculus based methods: called also gradient-based optimizations, this algorithms implement
deterministic, non-deterministic and iteratives methods that rely on the first and second order
derivative of the objective function to find the optimal solution. Examples can be found in [16]
in which a comparison has been made with Genetic algorithm overperforming it and in [17] that
has develop a better layout of Horns Rev 1 wind farm of about 7.3% in power gain. Algorithms
of this type are not so popular for various issues including their high computational cost, they
are not suitable for non-derivative functions, have problems with non-convex solutions area and

not handle constraints very well.

e Heuristics methods: since exact optimized solutions obtained with gradient methods are difficult
to be computed heuristics methods are defined as approximate methods since they made a trade-
off between the final solution quality and spent computational time because they implement
semi empirical rules. Heuristics are classified in two different groups: constructive and iterative.
Constructive heuristics build a complete solution by performing multiple sequential
deterministic or non-deterministic assemblies of the involved variables while considering all

defined constraints. Iterative heuristics attempt to improve a complete solution (that can be
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obtained from a constructive heuristic) by doing a controlled evaluation of the local search space
of each of the involved variables. Examples of application are Random Search (RS) presented
in [18] in which the model has performed well in reduction of computational time with respect
to common wind optimization software in the market, Greedy Heuristic Algorithm (GHA)
studied in [19] that assess capability of algorithm to perform better than Genetic Algorithm in
placing turbines with different hub heights in the same farm, Monte Carlo Method presented in
[20] that has showed to perform better in such case than Genetic algorithm. Despite the relative

velocity of this methods compared to gradient based not always computed solutions are optimal.

e Metaheuristics methods: metaheuristics are evolution of heuristic algorithm since they are more
efficient. They are computational methods that implement usage of nature-based optimization
strategies and are suitable for nearly every type of problems and so also for large farms since
they are very easy to implement. Since they can manage also complex problems their utilisation
in optimal layout research for wind farm has been deeply studied. Some examples are Genetic
Algorithm (GA) [21] based on evolutionary survival of species, that study affirm the
effectiveness of the method and the optimization of variables number to obtain a less time
consuming solution, Simulated Annealing Algorithm (SAA) [22] based on concept of lowering
energy in solids this study affirm the effectiveness of this method giving optimal but different
layout comparing with other metaheuristics method, Particle Swarm Optimization (PSA) [23]
in which a strategy inspired by social behaviour of fish is utilised combined with local search

strategy to optimize micro siting problems.

Table 2 below sum up different methods.

10
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Table 2 Optimization methods comparison

Optimization

Optimization Nominal power
Technology Ref
method [MW]
Gradient based 90-360 1.8 MW [16]
Sequential convex

. 160 2 MW [17]

programming

2.5 MW Onshore
Local search 735.5 ) [18]
turbine
Turbines with hub
Greedy algorithm 7.6-13.3 height between 50/78 [19]
m

Monte Carlo

156-192 6 MW [20]
simulation
Genetic Algorithm 14-32 - [21]
Simulate Annealing 14-34 - [22]
Particle Swarm

27.2 850kW [23]
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1.5 Economic perspective of offshore wind sector

Since the first offshore farm has been installed in Denmark in 1991 (Vindeby), this technology has been
spread all over the world in the last 30 years. Major investors in this technology are North Europe
countries (UK, Germany, Netherlands) and China. Chinese market has reached up the 50% of offshore

wind share in 2023 (as showed in Figure 8) with enlarging in the last years government funding. [24]

Total installations offshore (%)

Rest of world 0% o .
I::|E|'||'|'|l;]|'lI 4% P

Metherlands &% -

G‘trrl'lnn‘r 118 =

Figure 8 Offshore wind world market share

Countries leaders in this field for Europe, as above mentioned, are northern Europe countries that take
advantage of strong wind of North Sea in particular five countries have invested a lot in this sector in
the last years (UK, Denmark, Netherlands, Germany, Belgium) accounting for 96% [8] of offshore wind
capacity in Europe that account for 34 GW or 4% in Europe energy mix [8].

In Mediterranean Sea most of the offshore wind potential due to bathymetry conformation is
conveniently exploitable only by floating platforms technology of which 207,3 GW [25] only in Italy
that has great offshore potential along Sicily and Sardinia coast. The following map in Figure 9 shows
areas that can be potential be profitably exploited considering distance and depth limitations in a study

of EU [26].
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TMA | Description
Label
01

Gulf of Lion 1 Low LCOE
Close to load centre

07 North Aegean Sea 2 Low LCOE
03 Sicily 3 Low LCOE

Large potential of onshore technologies on nearby islands

Close to planned grid connection Sicily-Tunisia

04 Gulf of Venice 4 Substantial bottom-fixed offshore wind with relatively low LCOE in
2030

Close to load centre

ST
{“ﬁ‘;\: 08 Italy-Ionian Sea 5
.;ff‘{' 076 09 Corsica-Sardinia 6 Large potential of onshere technologies on nearby islands
ey Close to planned grid connection
e T
o D South Aegean Sea 7 Close to load centre

=T 06 Gulf of Cadiz 8 Far from load centre
’L\:_‘tw 02 Malta 9 High LCOE

oo Far from load centre

05 Baleares 10 High LCOE
Far from load centre

e T %...j
i

Figure 9 Exploitable area for offshore wind in MED region

In the Mediterranean area numerous offshore wind projects are already presented and submitted for

approval, however due to lower wind resource and the prohibitive seabed depth comparing to North Sea

leading to more technical issues and less profitable investments, several projects have been cancelled or

delayed. Companies that have resources to invest in the offshore wind sector complain about inadequate

infrastructures, unclear regulatory frameworks and lengthy permitting procedures operated by countries.

Social acceptance (NIMBY effects) and conflict with several sea uses are other restrictions to spreading.

Mediterranean offshore potential for these reason is nowadays nearly unexploited despite the large

number of presented projects [27] in different countries as shown in Table 3 below (N.B France and

Spain projects are also located in Atlantic Ocean).

Table 3 Offshore projects presented in MED area

Albania
Croatia
Cyprus
France

Greece
Italy

Malta
Portugal
Spain

Tunisia

Turkiye

46

59
122

19

127

539 MW
840 MW
44 MW
20883 MW

9280 MW
84338 MW

636 MW

15310 MW

26156 MW

NA
1200 MW

cancelled
cancelled
cancelled

Prefunder construction (2506
MW), dev. zone (13980 MW)

Only 2600 MW in dev. zone
Early planning (74324 MW),

cancelled/dormant

cancelled/
dormant

About 430 MW cancelled

Early planning (17885 MW),

cancelled/dormant
cancelled

dormant

Offshore wind rescurce mapping ongeing (EBRD)
Mon-binding target of 0.5 GW

In March 2023, France awarded 1 GW capacity
to be installed along the coast of Normandy

New NECP presented (2.7 GW by 2030)
Terna provided technical concession solutions for

a total of 95 GW by end 2022

Various studies undertaken - a min of 50 MW
according to Energy Minister

Auction for projects of 1 GW capacity by end

2023; aiming at 10 GW by 2030

(1-3 GW by 2030)

Feasibility study ongeoing

Offshore Wind and Marine Energy Roadmap 2022

1st tender announced in 2018 - new ToRs for the
investigation of sites in the Marmara sea
published in June
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Nowadays only Italy and France has operating offshore wind farms but only in pilot projects or in
relatively small scale, Beleolico project in Taranto (Italy) [28] a 30 MW bottom fixed field is one of
them.

In literature can be found an high number of presented project e.g.:

e Provence Grand Large [29] 25 MW floating offshore wind project is situated 40 km west of
Marseille and it’s been already connected to grid (FR)

e FEolMed [30] presented project in advanced status 30 MW offshore wind farm (3 wind
turbines) 15 km off the coastal town of Gruissan (FR)

e MedWind [31] a 2,8 GW presented project in advanced approval status placed near Egadi
islands (IT)

o Atis Floating Wind [32] 864 MW project presented far from Tuscany coast (IT)

e Olbia-Tibula [33] offshore wind farm a 975 MW project 25 km away from Olbia coast of
Sardinia (IT)

e Nereus [34] a projected farm of 1800 MW near Barletta coast (IT)

To also consider offshore investment trend price of technology should be evaluated. The world cost for
floating type is about 145 $/MWh [35] (136 €/ MWh) but for Mediterranean area this value can be higher
due to non-optimal site and lack of infrastructure and dedicated industry in the interested country but it

is forecast to became smaller in the following years.
Nevertheless, with the progress in technology and the policy of governments we will see soon offshore

turbine in Mediterranean area and so work done in this thesis want to be a small contribute to floating

offshore wind spread all over the area.
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1.6 Methodology for offshore wind farm simulation tool building

Like every energy production facility, an offshore wind farm in project phase must consider optimization
to maximize generated energy, maximize exploitation of allowed area, minimize time of investment
recovery and initial costs, minimize impacts of constructions on surrounding ecosystems and human

activities.

With estimation of wind resource and optimization purpose for offshore wind farm many studies have
been carried out. From the work estimation of Mediterranean bathymetry and wind resource presented
in [2], a specific tool has been developed in [1] to join energy producibility, cost estimation and wake

effects study for every point of Mediterranean sea.

Studying of wake effects is beneficial in pursuing optimization and analysing wind farms. Wake showed
in Figure 10, so interaction between every wind turbine to each other in deflecting main air stream as
visible, impact spacing of arrays in wind farm and it is crucial to optimize energy production. Beside
spacing optimization also the optimal allowed area exploitation and the optimal turbine size is object of

study in project step as done in [36].

Figure 10 Wake effects visualization

Also from economical perspective many works has been carried out to characterize every voice of cost
from initial to operational costs in order to estimate LCOE (Levelized cost of energy) and return of

investment for projects as seen in [37] and [11].
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Since is known that renewables have lower energy density than conventional technologies, the issue of
large occupied areas and visual impact of plants can influence heavily new projects. For offshore wind
the mean energy density has been estimate in range between 4.9 and 5.9 MW/km"2 [38], this means
occupied area that, according to nominal power, can reach tens of square kilometres. Big issues with
this occupied area, despite located far from coast, is the visibility for near population and so the visual

impact has to be considered in initial phase of projects as assessed in [39].

The focus of this thesis work is the implementation of an optimization algorithm for offshore wind farms
with multiple objectives concerning balancing between the social acceptance and technoeconomic
objectives. The chapters will include the Genetic Algorithm implemented for optimization purpose and
its convergence study, the visual impact function created to provide an overview of how the wind turbine
farms will be perceived from the coast and how they can impact the citizens view, the added constraint
regarding site selection to avoid high maritime route density areas, and an accurate characterization of
cost functions for calculation of LCOE by considering the distance from the selected site to the nearest

port facility that affects installation costs.

In Figure 11 below an overview of tool working is showed with synthetic explanation of arguments that

will be investigated through body of thesis.
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Site selection:

Wind data collection:

Layout definition:

Fluid-dynamic model, wake effects
calculations by Pywake with AEP
calculation

Tecno-economic model stating:
LCOE

Visual impact model: Horizon
occupation

Layout geometric
parameters
modification

NSGA-II Genetic algorithm multi-

ohj ective optimization

implementation: Is termination
criteria

* Min LCOE reached?

* Min horizon occupation

Results and optimal farm
parameters visualization

Figure 11 Workflow of applied method
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To better understand functioning of tool every step is then explained with a resume of insights that will

constitute every next chapter.

e Size selection and siting: as will be explained in 2.1, through Python terminal user is asked to
give as input the nominal power and the size of turbines (or alternatively max sea area and power
density value) in wind farm that he would simulate. Then user is asked to furnish limitations in
their environmental choice: min and max sea depth, min and max distance from coast and max
acceptable value of maritime route allowed. Coordinates selection is then performed as input by
user. Every pair of coordinates in Mediterranean basin can be chosen, within limitations

imposed before, trough manual writing or trough selection in a created map.

e Data collection: trough implemented function in Python environment explained in 2.1, for
selected point, data for bathymetry status, wind speed and direction condition, distance from
nearest port facility and power curve for selected turbine size are searched and elaborated. This

step is a little bit time consuming for the large number of data to be elaborated.

e Farm layout implementation: following the site choice and collection of data then layout
parameters are selected so space between turbines in wind and crosswind direction and angle
between array that will be changed during the optimization process as it’s outlined in 3.1. These
parameters are crucial because influence farm wake losses and so energy production as well as

visibility of entire farm from the coast.

e Implementation of models: as it will be explained in 2.2, 2.3, 3.2 models for this type of
simulation are primarily fluid dynamic type. Following different equations strategies
(BastankhahGaussian, Jensen) different models for modelling wakes and interferences can be
chosen of which some are less accurate but with less resources required, and some are more
precise but more computational time consuming. Computing these parameters the tool will give
user the amount of energy produced AEP and also the losses for chosen farm. Then economic
model is considered with evaluation of many parameters such as distance from nearest port and
from nearest coast, the union of multiple factors permit the tool to give an account of the
estimated initial cost and the LCOE for the project divided by cost voice. Finally visual impact
model is considered with an estimation of how the project that will be simulated impact on

citizens visual perspective.
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e Optimization algorithm: as will be seen in 4 optimization process in this case is the pursuit of
two objectives minimize the LCOE so abate cost and rise the energy production and reduce
visual impact perceived. Farm best layout is achieved by implementing a genetic algorithm.
Genetic algorithms give good results in term of variability of solutions and are very adaptable
in case like this where there are more than on object to optimize and more variable to consider.

GA has been implemented in this tool using Pymoo a Python library.

e Optimal layout visualizations and results: last point of tool work is the representation of results
and choice of best layout that can optimize the farm. Presented plot start with a convergence
study of the GA, then continue with the optimal layout including wakes plot, then wind
conditions in the area and power curve of turbine are plotted and finally an LCOE breakdown

and a realistic visualization of visual impact are shown in 5.

In order to show tool working, some case studies will be considered to demonstrate, with numerical

results and figures, how the tool works in selecting different locations. Conclusions finally are explained.
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2. Offshore wind turbine farm simulation tool

Chapter 2

Offshore wind turbine farm simulation tool

Thesis writer and researchers of MORE [1] [2] initially developed a specific tool written in Python
language to offer to a final user the possibility to simulate an installation of an offshore wind farm in all

Mediterranean area.

Starting considering wind conditions, bathymetry data and the characteristics of turbines, to the user is
given the opportunity to of setting various parameters such as the total nominal power or alternatively
the maritime area that is willing to occupy, the minimum and maximum seabed depth, the minimum

distance from the coast and also the fluid dynamic model that is set during the simulation.

2.1 Analysis input data

Firstly, choice of site is performed by tool user that can choice to manually input coordinates or chose
from an interactive map. Then chosen point data for bathymetry and wind condition are extracted from
the datasets presented below as well as turbine data according to user size input. Datasets utilized to run

properly wind farm simulations are three:

e Speed and direction wind data
e Bathymetry data of Mediterranean Sea

e Turbine data depending on size

Speed and direction wind data considered have been obtained from the CERRA (Copernicus

European Regional ReAnalysis) data sets [40] that is provided by European commission and European
space agency that utilise either satellite observation and terrestrial station to collect data. These data sets
provide a wide range of weather-related historical parameters as wind speed, temperature, relative
humidity or pressure and contain data from 1984 to 2021. The wind database used in this study is a grid
(the spatial resolution is 0,01°x0,01°) in which every point represents a coordinate (latitude, longitude)
following a Lambert conformal conic projection of the Earth surface and give a value both for wind
speed and wind direction every 3 hours for every day.

The wind speed and direction are used as inputs for calculating key data such as annual energy
production, total power coefficient and the Levelized Cost of Energy (LCOE). For simulations and case
studies presented in this report simulation between 10 years are performed (2011-2021). Coordinates

grid limitations for wind data are visible in Table 4. It can be noticed how longitude is accounted with a
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2. Offshore wind turbine farm simulation tool

360° system so values before Greenwich meridian are not negative with reference to east direction as

they are in the bathymetry grid descripted below.

Table 4 Wind data coordinates threshold

MIN MAX
Longitude 301.8949° E 74.1051°E
Latitude 20.2923° N 75.3468° N

Bathymetry of Mediterranean area has been obtained from the data set GEBCO [41] Grid (General
Bathymetric Chart of the Oceans). In this case grid is created starting from latitude and longitude and to
each position a level of elevation in meter is assigned with a resolution of 15 arc second following
SRTM15+ dataset [42] generating a grid that measure (15600x4080) pixel that has the following

threshold resumed in Table 5:

Table 5 Bathymetry data coordinates threshold

MIN MAX
Longitude -9.9979° E 37.9979°E
Latitude 30.0021° N 46.9979° N

Specifically, Figure 12 illustrates that by using this grid one out of every ten point has been selected for
simulation. This approach significantly reduces the computational burden without major losses in
accuracy.

The GEBCO 2022 Grid for the Mediterranean Sea area

46

A0
42 2000
A0
k]
6
M =4 000
3z
10 =600

20 -10 o 10 20 30 40

£

[ =}

5
a8
Bathymetry [m]

Longitude [#]
Figure 12 Bathymetry grid
The superposition of these two grids (wind and bathymetry) is not straightforward due to their differing

sizing, resolutions and coordinates definitions. Consequently, a specific function has been developed for

this tool to identify the nearest point in each grid for every set of input coordinates.

21



2. Offshore wind turbine farm simulation tool

Either for wind and bathymetry grid due to the very large amount of data that must be computed the way
is to use is netCDF file that is common for this type of work and are utilized for geographical,
metereological and oceanographic study purposes and allowed an easy access to all data that otherwise

can be difficult to manage. NetCDF is opened in python with a dedicated library [43] [44] [45] [46].

In site chosen beyond the depth constraint that is selectable manually by user also maritime route
constraint are considered and visible through the map. Vessel routes must be considered because
nowadays offshore wind farm can reach up to hundreds of square kilometres of extension and can
represent an obstacle to economic maritime exploitation such as fishing activities. Maritime routes are
only one of multiple constraints that a feasibility study must take into account other are military zone,

protected area (e.g Natura 2000 sites), maritime zone assigned to hydrocarbons extraction.

In this study used data are collected by European commission [47] that furnish data of routes in routes

per square kilometers per year visible in Figure 13.

All vessels

Routes per
Square Km

.....

Figure 13 Maritime routes in MED sea

Data from EU site can be downloaded in raster grid type. Raster is a typical way to store geo data
information but is useless without georeferentiation that for this study has been done with Qgis software
[48]. Georeferencer starting from a map projection (EPSG:4326 [49]) assign to every pixel a coordinate
of longitude and latitude that has been taken directly from the bathymetry grid in order to overlap
together two type of information and give an overview of every constraint in one map. In the Figure 14
below an example of constraints shows depth level from 50 to 200 m and a threshold of 100 routes per

square per year only coloured area respect constraints.
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Use zoom if you want, press spacebar when ready
Then, click on the location to develop the wind farm
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Figure 14 Feasible region with applied constraints

Another parameter that is given to simulation as input is the turbine typology that can be chosen from
various size [5, 8, 10, 15 MW] for applications in various case and that are also the most common
commercially sizes. The models that include geometrical, mass and functional characteristics written in
.csv format are all Reference Wind Turbine models (RWT) this means they are theoretical models
created for analysis and concept studies but in a way of trace market main sold existing turbines. The
source of this data is either National Renewable Energy Laboratory (NREL) [50] for 5-10-15 MW size
and LEANWIND project inside EU FP7 [51] for 8 MW size.

Parameters to value a wind turbine performance are typically the Power curve that represent how much

power can be extracted depending on wind velocity based on following equation.
Equation 2.1 Power curve equation
P=05%C,*p*m*R**V3

Where p is air density, R is blade length V'is wind speed. C}, is computed as follow:
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Equation 2.2 Cp equation

P
1 3
2 PAV

Cp =

In the curve in Figure 15 [1], generated according to power data for each turbine, we can recognize two
typical point that are cut in speed that is namely minimal speed 3 or 4 m/s for energy production and cut

off speed that is speed typically around 25 m/s at which turbine is stopped to preserve mechanical parts.

Cy represent thrust coefficient that is a dimensionless parameter characterizing each turbine computed

as Equation 2.3 where T is thrust, p is the air density, 4 is the area of the wind turbine, and V is the wind

speed:
Equation 2.3 Ct equation
T

%pAV2

Ctz

These two parameters descripted above change with turbine power size as well as height of tower and

length of blades.

The Figure 15 below shows aerodynamic performances for various size used in work [1]: Power and Cr

in varying wind speed.

Power and Cr curves for each turbine
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Figure 15 Power and Ct curves for various turbine size
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2.2 Site and fluid dynamic models

To simulate properly the performance of the entire farm through Phyton PyWake is utilized. PyWake
[52] is an open-source and Python-based wind farm simulation tool developed at DTU (Technical
University of Denmark) capable of computing flow fields, power production of individual turbines as
well as the Annual Energy Production (AEP) of a wind farm. The software can create a fluid-dynamic

model starting from variables that has to be specified.

— Site model: defined among different choice depending on terrain type (roughness) and the way
wind data are taken into account. For this study a Weibull distribution is chosen. Weibull
distribution is commonly utilised in wind simulations to fit probability of finding a certain wind
speed during time considered in a defined area. The equation of distribution is [53] Equation

2.2:

Equation 2.4 Weibull distribution equation

k-1

f0 =53 ew(-())

where parameters A is the Weibull scale parameter (m/s in case of wind speed) a measure for the
characteristic wind speed of the curve so the velocity to which tend the distribution; A is also
proportional to the mean wind speed. K is the Weibull form parameter, it specifies the shape of a Weibull

distribution and specify the position of the peak and the initial and final slope.

An example of wind distribution is reported below in Figure 16:

Class Frequency in %
0-1m/s 2.75 Result
1-2mis 7.80 wind speed distribution
2. 3mis 11.64 16 mean value: v = 5.31 m/s Weibull: A = 6.00 m/s; k = 2.00
3-4mis 13.79 — measurements
4-5m/s 14.20 14 — Weibull
5-6m/is 13.15 1z
6-7m/s 11.14 =10
7-8m/s 8.72 =
8-9m/is 6.34 § ¢
9-10m/s 4.30 E 6
10 - 11 mfs 2.73 4
11 -12 mfs 1.62
12 - 13 m/fs 0.91 2
12 - 14 m/fs 0.48 o -
0 2 4 6 8 10 12 14 16 18 20
14 - 15 mfs 0.24 wind speed [m/s]
15 - 16 m/fs 0.11
16 - 17 mfs 0.05
17 - 18 m/fs 0.02
18 - 19 m/s 0.01
19 - 20 m/fs 0.00
Sum 100.00

Figure 16 Example of Weibull speed distribution
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To run this simulation firstly the wind rose that goes from 0° to 360° has been divided in 10 sectors with
equal size (according to a previous study [54] ), for each position in Mediterranean grid data for velocity
and direction are collected as previously explained and every value is collocated in a sector, the
frequency of each sector is then computed as well as main wind direction, then through velocity

distribution in one of each ten sector Weibull parameters A end k has been calculated.

Data previously obtained are used in PyWake site model function as showed in Figure 17 (defined as

XRSite [55] for this study) together with a turbulence parameter that is set to 0,04.

‘wd®, £ sectors),

site_model = si
return site_mod

Figure 17 Code snippet relative to site definition

— Turbine model: turbine geometrical and power characteristics are given as input to the

simulation and data are taken as descripted in 3.1 accordingly to chosen size.

Fluid dynamic models are descripted below however for each parameters below a user choice can be

made:

—  Wind farm model: is the first choice that can be made between three different models presented

in Pywake: PropagateDownWind, AlI2Alllteratives and PropagateUpDownlterative.[56]

The first one is the choice if an approximation has to be made in order to avoid a long
computational time since it iterates over all turbines in downstream order. In each iteration it
calculates the effective wind speed at the current wind turbine as the free stream wind speed
minus the sum of the deficit from upstream sources. Based on this effective wind speed, it
calculates the deficit caused by the current turbine on all downstream destinations. This method
doesn’t take into account the blockage deficit model that, as is explained below, is an effect that
act from the downwind turbine up to the arrays before in disturbing the wake.

In the example below at the iteration 1 the wind velocity in front of each turbine is computed
and is clearly visible that the first turbine “sees” 10 m/s of wind that is the freestream velocity
while its effect disturbs the air flow for the others two downwind turbines. In iteration 2 deficit
from the second turbine affect the third turbine front velocity. This process is repeated for every

turbine in the farm as showed in Figure 18.
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Iteration 1 Iteration 2

2 ¥
1 8.62mis
755mis

Figure 18 Example of application of PropagatedDownwind

All2Alllterative is a more accurate method that however require more computational resource
and time. It handles the Blockage effect and so it iterates for the entire farm to find best solution
with a certain converging tolerance that has to be specified. In the following example in Figure
19 is clearly visible as assessed before that the blockage effect influence also the wind velocity
upstream so the first turbine will not see any more the freestream velocity but influenced by

downstream two turbines it see a minor stream.

Iteration 1

Iteration 2

Iteration 3

Figure 19 Example of application of All2Alllterative
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Last method that can be used is PropagateUpDownlterative that is a good mix of the other two.
Beside the wind farm model that is the base for the dynamic model the other implemented model
will be descripted deeply only if will be implemented in the case study for this work of thesis

to not to step outside the main topic.

Wake deficit model: shows how the wind line stream is affected by upwind turbine in a row so
how the velocity of the wind change for the turbine that is below another.

This model choice is very important for the calculation of produced energy and so to evaluate
the performance of wind farm. Proposed models are several, but they converge in three

fundamentals: GaussianDeficit, Top-Hat, FugaDeficit.

— Top-hat models: the simplest and also the less accurate one that models the
uniform velocity into the wake in a circular form.

— Gaussian models: more accurate but more computational expensive than the
previous that model the wake with a bell-shaped Gaussian distribution.

— Fuga models: the most accurate but most computational expensive among the

three that since use RANS (Reynolds-Averaged Navier Stokes) solvers.

According to [1] and Pywake developers (DTU) that have made a study on reliability of different
wake model utilising real data (SCADA) of existing wind farm in order to give users an
overview of the differences [57] between models, BastankhahGaussianDeficit model has
performed better than NO.JDeficit in efficiency calculations, the first one present a relative error
of only 3% efficiency in relation to real data while NOJDeficit arrive to 11% and so this model
will be used in simulation for this thesis work. FugaDeficit since is not mentioned in the

comparison has been discarded for lack of information.

To give a general idea to the GaussianDeficit model the first of this type is then explained the
BastankhahGaussianDeficit model [58] from which the other are only evolution. Explanation

of other can be found in Pywake documentation.
According to BastankhahGaussianDeficit the velocity downstream is calculated as:
Equation 2.5 Downstream velocity equation
AU x?

U= C(x)e 202

o]
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With the maximum velocity deficit at the wake center calculated as:

Equation 2.6 Wake center max velocity

While the wake width is computed as:

Equation 2.7 Wake width expression

0_ X
d_o_k* /d0+€

Where k represents the wake expansion parameter and e = 0,2 * B where [ is a parameter that

depend on turbine’s C;.

Superposition model: it adds the effect of the different wind turbines wakes and
deficits from other sources to obtain a realistic effective wind speed at any point of the wind

farm. Among different models presented

—  LinearSum: this choice just sums linearly the effect of the wake effects in the downwind
direction. Special attention should be given to negative speeds with this sum model. It
does not have boundary for negative values and so with many turbines aligned in the
wind direction, it could happen that the added wake ends up causing negative speeds.

— Squared Sum: as its name denotes, it calculates the wake addition with an

squared sum of its components ( \/m).

—  MaxSum: with this sum model, only the largest wake deficit is considered
downwind.

—  WeightedSum: in this case, a weighted sum is performed. The weights are
determined according to the ratio between the mean convection velocity and
the convection velocity of the combined wake. This model is capable of con-

serving momentum in the stream wise direction.

The one chosen for simulations is SquaredSum since avoid negative speed.
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— Rotor-average model: this object discretizes the wind velocity through the rotor geometry in
defining different speed at different point of the rotor. Several types of rotors are available,
following different geometry patterns for the selected points: grid distributions, polar
distributions. Some incompatibilities may arise between the rotor-average model and the wake
deficit model.

—  AreaOverlapAvgModel: it calculates the fraction of the downstream rotor that
is covered by the wake from an upstream wind turbine. It can only be used
with top-hat wake deficit models.

—  GaussianOverlapAvgModel: it computes the integral of the Gaussian wake
deficit over the downstream rotor. Normally, the results of the integrals are
taken from look-up tables for speeding up the process. It can only be used
with Gaussian wake deficit models.

— CGIRotorAvg: Circular Gauss Integration (CGI) with a chosen number
of points among 4, 7, 9 and 21.

—  EqGridRotorAvg: it consists in a equidistant NxN grid defined in cartesian
coordinates.

— GridRotorAvg: it is a custom grid defined in cartesian coordinates.

—  PolarGridRotorAvg: it is a custom grid defined in polar coordinates.

— RotorCenter: it only includes one point at the centre of the rotor.

—  WSPowerRotorAvg: recently included and still under development

Since the utilization of Gaussian model for wake deficit the GaussianOverlapAvg model has been
selected for simulations. The plot below in Figure 20 show some absolute errors for different approaches

in rotor model simulation.
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Figure 20 Rotor average model comparison

Deflection model: model that is applied when turbine is under yaw control and so is misaligned
from the main wind direction. This condition can easily be real in an optimization approach
where maybe only front array can see free-stream main wind direction while to others an angle
from main direction can be applied to mitigate wake effects.

Type of model in Pywake are:

— JimenezWakeDeflection: based on LES (Large Eddy Simulation) so resolution of Navier
Stokes Equations for downwind to characterize the turbulence behind a wind turbine
given the wake deflection created by different yaw angle and thrust coefficient settings.
Example is given in Figure 21.
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Figure 21 Example of JimenezWakeDeflection
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Turbulence model: model for accurate study of air flow behind the rotor that in nominal situation

is not implemented but is helpful for example in case of fatigue load studies.

Blockage deficit model: object that model upstream wake effect so can be applied only in case
of Al[2A41] wind farm model since adding this model give more accurate simulation but slow
down computational time. However, is negligible in study that concern in macro-scale large

wind farms.
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2. Offshore wind turbine farm simulation tool

2.3 Tecno-economical model

To evaluate the feasibility of the investment economic models must be more reliable as possible. Starting
from a study at internal study at MOREenergy Lab the economic model has been elaborated from the

original one in implementing this present work.

Fundamental parameter to evaluate feasibility of investment is LCOE (Levelized Cost of Energy) is the
amount of money at which theoretically the energy produced by the field can be sold to make profit in

a certain period. LCOE has been defined in [E/MWh] according to [59]:

Equation 2.8 Levelized cost of energy

0&M D
n t n
Life cicle cost Co + Xt 1+t + 1+
Electrical energy provided n Ee—Lt
=11 +r)t

The life cycle cost (LCC), at numerator of previous equation, includes all costs occurring in the lifetime
of the plant such as the capital cost (CO) for the initial investment that include several voices that will
be treated in detail below, the cost during the operation and the maintenance phase (O&Mt) as well as
the decommissioning cost (Dn) at the end of lifetime. The energy provided refers to a balance between
the generated energy (Et) during the lifetime minus the energy losses (Lt) that occur in generation,
collection and transmission of the energy. Since the costs occur in different years (t) they have to be
discounted to their present value. The discounting of cash flows (discount rate (r)) is based on the
concept that money has different values in time so nowadays invested money will change their value in
future, it’s difficult to make an accurate estimation of this value because it depends on economic situation
and also on hypothetic energy benefits given by countries. According to [60] this value has been

estimated in 8%.
Capex cost or capital expenditure includes various voice:

e Project development: cost not only related to barely project design engineering and project
management but also to develop campaign of collecting data such as seabed and wind data. The
costs at this stage are related also to marketing, licenses, environmental impact assessment,
government authorization. As stated in [11] the value for this cost has been approximated in:

180,9*NP [M€] where NP is the total nominal power in kW.
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2. Offshore wind turbine farm simulation tool

e Turbine cost: this value is the major voice of cost in the total cost breakdown because it covers
not only the cost of blade tower and nacelle but also the internal components as visualized in

Figure 22. As it is stated in study of [61] this cost it’s been set to 1,3 [ME/MW].

Figure 22 Cost breakdown of an offshore wind turbine

e Platform cost: it depends on the technology utilised. Due to typical seabed depth of the
Mediterranean area for this study Spar buoy technology has been chosen. The spar-type
platform, visible in Figure 23 [c], is a deep-draft vertical cylinder, which provides buoyancy.
Roll/pitch stability is maintained by placing the centre of gravity sufficiently below the centre
of buoyancy [62] .

Choose of platform technology in offshore wind is carried out taking into account seabed depth,
but also wave height in the area because this component give stability to all structure.
Furthermore, the technology utilised influence also other cost voices primarily the installation
cost because the weight and the strategy of installation of different platform require different
vessels but also the as well the mooring type. As stated in [63] this price has been set to 0,51

[ME/MW].
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Figure 23 Platform type for offshore wind application

Mooring cost: as well as the platform the choose of mooring depends on preliminary study on
seabed typology and also on the platform that has to be anchored. Mooring can be different in
chosen material: chain, fibre and rope depending on level of elasticity requested but also
anchorage that are drag embedment or suction pile anchors varies with fixing requirements:
normal, vertical or taut leg.

Typer of mooring varies a lot according to the chosen site so to make a simplification in this
study three catenary mooring has been selected [62] with three regular anchorage.

According to [11] and Equation 2.9 cost of mooring has been computed following this equations
where W, indicates the water depths in the selected point and Nj;;,.s the number of mooring,

while Ny, chors the number of seabed anchorage computed:

Equation 2.9 Cost function for mooring
Chain = 600 * W, * Njjpes

Anchoryegyiar = 114000 * Ngycpors

Cable cost: cost of connection is an important cost voice to take into account when simulate a
wind farm. Cables are divided in inter array cables that connect together turbines in strings and
pass energy to an offshore station that collect current and send it to shore with export cable.

Typically used cable for inter array purpose are 33 kV in medium AC voltage, then with a
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2. Offshore wind turbine farm simulation tool

substation that contains transformers voltage is risen up to value typically of 132 or 220 kV
High Voltage AC and finally the export cable transport the electricity to shore substation [64].
For high distanced farm the collected electricity is converted from AC to DC with the purpose
of reduce cable losses, this transformation is operated inside the offshore substation that rise
voltage up to values between 320 kV and 880 kV DC however that option is economically
valuable only for distance far than 110 km [37] as visible in inflexion point in Figure 24. Another
special case is distance less than 8 km from onshore for which medium voltage is economically

favourable.
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Figure 24 Export cable cost in function of farm distance

In this analysis three case are considered in varying the type of cable used in function of the
coast distance in km as shown in Table 6. Dyt fsnore substation 18 the distance in km between
every turbine and the offshore substation that for the simulations tool presented in this report is
located at the centre of the farm. In real case study the substation (that can be more than one) is
located in a way that allow to be cost effective for cable connection. Dy 1s the distance in
km between the offshore substation and the onshore substation. WFC is the nominal farm power
in MW. Difference in price of substation between case 1 and the other two are for the presence

of transformer that are useless if there is only medium voltage utilisation. [11]
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Table 6 Cable and substation cost function relate to different coast distance [11]

Coast
Cable cost Offshore Substation
distance
MVAC — 33KV = 299600 % D AC collector substation,srspore = 185000 x WFC [MW]
D<8k - = * -

8 km offshore substation Substationgysnere = 107417 * WEC [MW]
Skm<D MVAC — 33kV = 299600 * Dyffsnore substation Substation,srspore = 245318 x WFC[MW]
<110 km HVAC — 132KV = 651250 * Dgpppe Substation,,gpere = 107417 * WFC [MW]

D> 110 MVAC — 33kV = 299600 * D, fshore substation Substation,srenore = 245318 * WFC[MW]
km HDVC — 275kV = 1200000 * Dypre Substationypspore = 107417 * WFC [MW]

Other cost related to cables are the onshore cable, substation, fees and other infrastructures that
must link the farm to distribution system of the country. Every specific case must be considered
depending also on legislation of different countries to make a precise estimation, but this is

beyond the scope of this thesis.

Installation cost: these costs cover the assembling and transport of all turbine components as
well as electric components and infrastructure. Depending on type of platform used the
assembly of tower and platform can be performed onshore and be towed offshore or performed
on site. According to [60] in general, offshore assembly of the turbines is three to four times
more expensive than inshore assembly and towing of the complete structure.

Installation cost so depend on the type of used vessels that transport physically all structures, on
the employed workforce so on hours of works, on the distance to the nearest port facilities that
can accommodate the vessel and all substructures, on the water depth of the site and of course

on the size of plant.
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Starting port has a key role in offshore wind installation for the local supply chain, logistics and
supporting infrastructure (e.g. storage of components). Ports are where operation and
maintenance of offshore wind farms are run, where all offshore wind turbines and other
equipment get transported, and where floating turbines are assembled [65]. Not every port in
Mediterranean Sea can be exploitable to installation or maintenance operation so to assess cost
a list APPENDIX B with ports with proper offshore wind facilities has been drafted for nearly

every Mediterranean country. In Figure 25 ports are showed with right coordinates.

Position of exploitable ports in Mediterranean sea

Longitude

Figure 25 Map of Mediterranean exploitable ports

In order to compute the minimum distance from each point in the grid to every possible port the
geographical straight-line method was not accurate at all because it signifies to taking into
account every piece of land between the farm and the port causing misleading results in terms
of distance. Optimum chosen algorithm is named Dijkstra [66], this algorithm is exploited to
find the minimum distance between two points that are not directly linked and it’s applicable to

various network (e.g road map, hydraulic network, telecommunication).

Algorithm use graph method building a network of vertex and edge, every vertex is linked to
the next one with an edge to which a value of weight is assigned, the algorithm then will look
for the shortest path between one starting point and one final point in adding weight of path for

each crossed edge at the end the minimum value of weight is chosen that corresponds to the
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shortest path. Example is shown in Figure 26 [67] where shortest path between point 1 and point

9 is computed.

[1,2,5,9] = (2+1+7) = 10
[1,2,3,8,9] = (2+1+1+1+1) =6
[1,3,8,9] = (5+1+1) = 7
[1,4,7,6,8,9] = (2+2+2+43+1) =10

Figure 26 Dijkstra algorithm example

To implement this type of algorithm in Python language Networkx library [68] has been applied.
Starting from bathymetry grid that has been presented before in 2.1 Analysis input data value
has been assigned to each point to identify position (0 to point that are inland, 1 to marine point,
2 to port coordinate).

Subsequently, a graph was created for every point that represent a pair of coordinates in the grid
(except for the previously identified inland points). Edges were placed linking each node to the
adjacencient nodes in all directions: left, right, bottom, top, bottom left, bottom right, top left
and top right in order to consider every possible path. Each edge was assigned the value of the
actual geographic distance between the two coordinates using the Geopy [69] library. Finally, a
specific function already available in the library will find path to every reachable port and the
shortest path is chosen.

The construction of this function is not perfect due to the grid resolution and the considered
points (as mentioned earlier only one out of ten point of coordinate points is considered).
Therefore, a certain tolerance on the path is documented in APPENDIX A, along with a

sensitivity analysis that asses the precision of computed distance within a 10% of error,

Decommissioning cost: according to Equation 3 decommissioning cost is considered in LCOE
calculation, these costs cover the de-assembling of the entire structure and infrastructure (also
cables and substation) at the end-of-life cycle of wind farm that is considered 25 years in the
tool calculation but can reach up to 30 years. All parts are sent to land and the site is cleaned.

This cost are approximately 62000 €/ MW [70].
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e Operation and maintenance: O&M cost account for operation in lifespan of the farm from
standard maintenance to replacement of main subsystem. Many aspects are taken into account:
failure rate of components and cable, deployed vessel , insurance, port facilities cost, workforce

in specialized workers as assessed in [60]. This voice of cost is approximately in 0.09 ME/MW.

In taking into account all the costs expressed above for every tool simulation, a plot visible in Figure 27
is generated to give an idea of how costs are distributed, considering an hypothetical wind farm of 100
MW and 10 MW single turbines with the centre of the farm at 25.56 km from the nearest coast. As

already discussed, the turbine cost is the major voice in cost breakdown foe every simulation.

It is emphasized that is only an estimated cost layout. In real scenarios, additional cost factors must be
considered such as port facilities and operational cost, as well as grid connection costs. These may
include substructure and reinforcement to the grid to facilitate connection to the national electric grid.
Such costs are challenging to estimate with a general tool like that one developed, as they can vary

significantly depending on specific location and countries.

Costs breakdown

Wind turbine

Platform i
Operational cost

Project development

Mooring
Installation

Grid connection

Figure 27 Example of cost breakdown
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Chapter 3

Optimization parameters definition

This tool aims also to investigate the optimal layout for farms of floating offshore wind. Optimization
of wind farm is a key factor for future spreading of this technology, energy yield has to be maximized
avoiding fluid dynamic losses and consequently initial cost has to be recovered in order to make
investments in this sector profitable. Best parameter that can assess if one layout is better than another
is LCOE that as view before in is a total overview of how economic ‘efficient’ the farm is in considering
energy produced and total cost, the lower is the LCOE the better the investment to make. Another
important aspect of wind farm or in general for every energy infrastructure is the visual impact, the more
a new construction is integrated in the surrounding environment and not visually imposing from citizen
perspective the more easy will be to receiving permitting and to be perceived as good from public

opinion.
So, the optimization implemented in this tool will pursue these two objectives:

e Minimum LCOE

e Minimum visual impact from the nearest coast point

In next paragraphs after optimization objectives decision, optimization variables will be

explained.

3.1 Layout parameters

In this tool working turbines layout is build starting from main wind direction and so to position
the hub facing it that in first approach its proven to ever guarantee a good energy production

Oover a year.

However, distances between arrays and disposition are not negligible issues and have to be

considered for every wind condition.

The wind turbines can interfere with each other. In fact, by converting the wind speed into
rotational kinetic energy, they disturb the wind speed field, reducing it and creating turbulent
zones. This phenomenon is called wake effect and is fundamental to study the energy

production in a farm, the model used has been descripted in 2.2 Site and fluid dynamic models.
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To attenuate wake effects it will be easy to put turbine array far from each other in order to avoid
interferences but this solution is not economical sustainable because the more the distance between
arrays the more is the cost of cable and connection losses that will lead to major costs and also the power

density will decrease [MW /km?] and so the space will be not optimized.

In study [71] and in publication [72], which simulated various layout using Large Eddy simulation (a
fluid dynamic model based on Navier Stokes equations) of offshore farm of Lillgrund in Sweden, several
layouts, generated by staggering rows, increasing streamwise (in wind direction) and/or spanwise
(perpendicular to wind direction) spacings, and simultaneously staggering and increasing spacings, were

evaluated. Wind farm layouts were shown to affect the performance up to 33%.

To find parameters that can describe optimal layout geometrical parameters are taken from Geometry-
based models as assessed in [71]. These are statistical models that utilize geometric quantities associated
with wind farm layouts to predict power generation and are developed through regression analyses using
data from large-eddy simulations (LES) of wind farms. By considering parameters like blockage ratio,
blockage distance, and their combinations, these models can accurately estimate the relative power
generated by wind turbines in different layouts and conditions. Parameters are descripted below and

visible in Figure 28:

e SY distance in wind direction
e SX distance in crosswind direction
e Sdy distance between two adjacent vertical arrays

e [ angle between two adjacent horizontal arrays
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These three parameters combined can change layout to farms in forming different shape: rectangular

shape in Figure 28 (a,b) and staggered in Figure 28 (c).
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Figure 28 Visualization of layout optimization parameters

Generally, to describe the layout wind farm, the reference distance is expressed as a multiple of the
rotor diameter D so range chosen for variables are SX € [3D, 10D], SY € [3D, 10D], SDY €
[0<SY<0.83] and B € [-20°,+20°] that differ from the article reference [71] because in the tool the

reference axis in Y axes that represent 0°.

In varying these quantities in the chapter below also energy yield, Ct parameters and finally LCOE will

be computed in order to find best optimum.
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3.2 Visual impact

Visual impact is a big issue among the RES outlook, the lower energy density compared to other
conventional energy sources has the result that res plants occupy vast portion of territory either on land
or maritime. This issue, combined with the fact that wind turbines can exceed 100 meters in hub height
can create a substantial visual impact for residents in the affected areas or even for passerby. Social
opposition, often referred to as NIMBY (Not In My BackYard), is one of the major obstacles to the

expansion of wind energy leading to be abandonment of even most ambitious projects.

Offshore wind farms do not deal with typical onshore farms issues (i.e. space, noise, shadow flicker)
and, thanks to their offshore distance, can offer advantages from the visual problem point of view.
However, offshore projects are not economically feasible to be placed too far from the cost mainly for
important costs of the connection cables and rise in electricity losses. Coast proximity, on the other hand,
can lead to more visible plants, especially for Mediterranean area that present large coastal city and so

highly populated areas.

It's challenging to determine visibility parameters that can describe the phenomenon because the
problem depend on angle of view and the distance from the observer. Additionally, it’s important to
consider local population density and the height of buildings located near shore. The scope of this thesis
and of the presented tool is giving a general description of the phenomenon and so the density of
population in specific place is not taken into account and can be an argument for future works. The
analysis is carried out based on wind farm characteristics, the position and the angle of viewer view will
be considered constant. The assess of visual impact will be carried out following this scheme showed in

Figure 29 following the reference article [39].

Location characteristics
(land use, population
density)

Observer
location

Modify
importance

Visual
impact

Modify
perception

View angle
distanceto farm

Wind farm _ Surbinesnuniber Index based on wind

Height ;
_ farm characteristic
characteristic Layout

Figure 29 Visual impact definition scheme
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Parameters chosen to define visual impact objective function in this work are horizon occupation area

and distinguishable turbines that are defined under perfect visibility so clear sky hypothesis.

Horizon occupation: considering the wind farm as the whole object of study. The spatial
distribution of the wind turbines is considered as a convex polygon. This polygon constitutes
the object whose visual occupation is to be estimated. The considered area for the horizon
surface occupation is the one derived by the polygon projection on a perpendicular sight
direction plan located at one meter of the observer this area has been estimated in 130-135° in
vertical direction and 200-220° in horizontal [73] so combined give an approximate area of
55200 cm? at 1 m from the viewer.

The sight is supposed in the direction of the farm centre with an average height of the observer
of 1.7m. The apparent height of the turbine is derived from basic trigonometry equations in
function of tower distance considering the actual hub height which a hidden part has been
removed due to the Earth curve when the turbines are located above the horizon distance as
showed in Figure 31. The surface occupied by the farm on the horizon is defined by the area
delimited by a convex curve joining the turbine hubs placed at the polygon visible edges. The
horizon occupation, HO, is defined as the surface below the convex envelop as in Figure 30

[39].

Apparent height

Figure 31 Apparent height visualization Figure 30 Horizon occupation

Distinguishable turbine: at high distance the human eye cannot perceive good distance between
near object and perspective plain the real distance between turbine that cannot be distinguished
in visual depth. Apparent distance between every adjacent hub is computed as the apparent hub
height with basic rule of trigonometry in function of distance from the object.

With assessment of apparent distance the rule to determine how many turbine human eye can
distinguish the sensibility has set in one minute of arc between the two adjacent objects [74] to
be separated seen. Finally, parameter D¢ is computed as a ratio between the visible hub and the

total present in the farm.
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Equation 3.1 Dt parameter definition

Dt = Visible turbine/Toml rurbine

For optimization purpose the chosen parameter is the area of horizon occupation that can give a deeper
idea of how wind farm is perceived. That parameter is in function of hub height, layout and distance
from the coast. The following Figure 32 represent the graphical visualization along z axis of a 900 MW
wind farm composed by 15 MW single turbine located in a point at nearly 10 km from the near coast.
In Figure 33 the actual point of wind farm and centre of farm are visualized. To be enlightened how 119
m height tower is barely visible at 5 km and the nearest hub is perceived in only 4 cm and is remarked

that the conditions are optimal for the far view so no mist and favourable brightness.
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Figure 32 Actual visualization of wind farm located at 10 km from the coast
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Figure 33 Wind farm and nearest point of view position
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Chapter 4

Multi-objective optimization

Multi-objective optimization problem is a problem that has the aim of simultaneously minimize
(optimize) two or more functions (a set of objectives) defined as F (x) = [f;(x), fo(x), ..., fi, (x)] where
k >1, x; is a set of decision variables of d-dimension x; = [x; X5, ..., X4] and x is a solution consisting

of n decision variables x = [x; x5, ..., X4]
For optimization applied in this work N, is the number of wind turbines:
Minimize LCOE(x;,y;) i=1,..,N;
Minimize Occupied horizon area(x;,y;) i=1,..,N;
where x;(Sy, Sy, SDy, B) and y;(Sx, Sy, SDgy, B)
So x; and y; are coordinates for each turbine that are in function of layout parameters presented in 3.1.

Each function is calculated for the same variables and for real application are in conflict, so every
function pursues a different objective. Tend to minimize one of them could maximize the others and

vice versa so the best solution must be found in between the optimum for each function.

The concept expressed above is the Pareto optimum solution and it’s applicated not only in engineering
project but also in economy and social sciences. In finding the optimal solution a Pareto front is tracked.
Pareto front is the group of solution that minimizes every function of the problem and are non-dominated
so it does not exist a solution that is better for all objectives in other words giving two solutions A and
B solution A is dominant with respect to solution B if A is better than B in at least one objective function

and not worse rather than all other objective functions.

On the Pareto frontier of solutions the one that are nearest to axes origin are best balance for minimum
between all functions (green and yellow solutions in Figure 34). Depending on variable the problem the

best solution can also be only one.
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f2(A) < £2(B) 2

Figure 34 Pareto front example

Approach algorithms to solve this type of problems can be simple or complex here are reported some

[75]:

Weighted sum method: to all functions in the problem a value of weight is assigned deciding
how much the function is important in the total problem, then in multiplying the function for
the weight the problem is transformed in mono-objective and then solved. This is an easy and
computational efficient method that however is not so accurate because of utilisation of weight

that exclude to explore of Pareto frontier solution.

Constraints method: defining objective and also constraints that has to be respected. A single
function is than created by the sum of objectives and penalties applied to the function that no
respect constraints during optimization. Problem Is then solved like a mono objective
optimization that although consider also constraint and so can be more precise than the weighted

sum but solution depend strongly on constraints input.
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e Weighted metric method: similar to weighted sum method but objectives are sum with taking
into account the norm with a reference point. Allows to find each and every Pareto-optimal

solution but the reference point has to be calculated previously for every function.

e Benson method: as the weighted metric a reference point is chosen but this time from inside the
feasibility area of the solutions, then the non-negative difference between every function
solution and the reference point is calculated for each objective is calculated and their sum is
maximized. Utilised for also for non-convex Pareto front problem in which Pareto solution

doesn’t have a continuous curve distribution for example for complex constraints applied.

e Evolutionary algorithm [76]: the one chosen for this implementation are algorithm that use
iteration creating a ‘population’ of variables at every step and guiding the solution towards the
Pareto front in utilising stochastic operators. The advantages of EO (Evolutionary Optimization)
are multiple: do not require any derivative information, are relatively simple to implement and

are flexible and have a wide-spread applicability.

4.1 Evolutionary Optimization Algorithm

For the nature of the optimization problem presented in this work: a non-linear and discontinuous
problem, as assessed before, an Evolutionary algorithm is then choice because it permit to explore a lot
of probably configurations taking into account all variable and guiding itself towards the solution with
metaheuristic method and so they aren’t built to solve only one type of problem that make this type of

approach flexible.

This presented type of algorithm takes its cue from survival strategies that can be observed in nature for
example Genetic Algorithm (that is the one most used evolutionary) is based on survival of the fittest

such as Darwin’s theory.

Genetic algorithms rely on a population of candidate solutions, called individuals, that represent possible
answers to the problem to be solved. Each individual has a genotype, that is a mix of decision variable
the characterize the problem. From an initial solution the population change according to a evaluation
based on the fittest (objective of problem) and between them genetic operators are applied: mutation
and crossover in order to mix the initial ‘genetic heritage’ of first population. The process is then repeated
passing by a selection of new individuals to maintain ‘alive’ and so able to pass their attributes and
individuals that scrap instead based on fittest criteria. This criterion favours the solutions that are more

suited to the problem.

Evolutionary algorithms so apply mutation and recombination operators to the genotypes of the

individuals, generating new solutions that can be better or worse than the previous ones. These operators
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introduce variation and diversity in the population, permitting to explore major part of the solution space.
A GA (genetic algorithm) procedure uses more than one solution at a time (population based) in an
iteration, this approach differs from classical optimization algorithms which updates one solution in
each iteration [76]. The use of a population has several advantages: it provides an EO with a parallel
processing power achieving a computationally quick overall search, it allows an EO to find multiple

optimal solutions, thereby facilitating the solution of multi-objective optimization problems.

For multi objective function such as the one treated in this tool NSGA — II procedure is used. Non-
dominated Sorting Genetic Algorithm is a very popular algorithm among problem optimization that use
a selection criterion based on non-dominance that defines a partial preference relation between two

multi-objective solutions.

Relying on Pareto concept of dominance, solution x dominates a solution y if x is better or equal to y in

at least one objective. A solution x is non-dominated if there is no other solution that dominates it.

As visible in Figure 35 NSGA-II works with two populations of solutions P, that is the parents group
of solutions and Q;, that are generated by genetic operators (mutation and crossover) from P;, that are
combined to form a new big population R;. This is categorized using dominance and non-dominance
between population to sort the solutions into different fronts, where the first front F; contains the non-
dominated solutions, the second front F, contains the solutions dominated only by the first front, and so
on. The new sorted population since is too big (two times the initial) cannot fit inside the new parent
population P;,, and so another selection among the last front is made by calculating the crowding
distance as the perimeter of cuboid. The perimeter of the cuboid in formed by using the nearest
neighbours in the objective space as the vertices. To guarantee diversity in solution and major

exploration of Pareto solution, points with high crowding distance are chosen instead of others [76].
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Non-dominated Crowding
sorting distance P
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Figure 35 Functioning of NSGA-2

4.2 Pymoo NSGA-II optimization

Talking about problem and function to be optimize, as deeply seen in Chapter 3, two objective functions
are defined LCOE and horizon occupation. These two function most of the time are in contrast and the
reason is that both depend on the layout of the farm: distancing too much inter array space between
turbine and implement a certain angle between array can lead to an increase of power production due to
less fluid dynamic losses but can also make inter array cables cost unsustainable or turbines more visible
from the nearest point of view from the coast otherwise minimizing the horizon area occupation can

lead to worsening LCOE.

To implement NSGA-II algorithm in Python environment a specific library is recalled named Pymoo
[77] that insure an user friendly interface and the possibility to set several parameters, that is integrated

with other parts of the total script in the following way figured in Figure 36:
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Initial population
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Calculation of energy yield trough
fluid dynamic model and LCOE

S |

Figure 36 Optimization flow chart
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4.2.1 Problem settings

Pymoo first approach is to define the problem class among various type according to characteristics.

The one selected is the “ElementwiseProblem” a class that is optimized for multi-objective optimization,
this class allow to evaluate the objective function for every point in the domain of variables independent
from the others point and it’s used instead of” Problem” class that allow also to parallelize calculation
for all variables in the domain in order to optimize computation. It, as well, calculates and it accept

constraint as it is explained below.
Once the class is created, there are some variables that has to be initialized:

e n_var: namely the number of free variables on which the optimization work. Is crucial as it
determines the layout of farm and distribution of array. All the objective functions values depend
on considerations made for how distribute turbine in the area: a very dense arrangement could
allow for a better scale economy and maybe a lower visual alteration of landscape, however, it
could also imply a worsening in the productivity of the individual turbines due to the shadow
effect that they exert on each other. All layout variables have been deeply described in namely

four for the optimization.
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n_obj: number of objectives that will be minimized or maximized. NSGA-II method implies
more than one objective in this case already treated in 3, LCOE and horizon occupation are
chosen to both minimized because the first give an account of economy and energy factors while

the second give an account of how will be perceived the farm.

n_constr: number of constraints assigned to the problem by user. The constraints can be
considered in certain values of objectives function or other values inside the problem that
depend on objectives. In the case presented in tool only one constrained is considered in a
specifical case of max area choice from the user that is one of two choices of procedure (max
area, power density and turbine size or nominal total power and turbine size). In the first case

an inequality constraint is placed in limiting the space of solution to the max assigned area.

Boundary conditions: define the upper and lower limits that are assigned to variables because if
in one hand is important to explore all possible solutions within the layout in the other hand to
avoid waste of time and waste of calculations a reasonable range of values is given in input to
the algorithm. This values are findable in sectorial studies [71]. Values are given to function by

vector of lower and upper limit as seen in the code snippet below in Figure 37.

one(ElementwiseProblem):

__init  (self):

super()._ init  {n_var=4,
n_obj=2,
n_ieq constr=

&

1
xl=np.array([2,3
8

Xu=np.array(

)

Figure 37 Problem class initialization code snippet

Termination criteria: the termination parameter can be of various types, such as a time
parameter, a limit of the number of simulations, of generations or a tolerance parameter with
respect to the variation of the purpose of the analysis. In this optimization tool, for a matter of
repeatability of the experiments we will use the number of generations as a parameter beyond

which to stop the simulation through the function DefaultMultiObjectiveTermination.

Seed: genetic algorithm implies a certain level of randomness particularly in initial phase of

research of optimum. This randomness is regulated by seed value, an integer number that if is
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equal in two subsequent simulations ensure the reproducibility of results. This value will be set

to 1 in case study presented in next chapter in order to permit reproducibility.

After the problem definition then the algorithm parameters definition must be initialized. Below a
description of parameters and different option are furnished but in the use of tool default options in

Pymoo libraries were considered as visible in Figure 38.

int = 1ee,

FloatRandomSampling = FloatRan mpling() .,

TournamentSelection = T ction(func_comp=binary tournament),
1 SBX = (eta=15, prob=8.9),

Figure 38 Code snippet of NSGA-2 definition

e Pop size: number of results computed for each generation of GA. Population size is fundamental
to give algorithm right diversity because large population is one way to explore more possible
solutions of optimization. Is also obvious that a large population require a large computational

time.

e Sampling: is the way of selection of first population from which starting the generation and
sorting works. Sampling according to [78] can be chosen among two way:
FloatRandomSampling that use a random approach to get first population across the allowed
space of solutions or LatinHypercubeSampling that divide variables space in ranges that have
same probability and then chose solutions avoiding to repeat to use variables from the same

space and that guarantee diversity.

e Seclection: this function decides which members of actual population have to front crossover and
so the individuals that will share their characteristics in order to create new solutions. Selection
can be made with RandomSelection so in a random way for definition but avoiding the repetition
of same solutions to be coupled or with tournament solution that create a “fight” between two
solutions and only one is picked up passing through best fit or non-violated constraint criteria.
Selection is important for the convergence time because with this operator the algorithm can

avoid premature convergence in suboptimal solutions.[79]
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Crossover: is one way of genetic mixing of algorithm. Crossover has the aim of take
characteristics from parents solution and mixing to create offspring. Pymoo offer various type
of this operator but the one used for simulation is SBX Crossover that is Simulated Binary
Crossover since a real binary (with binary variables) crossover can’t be done. SBX is indicated
for variables in real field and exchange characteristics between two parents solution p; e p, with
one point crossover so “cutting” genetic heritage so variables in one point for the two solutions
to be crossed and then exchange them. Two factors has to be indicate how many members of
population will face crossover (probability) and the distribution factor n| (equal to 15 by default)
and B, value that decide how much far offspring ¢;e ¢, will be far from parents in terms of

characteristic. [80]

Equation 4.1 SBX offspring equation
c1 = 0.5[(1+ B)p1 + (1= By)pa]
¢z = 0.5[(1— By)p1 + (1 + Bg)p2]

Equation 4.2 Equation for Beta parameter

Y,
(Zu) m+1)

Bq= 1 1/
Ga—w

With u parameters that is a random number between 0 and 1

Mutation: the mutation operator randomly modifies a solution to introduce diversity into

the population. In the calculations, the PM (Polynomial Mutation) class is used, which uses

a polynomial distribution to produce values that are close to the original value. Parameters are
chosen in selecting two variables: probability of selection of a variable and distribution
parameters 1),,, that indicate distribution parameter form. Then §; is computed as function of 77,
and finally new characteristic x; is created by mutating old variable x; taking into account limits

for this variable x;,,4, and X, in.
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Equation 4.3 Delta variable equation

1
(2uw) /m+D) — 1seu < 0.5

(Si = 1/
1-(2(1-w) 'Om*Dseu > 0.5

With u parameters that is a random number between 0 and 1.

Equation 4.4 Mutated variables equation
[
Xp =Xt Si(xmax - xmin)

e Survival: survival strategy of the population that is created after the temporary union between
parents and offspring populations in NSGA — II is based on Rank and Crowding as has deeply
been descripted in 4.1.

Finally, as all parameters is initialized Genetic Algorithm is run through minimize function of Pymoo as
visible in Figure 39. Indicators for ongoing optimization is given by interface in terminal dialogue of
the code editor through the flag Verbose on the done when calling minimize function. Save history flag
save instead all information of optimization that are useful to visualize plot of results and to do an

evaluation of algorithm work.

minimize(problem,
algorithm,
termination=termination,
seed=1,

save_history=

verbose= ’

)

Figure 39 Code snippet of minimize function

4.2.2 Evaluation and convergence

When an optimization algorithm is computed and correctly run is important to evaluate results to
understand how fast it had reached solution, how accurate it has been and to make comparison between

the chosen approach is the better.

57
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Pymoo give multiple choice to evaluate convergence [81] and results of algorithms that can be
distinguished between two way: known Pareto Front and unknown Pareto Front. If Pareto Front

solutions are known.

If Pareto Front is known or also approximated then Generational Distance, so the distance between every
point in Pareto Front and the nearest point in founded solution, is a good indicator. There is also the

Inverted Generational Distance that is just the inverse of the Generational Distance.

When the Pareto Front is unknown then other strategies has to be accounted: Hypervolume and Running

metric. Both measure area of calculated objectives.

Hypervolume method measure area between the calculated Pareto Front and a reference point that has
to be properly stated. The point must be an ideal point of optimization objective and then the area
calculated with the hypervolume is an indicator of how the founded solutions are close to the optimum
reference point. Hypervolume value is calculated as (1 — Areag,;) so better solution tends to 1 when

distance from reference and so area tend to zero.

To plot an example a 500 MW farm has been optimized at the coordinates 18.6°E 40.2°N with turbines
of 10 MW. Optimization has been computed with a population of 50 and fixed ng., equal to 30.
Hypervolume given in Figure 40 has the reference point at coordinates (1,1), these choice for reference
point rely on infinitesimal probability of this point to be computed and so represent an utopian point of

reference for a comparison with Hypervolume method.

To verify convergence of only one objective function then minimum LCOE for every generation of

algorithm has been showed in Figure 41.

Another plotted parameter is the RunningMetric. The running metric shows the difference in the
objective space from one generation to another and uses the algorithm’s survival to visualize the
improvement. This metric is also being used in Pymoo to determine the termination of a multi objective
optimization algorithm if no default termination criteria have been defined. In Figure 42 Running metric
is showed until the final population shows the algorithm seems to have more a less converged, and only

a slight improvement has been made.
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Convergence
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Figure 40 Hypervolume convergence

It should be noted how the solution space tends to converge towards the reference point as evaluations
progress. The algorithm explores more solutions with an increasing trend but tend to adjust itself in the

latest generation, following an asymptotic trend towards a value of 0.925.
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LCOE Convergence
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Figure 41 LCOE convergence

As it is visible in Figure 42 with ongoing of generations there is not more improvement e.g between
generations 25 and 30 Running metric area follow same asymptotic trend. That is the indices of a good

choice in number of population and number of generations.

1.68369 x 107!

-8.01758 % 10713

Generation

Figure 42 Running metric evaluation
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The Figure 43 describes Pareto Front giving an account of how Genetic Algorithm had worked to explore
space of results. In order to choose best optimum for user point of view and only one solution between
the many non-dominant solution that the optimization had found a norm between the axis origin and
every point in Pareto Front has been calculated and then the minimum has been chosen to guarantee a

solution that is good for both the two objectives.

Pareto Front
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Figure 43 Pareto front
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Chapter 5

Results and case studies

In this chapter an example of tool’s working with a realistic case study give an account of all the work
explained before and, once the functioning of the tool has been clarified, reference with presented

projects permit to validate tecno-economical model.

5.1 Identification of suitable wind farm area in MED region

First of all for chosen of site an interactive map is showed in Figure 44 that inform user about feasible
point of chosen made about bathymetry and maritime routes constraints chosen from user input that in

this case are presented in Table 7.

Map includes coloured points of wind resource in m/s that are inserted in range between minimum and
maximum bathymetry and under the maximum maritime routes value allowed. In defining a feasible
region, a point then can be manually selected. A coloured legend shows mean wind speed level, that are
mean data collected for ten years in region, and, as well, yellow lines for lower bathymetry and red lines

for higher bathymetry limit.

Use zoom if you want, press spacebar when ready
Then, click on the location to develop the wind farm

7 o L
Min depth and higher maritime route

—— Max depth and higher maritime route
—— Coastline

Latitude [2]

Longitude [2]

Figure 44 Constraints map in MED region
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5. Results and case studies

Users can also select a site by entering numerical coordinates values. It is important to emphasize that,
whether though map selection or manual input of coordinates, the tools alerts the user with a textual
message if the selected point is too close to the coast, falls below or exceeds the minimum and maximum

bathymetric limits, or is located inland.

Since the total occupied area is unknown at the beginning of optimization, since optimization act on
spacing between turbines, then a control function of the maximum area that can be occupied after the
optimization has been implemented. A textual message warn user that, after the optimization, occupied
total area can overcome imposed limits on bathymetry. This type of warning should be also done with

distance constraints but it’s an idea for future’s improvements.

5.2 Case study

To have an idea of how tool is presented to user and the results that can be obtained realistic simulation
is made with a site selection through several given input showed in Table 7 of bathymetry, nominal
power, coast distance and maximum maritime route. A comparison is made between one optimized result

and one default result without optimization.

First of all, through the interactive map of Mediterranean area in Figure 44 is figured out with considering

the constraints in Table 7 as defining feasible points:

Table 7 Wind farm characteristics

Minimum
Nominal Maximum

Turbine size Minimum Maximum coast

Power maritime route
[MW] depth [m] depth [m] distance

MW] [route/sqm/year]

[km]

15 900 30 300 3 50

In Figure 45 focus version of selection map is showed in including selected point description.
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You have chosen the following coordinates: 25.7193%E, 40.0138°N
Point with -77 m depth and 9.689 km away from the coast
Press space bar to continue, click mouse to repeat

| Y a— 19.15
Min depth and higher maritime route
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Longitude [2]

Figure 45 Point selection through map

Simulation starts with collecting wind data and dividing by sectors. In Figure 46 below an overview of
wind rose with real wind velocity steps for the site. Main direction in this case is 36° where wind is
more frequent as it is visualized, it is evident that the wind speed predominantly ranges between 5.2 and
11 m/s (orange in the graph).

0.0-5.525 m/s

5.525-11.075000000000001 m/s
11.075000000000001-16.6 m/s

16.6-22.1 m/s
22.1-27.6 m/s

0°

180°

Figure 46 Wind rose for selected point

64



5. Results and case studies

Simulations have been conducted using 10 years wind data, from 2010 to 2020, to avoid excessive
computational time. For a complete simulation and optimization, the tool spend almost 15 mins doubling

time in doubling years of wind data considered.

Creating economic and visual impact model require individuation of nearest port to compute installation
costs and nearest point of view from coast for individuation of horizon occupation figured out in Figure

47.

Centre coordinates: 25.7193%E, 40.01382N
Point with -77 m depth and 9.684 km away from the coast
The closest port is Port of Limenas Mirina (Greece) at the distance of 83.61 km

4151 x sSelected point
% Coast Point
@® Nearest port

41.0

40.5

Latitude [2]

39.0

38.5

38.0

37.5

24 25 26 27 28
Longitude [2]

Figure 47 Distance from nearest port and visual point

In Table 8 results are shown, non-optimized layout is referred to a farm with the same distance of each
turbine in wind direction and in cross wind direction namely 5*D in this case with no staggered
configuration. For Optimized case is clearly visible how optimization has slightly improved LCOE that
drop of a -3% due to an increase of AEP +2% and down of Capex + Opex costs -2%. Occupied area that
with optimization has been dropped with a -88% resulting in a better turbines distribution and a reduction
of cost of grid connection -1,5% (passing from 213 to 112 km of medium voltage inter array cables) to
on the total Capex + Opex costs visible in Figure 48. From visual perspective a clear improvement has
been made because total horizon occupation has dropped of -46% (as will be shown in Figure 50) despite

nearly the same number of distinguishable turbines.

Both objectives of optimization are then reached.
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Table 8 Comparison of simulations

5. Results and case studies

Capex
LCOE Horizon Occupied
+ AEP CP | Distinguishable | Wake
[€/MW | occupation Area
Opex [GWh] | [%] turbines Loss
h] [em”2] [sqkm]
[M€/MW]
Non-
Optimized 2.71 104.9 171.3 129.4 2846.6 | 36.1 53 22.3
layout
Optimized
2.66 101.8 92.8 29.15 2895 36.7 49 21
layout
Costs breakdown
Wind turbine
Operational cost
Platform
Project development
Mooring

Installation Grid connection
Costs breakdown

Wwind turbine

Operational cost

Platform
Project development

Mooring

Installation Grid connection

Figure 48 Costs breakdown
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For a better view of comparison then the two layouts are shown in Figure 49 (a and b). While the first

present a squared layout the second is built with a staggered layout that is better both for avoiding fluid

dynamic losses and occupation of horizon as will be seen below.

Wind turbines distribution

6000 - . 4 Wind turbine
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n A
A
4000 - . n :
A A
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(a)
Wind turbines distribution
~ A A Wind turbine
3000 4 L N Central point
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A L
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A . R
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A A
A A
N N A A
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x [m]
(b)

Figure 49 Farm layout

67



5. Results and case studies

To visualize improvement in visual impact of farm the visualization in x-z axes is the Figure 50 (a,b). Is
clearly visible as in the optimized layout (b) the turbines are more grouped in the centre towards the
direction of the land and then less of them are visible. Horizontal max distance between the first and the

last turbine visible in x-axes is nearly 110 cm in non-optimized case and 63 cm in the optimized one.

Focused visual impact
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Figure 50 Visual impact
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Effective wind speed map is plotted for the considered layout comparison in Figure 52. Since the
computational cost for this type of plot is very high, due to the calculation for the wake effect model
used, only a portion of the entire farm has been considered: 9 turbines have been plotted instead of 60

to give an account of different layout can influence a lot wind velocity within arrays.

The staggered and more spanned layout in Figure 52-b permits to reach higher value of downwind

velocity with respect to squared profile in Figure 52-a.

Effective wind speed map
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Figure 52 Wake map

69



Latitude

5. Results and case studies

5.3 Comparison against wind farm project case studies

Projects chosen for the comparison are all located in Italy and the reason is the availability of data since
in the site of the Italy government [82] where all documents about new projects waiting for approval are
stored. Since all projects considered are not yet constructed but in state of scoping or under approval

data about are not always correct since most projects are not definitive.

In Table 9 informations about projects are reported as well as references and positioned in Mediterranean

area in Figure 53.

Table 9 Real presented offshore project in Italy

Project name Total power Longitude Latitude ref
(MW)
Atis Floating wind 864 9.62° 43.32° [32]
Nora Energial 795 8.53° 38.67° [83]
MedWind 2793 11.38° 37.98° [31]
Nereus 1800 16.6° 41.798° [34]
Odra Energia 1350 18.55° 39.85° [84]
SicilySouth 1200 13.21° 37.07° [85]
Rimini 330 12.76° 44.12° [86]

Wind farm projects

Longitude

Figure 53 Presented projects in MED area
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Wind rose for every point has been visualized in every considered point in Figure 55 for the ten wind

direction sector considered in simulation. As assessed before wind profile are comparable within every

case except for Rimini showed in Figure 55-Rimini in which the lower wind velocity is clearly visible

and affect producibility and LCOE.
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Figure 55 Wind rose for presented projects
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The various simulation will compare data of annual energy production, Capex and Opex, occupied

horizon area between optimized and non-optimized layout with a focus on costs distribution.

Table 10 Parameters comparison before and after optimization

Non-Optimized layout Optimized layout

AEP Opex+Capex LCOE AEP Opex+Capex LCOE

[GWh] |[M€/MW] [€/MWh] [[GWh] |[M€/MW] [€/MWh]
Atis 2018,7 2,78 145,7 2434 2,84| 122,67
Nora Energia 1 2584,6 2,79 104,7| 3095,5 2,84 88,59
MedWiInd 8004,8 2,87| 120,59 9646 3| 103,61
Nereus 4329,9 2,77 140 | 5718,8 2,84 108
OdraEnergia 3389,4 2,74 133,2| 4181,7 2,73| 107,62
SicilySouth 3221,8 2,79| 126,25 3955 2,86| 104,67
Rimini 434,4 2,95 262,6 494,7 2,95| 235,89

Table 11 Horizon occupation area before and after optimization

Horizon occupation area [cm*2]
Non-Optimized layout Optimized layout
Atis 4,34 4,46
Nora Energia 1 13,59 10,75
MedWind 0 0
Nereus 0,38 0,76
OdraEnergia 51,35 38,62
SicilySouth 4,65 4,21
Rimini 14,73 19,56

From results of optimization of all presented case studies can be seen how the algorithm has optimized
the two objectives: LCOE and horizon occupation area. Comparison of layouts can be seen in
APPENDIX C. From economical point of view every found optimized layout is more costly than the
non-optimized one (Capex+Opex colums in Table 10) but a net increase in AEP has been noted. The
drastic increase in AEP had led to a decrease in LCOE for every considered case study. For what concern
horizon occupation area showed in Table 11 and so visual impact from coast optimization led to
improvement for Nora Energia 1, OdraEnergia and Sicily South in minimizing the area and worsening
for Atis, Nereus and Rimini in which area is increased. MedWind case remain unaltered since project is
not visible from cost. In Figure 57 costs breakdown is reported. Is visible how grid connection costs are
affected by layout of farms, optimization algorithm tends to spread turbines in order to minimize shade

effects and this behaviour increase connection costs for longer cables.
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Figure 57 Costs breakdown comparison

For every case study a comparison between LCOE and CP has been figured out in Figure 58. The trend
for LCOE is almost linear for presented case with a mean of 124,4 €/ MWh overcame only by Rimini
farm that due to a non-favourable wind velocity in the area has reached an estimated LCOE of 2359
€/MWh. Data are consistent with the Cp value that present greatest value for Nora Energia 1 43,6% and

lowest value for Rimini 17,1%.
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Figure 58 LCOE vs Cp
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5.4 Economic model validation

For validation of model purpose, values of cost per installed MW have been chosen because other values
like layouts are difficult to retrieve for real projects. Design is strongly influenced not only by efficiency
reasons but also from granted areas, seabed condition and marine current that are difficult to take into
account in a preliminary simulation like that. Costs estimation on the contrary can be a good term of
comparison because they are based on literature despite are not yet the correct one. Among the found
cost of presented projects onshore cable cost have been discarded because it is not considered in tool

economic model.

In Table 12 below a comparison between costs for optimized tool farm and real farm is made. Is showed

how estimation from designer and from tool vary of a mean of 10%.

It’s important to note that for not every farm compared an exact simulation has been made because real
turbines model utilised are not available in tool constructions: 18 MW model for Atis Floating Wind and
25 MW model for Sicily South has been replaced with 15 MW the max power available in tool and 6.5
MW used in Rimini project with 5 MW.

Table 12 Comparison between estimated costs

Project name Estimated cost from | Estimated cost from | Relative gap [%)]
designers [M€/MW] tool [M€/MW]

Atis Floating wind 3.375[87] 2.863 -16%

Nora Energial 2.904 [88] 2.764 -5%

MedWInd 3.298 [91] 3.002 -9%

Nereus 3.218[89] 2.853 -11%

Odra Energia 2.909 [90] 2.683 -8%

Sicily South 3.083 [91] 2.750 -11%

Rimini 3.139 [92] 2.783 -11%

Mean: 10%
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6. Conclusion

Chapter 6

Conclusion

Facing climate change and future’s challenges for world population such as growing in energy demand

require investments in new energy technologies and worldwide policies to face commune objectives.

As offshore wind is demonstrating to be a good adding to worldly energy mix, the possibility of utilising
this technology among the Mediterranean basin countries, that have good unexploited potential, has
inspired this tool that claim to be a good starting point for future projects where there is lack of other

similar works.

This work has achieved as goal the characterization, as well as possible, and optimization an user defined
floating offshore wind farm placed in Mediterranean basin through creations of models defined by

Python functions.

Looking at EU, policies against climate change has already push spread of renewables in energy mix
and this is valid also for Mediterranean countries that see clean energy as an objective. On the other
hand, a still large utilisation of conventional energy commodities (oil and gas) from non-EU North

African countries is detected.

Role of offshore wind as a very promising technology among the renewable scenario is claimed: with
its large potential and developing technology, energy companies see offshore wind as a very profitable
investment. This technology offers a large opportunity for business in this sector due to large unexploited
potential that could offer in next future one solution to renewable energy request and a way of valorising

maritime areas for example near Mediterranean island and for less developed Mediterranean countries.

From a technical point of view several technologies for offshore wind has been developed to face
different sea and wind condition starting with different types of floating platforms (TLP, Spar, Semi-

Sub) as well as mooring and anchorage typologies to deal with several type of seabed condition.

The scope of this thesis namely the optimization of layout of offshore wind farm is a crucial step to
maximize investments and guarantees low visual impact from the nearest coast. From the very simplest
layout (rectangular, radial), optimized layout (staggered, irregular) can meet these goals. In order to
optimize layout of wind farms several approaches have been developed and can be found in literature
(gradient-based, heuristics and metaheuristics). Such method present pros and cons based on problem

typology and number of variables and objectives to be optimized.
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6. Conclusion

Talking about economic perspective of offshore wind in MED region, with a focus on exploitable areas
and already presented projects under approval state, in this work has been explained how this technology
is nowadays untapped in the area due to lack of infrastructure and clear regulatory frameworks that, both

with higher costs compared to other regions, make this technology at embryonal state.

Regarding tool construction after site selection in considering user input constraint minimum and
maximum bathymetry levels, maritime routes, minimum distance to the coast data collection has been
performed in utilising wind and bathymetry grid of Mediterranean as well as turbine power curves for
different size. Then models have been created from collected data with PyWake library: site model with
Weibull wind distribution divided in ten main sectors while fluid-dynamic model in choosing different
approaches in characterizing air stream behaviour for wake losses estimation. Models varies between
the most precise but more computational expensive and the simpler but less precise. Good results have
been achieved in case study simulations in utilising BastankhahGaussianDeficit conjugate precision and

velocity of simulations.

LCOE calculation so minimum price of sellable energy to recover costs within life cycle of plant, with
detailed economical model deep description, has been defined for every voice of cost considering
various lifetime phase of projects as well as costs for every component that has been estimated.
Economic model has better defined the installation costs considering the distance from nearest feasible
port for every position. LCOE is a crucial value for wind farm evaluation as it indicates a sort of

efficiency for the entire plant.

Important aspect of optimization so study of visual impact has been conducted with creation of a model
to investigate parameters of visualization of farm from nearest cost point with the aim of reduce impact

for coasts citizens namely horizon occupation area and distinguishable turbines.

Talking about optimization methodology, functions has been created with Pymoo library using a Genetic
Algorithm. NSGA-2 implemented for this tool carry on a multi-objective optimization: minimize LCOE

computed with economical model and minimize visual impact parameter of horizon occupation.

Parameters of layouts design and so distance in wind and crosswind direction (D, and D,), angle
between nearest arrays () and staggering distance (SD,,) has been stated. Distance D, and D, are
measured in diameters of turbines considered. The objectives of changing layout are reducing as much
as possible wake losses that affect heavily energy production and so LCOE value as well as stacking

arrays towards the visual point of the coast to occupy less horizon area as possible.

Evaluation of algorithm performance trough convergence indicators such as hypervolume and
visualization of Pareto front that represent the ensemble of non-dominated results has been carried on.
Through multiple non dominated results found only one layout is then selected that is a good

compromise between two objectives.
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6. Conclusion

To make an account of entire work of tool first in a map of feasible MED region for fixed input data for

bathymetry and for collected wind speed data.

A comparison between a non-optimized (fixed rectangular layout) and an optimized layout has been
carried out with a random selected farm has showed better performance in AEP +2% (annual energy
production) and lower Capex+Opex that goes from 2.71 to 2.66 M€/MW costs that have minimized
LCOE from 104.9 to 101.8 €/ MWHh, less occupied farm area 129,4 in non-optimized case versus 29.15
sgkm in optimized case as well as less occupied horizon from nearest coast point of view that has
decreased from 171.3 to 92.8 cm”2 so every objectives of optimization have been achieved. From the
costs breakdown can be seen how percentages of connection costs have changed from 18.4% to 16.9%
following the reduction of area of farm that means lower cables utilisation that has been reduced from

213 to 112 km of medium voltage inter array cables length.

Approved presented projects in MED region has been selected to test tool in realistic case. For every
case study results of optimization has leaded to an increase of AEP in avoiding fluid dynamic losses
(+17% for Atis, +17% for Nora Energia 1, +17% for MedWind, +16% for Nereus, +19% for
OdraEnergia, +19% for Sicily South, +12% for Rimini) with respect to a fixed rectangular layout. Costs
Capex+Opex have increased (+2% for Atis, +2% for Nora Energia 1, +4.4% for MedWind, +2% for
Nereus, nearly same for OdraEnergia, +2.5% for Sicily South, same for Rimini) for the connection costs

due to increased cables because major distances between turbines.

LCOE so has been good optimized in lowering every value (-16% for Atis, -16.5% for Nora Energia 1,
-14% for MedWind, -23% for Nereus, -19.7% for OdraEnergia, -17% for Sicily South, -10% for Rimini)

