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General Introduction
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Chapter 1

This chapter aims to give an introduction to semiconductor quantum computing by
highlighting its advantages. The semiconductor’s ability to dimensionally confine
the particle using voltage and heterostructure is then analyzed. Finally, it describes
the transport analysis theory used in semiconductor quantum computing. For more
information, you can consult [1].

1.1 Semiconductor Quantum Computing

1.1.1 Semiconductor Properties
Semiconductors are crystalline structures wherein atoms are arranged periodically,
possessing properties that lie between conductors and insulators in terms of elec-
trical conductivity. The crucial electronic properties of semiconductors stem from
their crystalline structure. Specifically, their intermediate behavior arises from the
specific electronic structure they possess, which consists of two bands:

• The Conduction Band is the energy band where electrons are free to move
under the influence of an electric field. There, electrons have higher energy
and are not bound to any specific atom.

• The Valence Band is the energy band where electrons are tightly bound
to atoms and cannot move freely. Electrons, in this case, have lower energy
compared to those in the conduction band.

These two bands are separated by a characteristic energy gap known as the band
gap. The relationship between the energy and momentum of electrons can be
explained using reciprocal space, where each point represents a set of potential
wavevectors (k-vectors) corresponding to plane waves that satisfy the periodicity of
the crystal lattice. Specifically, this periodicity is defined by the Brillouin First Zone
(Fig.1.1), which is the smallest region in reciprocal space containing all possible
wave vectors for electrons that can propagate through the crystal lattice without
being influenced by the lattice periodicity.
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Figure 1.1. First Brillouin zone of the fcc lattice. The points Γ , X, L, and others
are indicated. Specifically, Γ is the First Brillouin zone center, X is the center of
the square face, and L is the center of the hexagonal face. Adapted from [1].

Γ (0,0,0)

X (1,0,0)

L (1/2,-1/2,1/2)

U (1,-1/4,1/4)

K (-3/4,3/4,0)

W (1,
√

2/2,0)

Figure 1.2. Coordinates of symmetry points in the reciprocal lattice of a face–
centered cubic (fcc) lattice type, where each lattice point is surrounded by eight
nearest neighbors located at the corners of a cube. Additionally, there are six more
neighbors positioned at the center of each face of the cube. Lengths are in units
of 2π/a, where a is the lattice constant. Adapted from [1].

When analyzing the band model in reciprocal space, the energy-momentum re-
lation of electrons is described by the dispersion relation [2].

E(k) = Ec + h̄2|k|2

2m
, (1.1)

where
k2 = kx

2 + ky
2 + kz

2 (1.2)
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1.1 – Semiconductor Quantum Computing

k is the wavevector of the electron with its component kx, ky and kz, E is its
energy, m is the electron mass and Ec is the minimum of the conduction band. In
particular, the wave vector is obtained through the De Broglie relationship [1]:

p = h̄k (1.3)

where p is the momentum, k is the wavevector and h̄ is the Plank constant divided
by 2π. The De Broglie relationship aids the understanding of how electrons flow
inside crystal lattices, how their energy changes about momentum, and how they
react to external forces or electric fields in semiconductors. Specifically, remember-
ing that the De Broglie wavelength is λ = 2π

k
, it provides insight into how electron

wavefunctions interact with the periodic potential of the lattice, affecting their be-
havior, such as scattering and interference effects. When considering the alteration
of their energy concerning momentum, changes in the latter correspond to equiva-
lent changes in the De Broglie wavelength. This relationship aids in comprehending
how electron energy varies as it traverses the semiconductor lattice or interacts with
other particles. Lastly, in semiconductors, the De Broglie wavelength relationship
clarifies how electrons react to outside forces or electric fields. For instance, elec-
trons accelerate when exposed to an electric field, which modifies their momentum
and, consequently, the De Broglie wavelength that corresponds with it.

1.1.2 Technology Advantage
The previous decade witnessed a continuous advancement in quantum devices con-
structed from semiconductor materials. Indeed, this trend arose from the signifi-
cant limitations encountered by classical electronics across numerous applications.
Quantum electronics, especially quantum computing, emerged as a promising so-
lution for achieving functionalities that are not possible with classical electronics.
Various technologies have been proposed to foster the development of quantum
technologies, with Semiconductor Quantum Technologies being among the most
promising.

Semiconductor devices provide the capability to construct qubits with extended
decoherence time, which refers to the duration during which the qubit retains ac-
curate information [3]. As a result, obtaining very high fidelity, which describes
the level of agreement between the actual output of an operation and the planned
state [4], in gate implementation through semiconductor qubits is now conceivable.
Solid-state quantum computing devices based on semiconductors can be developed
by leveraging existing technologies used in classical devices. Consequently, semicon-
ductor technology presents a compelling opportunity for scalable and miniaturized
solid-state quantum computing.

After decades of advancement, it became evident that silicon was the optimal
material for next-generation devices leveraging quantum properties of charge and
spin. Recently, significant progress has been made in the treatment and analysis
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of quantum phenomena in silicon. Furthermore, in silicon technology, it is possible
to describe single electron confinement physics and observe spin blockade, which
was previously unattainable in other semiconductor materials [5]. Specifically, spin
blockade consists of a phenomenon in which the transport of electrons through a
quantum dot is blocked due to the Pauli exclusion principle, and it occurs only
when the energy levels of the quantum dot are aligned such that only electrons
with specific spin orientations can occupy them [6].

1.1.3 Silicon
The two devices analyzed in this thesis are also based on silicon since it is among
the most commonly used semiconductors in electronics. Silicon possesses a crys-
talline structure known as a diamond cubic structure, which belongs to the fcc
lattice type mentioned earlier. In this structure, each silicon atom forms covalent
bonds with four neighboring silicon atoms, resulting in a tetrahedral arrangement.
This arrangement creates a robust three-dimensional network of covalent bonds
throughout the crystal lattice.

Figure 1.3. Silicon Crystal structure with the diamond lattice, the three axes
indicate the different orientation.Adapted from [7].

6



1.1 – Semiconductor Quantum Computing

When analyzing the energy-momentum relation of electrons in silicon, it becomes
apparent that it has an indirect band gap of approximately 1.1 eV at room temper-
ature. An indirect band gap implies that the minimum of the conduction band has
a different wavevector (and, as a consequence, a different momentum) compared to
the maximum of the valence band, and the silicon features six degenerate minima
in the conduction band [1].

conduction 
band 
mimimum x6

 

Figure 1.4. The energy-momentum relation of silicon is examined, with a focus
on the six minima in the conduction band. Adapted from [8].
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1.2 Quantum Confinement Semiconductors
One crucial aspect of quantum computing involves the capability to generate quan-
tum confinement particles through specific heterostructures or precise application
of electric potential. Specifically, quantum confinement refers to the phenomena
where electron or other particle motion is restricted in a very small region. The
objective of this section is thus to elucidate the theory of quantum confinement
particles for both scenarios [9]. Moreover, this analysis serves as the foundation
for comprehending the more intricate phenomena governing quantum mechanics
theory in quantum computing.

1.2.1 Quantum Confinement Heterostructures
A quantum confinement heterostructure denotes a semiconductor device or material
structure designed to exploit quantum confinement effects, thereby controlling the
behavior of electrons and other charge carriers at the nanoscale. Quantum confine-
ment arises when the dimensions of a material approach the De Broglie wavelength
of the particles, such as electrons, within that material. [1]. The term “heterostruc-
ture” signifies that the material comprises various semiconductor materials with
differing band gaps. This is done to establish potential energy barriers and wells,
enabling precise regulation of the movement and confinement of charge carriers.

However, it is important to acknowledge that the materials composing the het-
erostructure may possess different lattice constants, representing the distance be-
tween two adjacent atoms. Despite employing precise epitaxial growth techniques,
there remains a possibility that lattice mismatches between materials could induce
stress and, consequently, defects in the structure.

Confinement along the growth direction is achieved through the difference be-
tween material band gaps, creating a discontinuity within the conduction and va-
lence bands. By engineering the structure in a specific manner, it becomes feasible
to confine carriers (electrons and holes) within a particular layer, quantizing the
carriers along the growth direction.

In the field of semiconductor heterostructures like quantum wells, wires, or dots,
quantum confinement arises when the size of the structure becomes comparable to
or smaller than the wavelength of electrons, rendering quantum effects relevant.
Consequently, the analysis of the system necessitates the application of quantum
mechanics and cannot be conducted using classical methods. In classical analysis,
it is assumed that particles in a confined structure can possess any energy or remain
stationary at zero energy, termed the ground state. Conversely, when analyzing the
system through quantum mechanics, this confinement results in the quantization
of energy levels. This implies that only specific discrete energy levels are allowed
for the confined structure particle and the ground state always possesses energy
different from zero.
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Figure 1.5. A band diagram of a heterostructure is depicted, showcasing
the engineering of different band gaps to confine electrons and holes within
the middle layer.

Specifically, when considering only one-dimensional confinement along the z-
direction and assuming infinite confinement barriers, the energy levels of a particle
are determined by:

Ez(nz) = n2
zπ2h̄2

2mL2
z

, (1.4)

where m is the mass particle, Lz is the width of the structure along z direc-
tion nz is an integer number called quantum number which is associated with the
energy level (nz = 1 is the ground state, when nz is equal to the largest possible
value corresponds to the highest level). However, the formula for Ez yields more
bound states than the actual value, as it assumes an infinite barrier potential. The
confinement will modify the energy-momentum relation because the subbands are
created as described in the following formula:

E(nz) = Ec + Ez(nz) +
h̄2(k2

x + k2
y)

2m
, (1.5)

where Ec is the minimum of the conduction band, kx =
ñ

2m
h̄2 Ex and ky =

ñ
2m
h̄2 Ey

are wavevector component along the y and x axes, with Ex and Ey are the kinetic
particle energy in such direction. This implies that the energy levels of the electrons
become quantized, leading to the formation of nz discrete energy levels known as
subbands, each having 2D dispersion relation E(kx, ky) as described in [9].

9



1 –

In conclusion, the quantum effect will also affect the Density of States (DOS), which
represents the distribution of available states for particles as a function of energy.
The formula for the bulk DOS is:

N(E) = 1
2π2

32m

h̄2

43/2 √
E (1.6)

Specifically, the square-root behavior of energy predicted by classical laws is no
longer applicable due to quantum effects. This change leads to the density of states
losing its energy dependence and adopting different formulas depending on the
number of quantized directions.

Here is a brief overview of various quantum confinement structures:

Quantum Wells Thin layers of semiconductor material sandwiched be-
tween two layers of a different semiconductor. Electrons
are confined to move in two dimensions within these
structures.

Quantum Wires These are narrow regions where electrons are confined
to move in one dimension.

Quantum Dots These are small semiconductor particles with sizes typi-
cally on the order of nanometers. Electrons are confined
in all three dimensions, resulting in discrete energy lev-
els.

Figure 1.6. Brief overview of various quantum confinement structures

1.2.2 Quantum Dots
In this thesis, the emphasis is placed on quantum dots where confinement occurs
in all three dimensions. Hence, there are no dispersion curves, as the vectorial
component of E does not depend on any k-vector component. Indeed, the dispersion
relation in a quantum dot, assuming equal lengths in all three dimensions (Lx =
Ly = Lz = L), is:

Enz ,ny ,nx = Ec + Ez(nz) + Ey(ny) + Ex(nx) = Ec + π2h̄2

2mL2 (n2
x + n2

y + n2
z) (1.7)

From the moment that the energies depend only on nx, ny, and nz (that are quan-
tum numbers) consequently, the DOS results in a series of δ − function centered
at the energy level.
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1.2 – Quantum Confinement Semiconductors

(a) DOS 0D (b) DOS 3D

Figure 1.7. Figure 1.7(a) represents the density of states in the Quantum Dot
when the motion of the particle is limited in all three directions. Figure 1.7(b)
represents the density of states in the Bulk materials, where the electrons are free
to move in all directions. Adapted from [10].
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1.3 Coulomb Peaks and Coulomb Diamonds
The definition of the chemical potential of the dot for a particular energy level
involves the energy difference between the dot’s states with different occupancies:
µdot(N + 1) = E(N + 1) − E(N), where E(N) denotes the total energy of the
dot when occupied by N electrons. In this setup, electrons tunnel from the source
to the dot, resulting in a transition from N to N+1 electrons in the dot, followed
by subsequent tunneling toward the drain. This process induces fluctuations in
the electron count within the dot, leading to observable peaks in conductance,
known as Coulomb peaks. These peaks are observed at specific gate voltages that
facilitate the incremental filling of the dot with individual electrons [11]. However,
it is mandatory to acknowledge that the ideal scenario, where a voltage variation
of 1 V corresponds precisely to an energy shift of 1 eV , is typically unattainable
in real systems. This discrepancy necessitates consideration of the lever arm, an
adimensional coefficient that characterizes a gate’s actual effectiveness in tuning
the chemical potential of the dot. The observation of Coulomb peaks entails a
meticulous process: measuring electron flow across a quantum dot by applying a
narrow source-drain bias window (the difference between the chemical potential of
the source (µs) and the drain (µd)), while finely adjusting the gate voltage. These
peaks become apparent at specific gate voltages when the electrochemical potential
of the quantum dot (µdot) falls within the source-drain bias window.

µ = µ0 − eαVg (1.8)

where α is the lever arm of that specific gate.

Figure 1.8. Coulomb peaks in current versus the gate voltage. Adapted from [12].
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1.3 – Coulomb Peaks and Coulomb Diamonds

A similar analysis is performed to obtain the coulomb diamonds. They describe
the behavior of the differential conductance versus the source-drain voltage and the
gate voltage. For this reason, the two voltages are tuned and, for each configuration,
the differential conductance is computed. In particular, the gate voltage is consid-
ered on the x-axis while the source-drain voltage is on the y-axis. The obtained
result is a series of diamonds representing the blockade regions, that correspond
to specific configurations of gate and source-drain voltage. Especially, these con-
figurations determine a quantized occupation number of electrons due to Coulomb
repulsion.
Finally, the plot (Fig 1.9), along the x-axis, starts with the diamond representing
the configuration with zero electrons, followed by a series of diamonds representing
successive quantized occupation numbers of electrons [13, 14].

Figure 1.9. Coulomb Diamonds representation. The differential conductance is
nearly zero in the grey region, while the dashed and solid lines represent the
boundaries of transport windows. Lastly, the number of electrons is fixed in each
Coulomb blockade region. Adapted from [15].
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1.4 Charge Stability Diagram
An in-depth examination involves analyzing the occupancy dynamics of quantum
dots as the voltages applied to the plunger gates vary. This analysis is typically vi-
sualized through a charge stability diagram, a fundamental representation in quan-
tum dot research. Considering a double quantum dot system, Figure 1.10(a) depicts
the double quantum dot charge stability diagram, illustrating how the equilibrium
electron occupancy changes with variations in the voltages applied to the plunger
gates. In the depicted scenario, the two dots operate independently, and in which
the alterations in each gate voltage solely influence the corresponding dot behavior.
However, as shown in 1.10(b), if the two dots are capacitive-coupled, an intriguing
interplay emerges. In this case, introducing an electron to one dot, not only alters
its electrostatic energy but also induces changes in the neighboring dot dynamics
due to capacitive coupling. Moreover, the voltage applied to one dot’s gate directly
impacts the behavior of the other dot through this capacitive interaction. This
intricate interdependence underscores the complexity of quantum dot systems and
highlights the importance of understanding their coupling mechanisms for precise
control and manipulation [16].

(a) NO COUPLING BETWEEN THE
DOTS

(b) COUPLING BETWEEN THE
DOTS

Figure 1.10. Figure 1.10(a) represents the Charge Stability Diagram with no
coupling between the dots, for this reason, the dots behave independently. In
figure 1.10(b) the dots have an interdependence due to the coupling different
from zero. Adapted from [17].
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Chapter 2

Qubit Semiconductor
technologies

This chapter represents an overview of the various semiconductor technology-based
approaches for producing qubits. As was previously noted, the focus of this thesis is
specifically on quantum dot qubits and the different ways in which they can be en-
coded. Specifically, this refers to the method of representing quantum information
using the quantum states of a system.

2.1 Qubit Implementation
Quantum dots are one of the most interesting ways to define qubits, because of the
following advantages:

• Scalability: Quantum dots can be fabricated using semiconductor fabrica-
tion techniques, making them compatible with existing semiconductor tech-
nology. In particular, is fundamental the compatibility with metal-oxide-
semiconductor (CMOS) integration techniques [18].

• Manipulation: Quantum dots can be handled using techniques such as elec-
trostatic gating, optical excitation, or the application of magnetic fields to
control the energy levels of electrons within the dot, thus enabling the encod-
ing and manipulation of quantum information [19].

• Control: Individual electrons can be trapped and manipulated within quan-
tum dots, allowing for precise control over their quantum states. This level of
control is crucial for performing quantum operations and maintaining coher-
ence, the property that allows quantum information to be processed without
decoherence [19].

15



2 – Qubit Semiconductor technologies

• Relatively Long Coherence Times: it refers to the duration for which
a qubit can maintain its quantum state. Quantum dots, in particular spin
qubits based on Silicon, can exhibit relatively long coherence times compared
to other qubit quantum dot implementations, which is essential for performing
complex quantum computations [3].

There are also two alternative methods to create qubits in semiconductors:

• Using dopants, in particular doped silicon, can generate isolated qubits with
exceptionally long decoherence times due to the weak spin-orbit coupling [20].

• Optically quantum address defects, for example the diamond nitrogen-vacancy
(NV−1) center has become a very suitable qubit candidate from the moment
that they can be initialized, manipulated, and measured with high fidelity at
room temperature [21].

(a) Gated defined QDs (b) Phosphorus dopant atom (c) NV defect

Figure 2.1. Different implementations of semiconductor technology for quantum
computing application. Adapted from [22] and [21]
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2.2 – Quantum Dots Qubit Typologies

2.2 Quantum Dots Qubit Typologies
Quantum dot qubits can be encoded using different methodologies as it will be de-
scribed in this section. As previously mentioned in Section 1.1.3, silicon exhibits six
degenerate minima. However, the significant in-plane tensile strain in the quantum
dot breaks the six degenerate minima into a higher fourfold degenerate level and
a lower twofold degenerate level. Additionally, quantum confinement further sepa-
rates the two lower levels as depicted in [23, 5] and the energy difference between
the ground state E0 and the first excited state E1 can be defined as valley splitting
∆v (Figure 2.2). Furthermore, the heterostructure composition influences the value
of valley splitting, as described in Section 3.

En
er

gy

six-fold 
degenerate

CB minimum 

four-fold 
degenerate

two-fold 
degenerate

E

E

0

1

Δv

Figure 2.2. Valley splitting in a quantum dot
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2 – Qubit Semiconductor technologies

2.2.1 The Spin-1
2 qubit

The use of electron spin is one of the simplest ways to implement a qubit. The
spin-1

2 qubit relies on the spin of the electron to store quantum information [24].
As mentioned earlier, the strain and the quantum confinement break the sixfold
degeneracy of the conduction band minima in silicon, leaving a spin-degenerate
ground state.

Hence, this level, which can be occupied by two electrons with different spins, is
further split into two levels by the energy Ez, known as the Zeeman energy.

This energy difference is achieved by applying a static magnetic field (see Figure
2.3). Moreover, the lower state of the system depends on the electron spin g-factor
of the material of the quantum dot. In fact, for a positive g-factor, the lower state
is |↓⟩; otherwise, for negative values the lower state is |↑⟩ [3].

En
er
gy

E Ez0

Figure 2.3. The figure describes the split of the spin degeneracy of Silicon, which
is characterized by a a positive g-factor.
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2.2 – Quantum Dots Qubit Typologies

At this point, it is possible to express the spin system Hamiltonian, written in
the {|↓⟩, |↑⟩} basis as:

H =
C

Ez
2 0
0 −Ez

2

D
(2.1)

In this specific type of encoding, each qubit is associated with a quantum dot
[18]. To manipulate the information, it is applied precise voltages to the electrical
gates, modifying the confinement potential and thereby influencing the electrons’
position and energy levels within the quantum dots. This manipulation allows the
control of quantum states, enabling the operations necessary for quantum com-
putation. The advantage of this kind of qubit lies in its long decoherence times
(tens of microseconds), although it exhibits slower manipulation speeds (tens of
nanoseconds).

2.2.2 Charge Qubit

The charge qubit exploits the charge of a physical system to represent quantum
information. Specifically, considering a double quantum dot system is employed,
the charge corresponds to the movement of an electron between the two dots [25].
Hence, the electron can move between the two dots thanks to a non-zero tunnel
coupling. Furthermore, the two states considered are the ground state |0⟩ and the
excited state |1⟩. They are usually denoted by |R⟩ and |L⟩ respectively. The system
Hamiltonian, in this case, is expressed as:

H =
C

ϵ
2 t0
t0 − ϵ

2

D
(2.2)

where ϵ is the detuning between the two dots and t0 is the tunnel coupling.
The considered structure is composed by two dots and an inter-dot barrier, that
are controlled by three different gates. Moreover, by adjusting the two dot gates,
the detuning between the two dots can be modified while the tunnel coupling can
be adjusted through the barrier gate. The qubit’s readout can be achieved by em-
ploying a charge sensor or by measuring the transport current from the source to
the drain. This approach eliminates the need for any conversion steps required in
the case of spin qubits [26].
Another significant advantage over charge qubits is the ability for very fast manip-
ulation (tens of picoseconds). However, the decoherence time is not as long as that
of spin qubits (tens of nanoseconds).
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2 – Qubit Semiconductor technologies

2.2.3 Singlet-Triplet (ST) qubit
A Singlet-Triplet (ST) qubit is a type of qubit that encodes quantum information
using the spin states of two electrons confined within a double quantum dot system.
It relies on the concept of singlet and triplet states, where the former is charac-
terized by a total spin quantum number of zero, and the latter by a total spin
quantum number of one, allowing spin component values of −1, 0, and 1. Specif-
ically, in the notation, it is crucial to indicate whether the system is in a singlet
or triplet state, denoted as T (NL, NR) for a triplet state and S(NL, NR) for a
singlet state [27], where NR and NL are the number of the electrons in the right
and left dot respectively. From the moment that the triplet state can have three
different configurations depending on the total spin number, the notation for the
four different states is:

• T+(1,1) = |↑↑⟩,

• T0(1,1) = 1√
2(|↑↓⟩ + |↓↑⟩),

• S(1,1) = 1√
2(|↑↓⟩ − |↓↑⟩),

• T−(1,1) = |↓↓⟩

However, the S(0,2) and S(2,0) states must be considered since they are ener-
getically close to the other four states. Conversely, T (2,0) and T (0,2) states can be
disregarded because, according to the Pauli Exclusion Principle, two electrons with
the same spin in the same dot must occupy the ground state and the first excited
state, that are separated due to valley splitting.

Typically, the encoded states are S(1,1) and T0(1,1). Specifically, |0⟩ = S(1,1)
and |1⟩ = T0(1,1), and the system Hamiltonian is expressed as:

H =
hJ(ϵ) ∆Ez

2
∆Ez

2 0

 (2.3)

where the symbol h represents the Planck constant, the term ϵ is the energy
difference (called detuning) between the energy levels of the two quantum dots.
Moreover, the parameter ∆Ez is the energy difference between the Zeeman energies
of the individual dots, and it must be different from zero to implement the Singlet-
Triplet qubit. Lastly, J(ϵ) is called exchange interaction [28], and represents how
much overlap between the wavefunctions of electrons in the different dots, which
can be tuned through barrier gates and controlling the tunneling coefficient [29].
Moreover, adjusting the detuning parameter ϵ, the exchange interaction can be
modified accordingly. This exchange interaction is typically quantified in frequency
units, such as Hertz (Hz).
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Singlet-triplet qubits may be more susceptible to certain types of errors com-
pared to spin qubits. Managing and mitigating errors, such as charge noise and
environmental fluctuations, can be more challenging in singlet-triplet qubit sys-
tems [30]. Also, they may have limitations in quantum gate fidelity compared to
spin qubits. Achieving high-fidelity quantum operations in singlet-triplet qubits
may require additional optimization efforts and they do not have fast manipula-
tion and read-out speed [31] [32]. However, Singlet-triplet qubits can be entirely
driven electrically, although they still require a Zeeman energy difference to achieve
universal single-qubit control. Consequently, specific qubits, such as the exchange-
only qubit, have been implemented. This particular qubit operates solely based on
the exchange interaction, eliminating the need for disparate Zeeman energy levels.
However, a notable constraint of this approach is its reliance on three electrons
distributed across three distinct quantum dots to realize the single qubit [33] [34].

2.2.4 Hybrid qubit
The hybrid qubit stands out for its unique encoding scheme, leveraging both elec-
tron positions and spins. It is engineered to exploit the favorable characteristics
of both spin qubits, known for their long decoherence times, and charge qubits,
recognized for their fast manipulation capabilities. Hence, it is encoded using two
eigenstates derived from the spins of three electrons within a double quantum dot
system. This innovative qubit configuration was initially build up in a double
quantum dot setup within a silicon/silicon-germanium (Si/SiGe) heterostructure
environment [35]. The inclusion of a third electron introduces a deviation from
purely singlet or triplet states in the quantum system. Consequently, fast electric
field manipulation techniques can be employed to rotate the qubit along any de-
sired axis, as demonstrated in [36]. In particular, one of the key distinctions from
charge state qubits lies in their enhanced resilience against coherence effects re-
ducing charge fluctuations. Additionally, they offer a more straightforward control
methodology compared to spin-1/2 qubits. Finally, in this specific configuration,
the qubit states are clearly defined:

• |0⟩ = |↓⟩L|S⟩R where S stands for singlet state in the right dot

• |1⟩ = 1√
3 |↓⟩L|T0⟩R +

ñ
2
3 |↑⟩L|T−⟩R where T0 and T− are two triplet states of the

right dot.

This thesis takes into account spin-1
2 qubit encoded in silicon-based quantum dot

heterostructures due to its scalability, high fidelity, and long coherence times. How-
ever, the primary focus of this work is to determine the physical structure param-
eters necessary for qubit implementation. Consequently, the detailed investigation
of the qubit encoding for the various structures is not extensively covered.
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Chapter 3

Physical description of the
three devices

Among all the possible semiconductor heterostructures, this thesis is focused on
two different types:

• Si0.7Ge0.3 −28 Si − Si0.7Ge0.3 heterostructure

• Si −28 Si − SiO2 heterostructure also called SiMOS structure.

Specifically, simulations are conducted for three different devices. The first two
devices consist of double quantum dot structures based on the two distinct het-
erostructures previously mentioned. The third device is a four-quantum dot struc-
ture based on the SiGe heterostructure.

Both heterostructures are developed along the ẑ-direction, implying that con-
finement along the ẑ-direction is generated from the variation in energy gaps energy
gaps between materials that trap the electrons in the 28Si layer, as described in Sec-
tion 1.2. For the x̂ and ŷ directions, the confinement is achieved through specific
applied potentials to the metal gate. Silicon has six degenerate conduction band
minima, as discussed earlier. However, quantum dots lift this degeneracy, as de-
tailed in Section 2.2. In particular, in the SiGe-based heterostructure, the splitting
is induced by the tensile stress in silicon, as the lattice constant of Si is smaller
than of SiGe [37]. In contrast, for the SiMOS structure, the splitting is due to the
formation of two-dimensional electron gas quantum confinement across the Si/SiO2
[100] interface [38, 39]. Furthermore, the lower twofold degenerate level is further
split by the electric fields and the confinement in the dot, ultimately yielding a
unique spin-degenerate ground state.

It is noteworthy that the energy splitting between the lower twofold degenerate
level, known as valley splitting, varies depending on the structure considered. For
the SiMOS structure, the energy splitting can oscillate between 0.2 and 0.8 meV
[40, 41], whereas for the SiGe structure, the values range between 0.02 and 0.1
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eV [42, 43, 44]. The higher splitting in the SiMOS structure is attributed to the
sharper potential step at the Si/SiO2 interface compared to the Si/SiGe interface.

Additionally, an important aspect of these structures is the silicon layer where
the electrons are confined. This layer is typically a thin layer of enriched 28Si. Nat-
ural silicon contains 4.7% 29Si nuclei, which negatively affect spin coherence. The
29Si nuclei have nonzero nuclear spin, meaning each nucleus interacts with others
and with electron spins through hyperfine interactions, leading to very short coher-
ence times. Instead, the 28-isotope of Si has zero net nuclear spin and eliminates
this issue. Furthermore, enriched 28Si offers another crucial advantage due to the
mass differences between the three stable isotopes [45, 46, 47].

3.1 SiGe Double Quantum Dot Heterostructure

Figure 3.1. Representation of SiGe Double Quantum Dot heterostruc-
ture obtained with GMSH [48]. The figure reports the structure of the
different gate layers

The heterostructure starts with 300 nm of linearly graded Si1−xGex where the
value of x changes from 0 to 0.3. However, our working tool QTCAD is not able
to compute automatically the strain from the definition of the material and of the
geometry. Therefore, for time computation reasons, this layer cannot be included
in the simulation and a strain potential is manually inserted in the code. On top
of this, a 30 nm of relaxed Si0.7Ge0.3 layer lies below a 10 nm layer of 28Si, that
is the quantum layer. However, in the experimental structure reported in [49]
the Si0.7Ge0.3 thickness is equal to 300 nm, but in order to reduce the memory
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usage in the program this layer is reduced. The quantum layer is separated from
the 2 nm Si cap by another 30 nm relaxed Si0.7Ge0.3 layer. Nevertheless, in the
experimental setup, the Si cap oxides before the atomic layer deposition of the top
oxide (Al2O3) and, for this reason, the Si cap is not considered in our experiment.
The device is made by a three-layer gate metal stack which are the Y-gates, the
plunger gates, and the barrier gate as reported in Figure 3.1. In the experimental
setup, the metal gate is fabricated with a Ti:Pd stack.The 3 nm Ti layer is utilized
as an adhesion layer for the Pd layer; consequently, the gates are predominantly
composed of Pd. To simplify the structure in the QTCAD simulation, the metal
gates are represented by Al2O3, and specific boundary conditions are defined at
the interface between the oxide structure and the gate region. Each metal layer is
separated from the underlying one by 7 nm of oxide. The height of the Y gates is
20 nm, while their width is 106 nm. The extension of dot plungers and barriers over
the quantum region is 33 nm along the x̂ direction, 33 nm along the ŷ direction,
and 30 nm along the ẑ direction, as depicted in Figure 3.2. The reservoir plungers
have the same dimensions as the dot plungers along the ẑ and ŷ directions, and
66 nm along x̂. The barriers and plungers are separated by 7 nm of oxide along
the x̂ direction. The Y gates are separated from the barriers and plungers by 7 nm
of oxide. Finally, there are four ohmic contacts located at the four corners of the
structure with a volume of 40×60×45 nm3. This implies that they include the top
Si0.7Ge0.3, 28Si quantum layer, and 5 nm of the Si0.7Ge0.3 below the quantum layer.
These ohmic regions are n+ doped, with a dopant concentration of 5 × 1018 cm−3

[50].

Figure 3.2. SiGe Double Quantum Dot heterostructure obtained with GMSH
[48]. The figure reports a cut of the structure along a plane perpendicular to the
XY plane in the quantum region
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X Z
Y

Figure 3.3. SiMOS Double Quantum Dot heterostructure obtained with GMSH
[48]. The figure reports the structure of the different gate layers

3.2 SiMOS Double Quantum Dot Heterostruc-
ture

The heterostructure begins with a 40 nm Si layer, similar to the SiGe device, which
has been reduced from 100 nm to improve computational efficiency. On top of this,
a 10 nm isotropically purified 28Si quantum layer is deposited. This is separated
from the Al2O3 by a 10 nm SiO2 layer. The device is composed of a three-layer gate
metal stack, which includes the Y-gates, the plunger gates, and the barrier gate, as
illustrated in Figure 3.3. Each metal layer is separated from the other metal layers
by 7 nm of oxide.

The height of the Y gates is 20 nm, while their width is 106 nm. The extension of
dot plungers and barriers over the quantum region, as shown in Figure 3.4, is 33 nm
along the x̂ direction, 33 nm along the ŷ direction, and 30 nm along the ẑ direction.
The reservoir plungers have the same dimensions as the dot plungers along the
ẑ and ŷ directions and 66 nm along the x̂ direction. Along the x̂ direction, the
barriers and plungers are separated by 7 nm of oxide. The Y gates are separated
from the barriers and plungers by 7 nm of oxide.

At the four corners of the structure, there are four ohmic contacts with a volume
of 40 × 60 × 25 nm3. These contacts include the top Si layer, which replaces the
SiO2 in this area, the 10 nm 28Si quantum layer, and 5 nm of the Si layer below the
quantum layer [50].
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Figure 3.4. SiMOS Double Quantum Dot heterostructure obtained with GMSH
[48]. The figure reports a cut of the structure along a plane perpendicular to the
XY plane in the quantum region

3.3 SiGe Four Quantum Dot Heterostructure

Y

X

Figure 3.5. SiGe Four Quantum Dot heterostructure obtained with GMSH [48].
The figure reports the structure of the different gate layers

The heterostructure, as described in [51], begins with a 2.5 µm strained relaxed
Si0.7Ge0.3 layer, which is reduced to 30 nm for computational efficiency, as done
in Section 3.1. Since QTCAD cannot automatically compute the strain from the
material and geometry definitions, a potential is manually inserted into the code.
On top of the Si0.7Ge0.3 layer is a 9 nm isotropically enriched 28Si quantum layer,
although in the real device, a small concentration of 29Si is still present. This
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quantum layer is separated from the 1 nm Si cap by another 30 nm relaxed Si0.7Ge0.3
layer, which completes the heterostructure. However, in the experimental setup,
the Si cap oxidizes before the atomic layer deposition of the top oxide (Al2O3),
thus the Si cap is not considered in our experiment. Instead, only 10 nm of Al2O3
is used to separate the gate stack from the heterostructure.

The device comprises a three-layer gate metal stack: Y-gates, plunger gates,
and barrier gates, as depicted in Figure 3.5. The three gate layers are made of
Ti:Pd, but to simplify the structure in the QTCAD simulation, the metal gates are
represented by Al2O3, with specific boundary conditions defined at the interface
between the oxide structure and the gate region. Each metal layer is separated
from the underlying one by 5 nm of oxide. The height of the Y gates is 15 nm,
while their width varies along the x̂ direction. Specifically, the Y gate in the upper
region has a width of 127.5 nm from x̂ = 40 nm to 115 nm, and then it is 112.5 nm
wide, whereas in the lower region, the Y gates are 112.5 nm wide from x̂ = 40 nm
to 145 nm, and then 127.5 nm wide.

The extension of dot plungers and barriers over the quantum region, as shown
in Figure 3.6, is 20 nm along the x̂ direction, 30 nm along the ŷ direction, and
30 nm along the ẑ direction. However, the right upper barrier and the left lower
barrier must separate the dot from the reservoir gates and the two dots along the
ŷ direction. Therefore, in the simulation, as described in Figure 3.5, they have
an L shape, with extensions of 55 nm along the ŷ direction and 45 nm along the
x̂ direction. The reservoir plungers have the same dimensions as the dot plungers
along the ẑ and ŷ directions and 60 nm along the x̂ direction, even though they are
not aligned as in the two previous cases but are rigidly shifted to accommodate the
Y gates. Along the x̂ direction, the barriers and plungers are separated by 5 nm of
oxide. The Y gates are separated from the barriers and plungers by 5 nm of oxide.

Finally, there are four ohmic contacts at the four corners of the structure, each
with a volume of 40 × 60 × 44 nm3. This means they include the top Si0.7Ge0.3,
the 28Si quantum layer, and 5 nm of the Si0.7Ge0.3 below the quantum layer. These
ohmic regions are n+ doped, with a dopant concentration of 5 × 1018 cm−3.
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Figure 3.6. SiGe Four Quantum Dot heterostructure obtained with GMSH [48].
The figure reports a cut of the structure along a plane perpendicular to the XY
plane in the quantum region
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Chapter 4

QTCAD simulation flow

The examination of the heterostructure is conducted using a specialized software
known as Quantum Technology Computer-Aided Design (QTCAD), which has been
recently developed by Nanoacademic Technologies. Due to QTCAD’s absence of an
inherent meshing tool, the initial step involves creating the structure and generating
the mesh using GMSH. Subsequently, GMSH produces specific files utilized by
QTCAD to simulate the device. Through QTCAD, crucial physical parameters of
our structures can be extracted, as described in [52]. In fact, it is a Finite Element
Method (FEM) based solver created specifically to simulate quantum devices. It
offers advanced capabilities for modeling and analyzing quantum systems with high
precision, addressing the challenges of quantum device modeling.

4.1 Poisson Equation
The simulation workflow in QTCAD proceeds methodically. Initially, the materials
of distinct regions and boundary conditions are defined, referencing the mesh gener-
ated by GMSH. Subsequently, the software solves the non-linear Poisson equation,
yielding essential parameters such as the conduction band edge and the electro-
static profile of the device, as highlighted in [53]. The non-linear Poisson equation
is:

−∇ · (ϵ∇φ) = ρ, (4.1)
ρ = ρsemi + ρo (4.2)

where the ϵ is the dielectric permittivity of the medium and the φ is the electric
potential, ρ is the charge and it can be expressed as the sum of two contributions.
The ρsemi is the charge in the semiconductor at the equilibrium

ρsemi = e(p − n + N+ − N−) (4.3)
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4 – QTCAD simulation flow

where e is the elementary charge, n is the electron density, p is the hole density
and N+ and N− are the densities of ionized donors and acceptors respectively.
The equation is defined as non-linear because n and p depend on φ, the variable
being solved for. Furthermore, N+ and N− may also depend on φ if an incomplete
ionization model is considered.
ρo is a fixed background volume charge density that can be set by the user.

4.2 Single Particle Schrödinger Equation
Moreover, within regions where classical physics becomes inadequate, the soft-
ware solves the time-independent Single-Particle Schrödinger equation using the
envelope-function approximation (EFA) [54], enabling computations of bound states,
their probability density, and energy levels [55]. In particular, it relies on the fact
that, within a very small volume, the fast-varying atomistic potential and the slow-
varying confinement potential set by the nanostructure are well separated in terms
of variation rate. The thesis analysis focuses on the electrons for which QTCAD
uses the effective mass approximation [56]. Specifically, the complex interaction
of an electron with the periodic potential of the lattice is replaced by considering
the electron as a free particle with an “effective mass” that differs from the elec-
tron’s actual mass in a vacuum. This effective mass accounts for the influence of
the periodic potential and makes it easier to analyze the electron’s behavior in the
material. Furthermore, the electron time-independent Single-Particle Schrödinger
Equation is:

H(r)F (r) = EF (r), (4.4)

H(r)F (r) = Vconf (r)F (r) + h̄2

2 k · M−1
e · kF (r) (4.5)

Considering a single conduction band, the eigenfunctions F (r) and the eigenener-
gies E are the solutions of the effective Schrödinger equation. Vconf is the total
confinement potential, h̄ is the reduced Planck constant, M−1

e is the electron in-
verse mass tensor and k = −i∇ is the wave vector operator. Envelope functions
substitute the wavefunctions in the conventional Schrödinger equation; however,
they do not constitute the complete solution as they do not have the atomistic
oscillatory components originating from the crystal potential.

4.3 Lever Arm
Once the Poisson and Schrödinger equations are solved for the reference potential
configuration, it is possible to compute an important quantity known as the lever
arm. This unitless coefficient quantifies the extent to which a gate, denoted as G,

34



4.4 – Multi-particle Schrödinger Equation

can modify the electrochemical potentials µ of a quantum dot:

µ = µ0 − eαGVG (4.6)

where e > 0 is the elementary charge and µ0 is the dot’s electro-chemical potential
when VG = 0.Taking into account that the electro-chemical potential is defined as
[16]:

µ = Etot(N) − Etot(N − 1) (4.7)
where Etot(N) is the total energy of the dot in N -electrons ground state, and
considering the constant interaction model [57], the lever arm is defined as:

αG = −C0G

CΣ
(4.8)

In QTCAD, C0G represents the capacitance between the dot and the gate, while CΣ
denotes the self-capacitance of the dot. Nevertheless, it is possible to compute the
lever arm explicitly without directly calculating these capacitances. By analyzing
the electronic configuration’s response to changes in gate bias, the lever arm can
be calculated through a straightforward linear fit of this response.

Additionally, QTCAD features a module to automatically compute the lever
arm. Specifically, the software solves the non linear Poisson equation for various
bias values of VG, with the other gates held fixed. Subsequently, it solves the Single-
particle Schrödinger Equation for each bias configuration. Finally, a linear fit is
performed on the different ground-state energies obtained from the solution of the
Single-particle Schrödinger Equation.

4.4 Multi-particle Schrödinger Equation
In scenarios where the structure is made by multiple quantum dots, a many-body
analysis becomes indispensable. Many aspects can be captured only through a
multi-particle simulation approach. Single-particle solvers can describe quantum-
mechanically confined carriers and classical gases but interactions between confined
particles are not modeled at a quantum-mechanical level [58]. For this reason,
this approach considers in an approximated way exchange and correlation effects
that come from a quantum-mechanical analysis of the Coulomb interaction. QT-
CAD uses a many-body solver grounded in the exact-diagonalization approach,
enabling an accurate depiction of exchange and correlation effects [59]. This tech-
nique includes the exchange and the correlation effects exactly, in contrast with the
Hartree–Fock and similar method [60] a mean-field approximation is implied.
Although many-body analyses may be time-intensive, QTCAD is engineered to
efficiently simulate semiconductor systems used to implement qubits, typically in-
volving a limited number of electrons and yielding meaningful results within a few
minutes.
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Considering second quantization and using the effective mass approach used
in Equation (4.5), the Hamiltonian for N conduction electrons, that are coupled
through Coulomb interaction, is:

H =
Ø
iσ

ϵiσ ĉ†
iσciσ + 1

2
Ø

ijkl,σσ′
Vijlkĉ†

iσ ĉ†
jσ′ ĉkσ ĉlσ (4.9)

where ĉiσ is the fermionic operator which annihilates an electrons of spin σ in the
i-basis state, ĉ†

iσ is the fermionic operator that creates an electrons of spin σ in the
i-basis, ϵiσ is the energy of single particle eigenstate with orbital index i and spin
index σ and Vijkl is the Coulomb integral of the basis set [61].
In quantum mechanics, a Fermi gas confined within a potential can be effectively
described by the Fermi-Hubbard model. Given that double quantum dots with
multiple electrons constitute a many-body system of fermions, employing the Fermi-
Hubbard model offers a simplified yet effective approach to capturing the intricate
physics involved [62]. Therefore, it becomes feasible to model the Equation 4.9
using the Fermi-Hubbard model:

HD ≈
Ø
iσ

ϵiσniσ +
Ø

i

Ui

2 ni(ni − 1) + 1
2
Ø

j,j /=i

Vijninj, (4.10)

where the particle operators ni = q
σ niσ, niσ = c†

iσciσ and the Coulomb interaction
energies Ui and Vi are introduced. The main advantage of these approximations is
that the number of Coulomb integrals to evaluate for nstates single-particle states
scales like O(n2

states) instead of O(n4
states) when overlap terms are included. Fur-

thermore, considering nstates states with a degeneracy ndegen and a single-body
envelope function Fi(r), QTCAD’s many-body solver reduces the Hamiltonian of
(4.9) into Nmax = nstates × ndegen + 1 many-body subspaces by first evaluating
Coulomb integrals and then diagonalizing it. Consequently, many-body eigensolu-
tions are determined within each subspace, providing a numerical solution to the
many-body problem when Nmax is sufficiently small (typically on the order of 10
electrons). However, to obtain important physical heterostructure parameters to
precisely model the qubit, only a small number of electrons is necessary.

4.5 Transport analysis
Once the many-body solver is set up using QTCAD, it becomes feasible to describe
quantum transport [61]. QTCAD models carrier transport by conceptualizing the
device as a junction. Specifically, the quantum region interfaces with two leads
(source and drain), and the device may incorporate several gates that regulate the
potential confinement within the quantum region. Carrier transport thus proceeds
from the source towards the drain via sequential tunneling through the quantum
dot region.
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Through QTCAD’s transport analysis, one can compute Coulomb Peaks, Coulomb
Diamonds, and Charge Stability Diagrams, which are fundamental in illustrating
the single-electron regime. Within QTCAD’s transport solver the many-body char-
acterization of the device is obtained by adding the coupling between the quantum
region and the leads, that is generated from tunneling events:

H =
Ø
iσ

ϵiσ ĉ†
iσciσ + 1

2
Ø

ijkl,σσ′
Vijlkĉ†

iσ ĉ†
jσ′ ĉkσ ĉlσ +

Ø
kL

ϵkLc†
kLckL+

Ø
kL,iσ

(t∗
kL,iσc†

kLciσ +H.c.)

(4.11)
the first two terms correspond to many-body Hamiltonian introduced in Equation
(4.9), the third term is the free Hamiltonian of source and drain with ϵkL the
energy of a lead L ∈ [D, S] eigenstate with wave vector k. The last term of
the equation describes the tunneling between the device and the leads, with tkL,iσ

the tunneling matrix element between the single electron eigenstates (iσ) of the
quantum region and the eigenstates k of the lead L. In the QTCAD transport
regime, the many-body device Hamiltonian is solved using the exact diagonalization
method and the interactions between the source, the drain and the dot, modeled
as a weak perturbation. Moreover, transport phenomena are described using the
master equation [61].

ṗm = −pm

Ø
n /=m

γnm +
Ø

n /=m

pnγmn = 0, (4.12)

Which is assumed to be in a steady-state regime. The indices m and n denote
the different eigenstates of the system, pm represents the occupation probability of
state m, and γmn is the total transition rate from n to m, which is described as:

γmn = ΓS
n→m + ΓD

n→m (4.13)

ΓS(D)
n→m represents the contribution to the transition rate attributed to the source

(drain) lead. Lastly, the charge current, corresponding to electrons entering the
device from the source, is:

IS = −e
Ø
αβ

pα

è
ΓS(αN → βN+1) − ΓS(αN → βN−1)

é
(4.14)

in which ΓS(αN → βN+1) is the transition rate associated with releasing an electron
from the lead into the device, while ΓS(αN → βN−1) is the transition rate associated
with realizing an electron from the device into the lead. Both transition rates are
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defined using Fermi’s golden rule [63], as follows:

ΓL(αN → βN+1)

= nF

A
EN+1

β − EN
α − µL

kBT

B
Ø
µν

⟨βN+1|c†
µ |αN⟩ ΓL

µν(EN+1
β − EN

α ) ⟨αN | cν |βN+1⟩ ,

ΓL(αN → βN−1)

=
C
1 − nF

A
EN

α − EN−1
β − µL

kBT

BD
Ø
µν

⟨αN |c†
µ |βN−1⟩ ΓL

µν(EN
α − EN−1

β ) ⟨βN−1| cν |αN⟩

(4.15)

where L ∈ {S, D} is the lead index (source or drain), µ and ν are indices that
describe the orbital-state and degeneracy of the single-electron basis states respec-
tively, EN

α is the energy of the many-body eigenstate |αN⟩, µL is the chemical
potential of the lead L, nF (x) is the Fermi–Dirac distribution and is ΓL

µν(E) is the
broadening function

Using the charge conservation concept, it is possible to additionally introduce
the charge current ID associated with electrons entering the device from the drain:

IS + ID = 0 (4.16)

4.5.1 Particle Addition Spectrum

The charge stability diagram, as defined in Section 1.4, illustrates the charge con-
figuration of the quantum dot system as a function of plunger gate biases, while
accounting for sufficiently small source-drain voltages (reflecting thermal equilib-
rium of quantum dots with the leads). Therefore, a fundamental quantity for thesis
analysis is the total number of particles in the system. Considering a constant tem-
perature T and chemical equilibrium with leads at chemical potential µ, the average
number of particles is given by:

⟨N⟩ = kBT
∂ log Z

∂µ
(4.17)

where kB is the Boltzmann Constant and Z is the grand partition function,
defined as:

Z = Tr
5
exp

3
−H − µN

kBT

46
(4.18)
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Furthermore, changes in the total number of particles correspond to peaks ob-
served in the particle addition spectrum as defined by [62]:

∂⟨N⟩
∂µ

= ⟨N2⟩ − ⟨N⟩2

kBT
(4.19)

Hence, the particle addition spectrum as a function of gate bias configurations
gives diagrams in which non-zero values indicate configurations that modify the
total particle number.

4.6 QTCAD Simulation Complications

4.6.1 Potential configuration and Non-linear Poisson equa-
tion convergence

One of QTCAD’s primary drawbacks is the slow convergence of the non-linear Pois-
son solution under a small error threshold. Specifically, it is necessary to define an
optimal mesh in GMSH, which contains a significant number of nodes both inside
and close to the quantum layer. However, as shown below, QTCAD’s iterative solu-
tion to the Poisson equation refines the mesh at each iteration by adjusting certain
parameters. Additionally, a specific potential configuration needs to be established
to achieve the proper confinement of the dots. Finding the right configuration to
ensure that the quantum dots are precisely localized in the correct spot requires
many simulations. Currently, there is no established procedure for determining the
precise potential arrangement.

4.6.2 Plunger gate Tuning
An ideal double quantum dot structure would exhibit perfect symmetry if the same
voltage were applied to both plunger gates. However, due to mesh asymmetries,
the potential profile becomes asymmetric, leading to an unequal distribution of
the wavefunction between the two dots. To achieve a symmetric configuration,
an offset voltage is applied to the dot where the wavefunction of the first excited
level is predominantly distributed. In fact, to ensure the wavefunction is evenly
distributed over both dots, the energy of the first excited level must decrease.
Specifically, the offset voltage is determined by adding to it the difference between
the ground state and the first excited level until this difference falls below a certain
threshold. The thresholds are different between the two structures, it has been
defined as 3×10−6 eV for the SiMOS, while for the SiGe structure has been fixed as
1×10−7 eV. However, if the offset voltage is too high, the ground state wavefunction
becomes predominantly distributed in the dot where the offset voltage is applied.
Consequently, further increasing the offset voltage leads to an increased splitting
between the two levels.
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To address this issue, if the difference between the two levels increases compared
to the previous value, the energy splitting is subtracted from the offset voltage.
Consequently, the offset voltage converges to a specific value that results in a sym-
metric distribution of potential, ensuring that the energy splitting remains below a
certain threshold. However, as the behavior approaches the two thresholds, it be-
comes random. This emphasizes the need for constant monitoring to determine the
offset that yields the most symmetric configuration. Mesh asymmetry also affects
the potential profile in the case of four dots. In this scenario, potential corrections
are applied to three of the four dots to ensure that the wavefunction is well dis-
tributed across all four dots. Therefore no standard procedure is defined also in
this circumstance.
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Chapter 5

Double Quantum Dots
Analysis

This chapter aims to present all the results obtained from the simulation of the
double dot heterostructure using the QTCAD software. Specifically, this chapter
begins with the results obtained from solving the Poisson and Schrödinger equation
and subsequently progresses to the main focus: the transport analysis. From the
moment that the analysis Poisson and Schrödinger equation of this structure is
already performed in [50].

5.1 SiGe Double Quantum Dot heterostructure
Poisson-Schrödinger Analysis

Considering the structure previously described some parameters are defined to per-
form the following analysis. The temperature is fixed at 15 mK, and the dopant
concentration is set to ND = 1 × 1018 cm−3, with complete ionization assumed.
Additionally, the metal workfunction is considered to be:

ϕm = χSi0.7Ge0.3 + Eg−Si0.7Ge0.3

2 (5.1)

where χSi0.7Ge0.3 and Eg−Si0.7Ge0.3 are the electron affinity and the band gap energy
of Si0.7Ge0.3 respectively. Regarding the mesh obtained in GMSH, the node element
size ranges from 4 nm in the bottom Si0.7Ge0.3 layer to 2 nm above and below the
quantum layer, till 1 nm inside the quantum layer. Finally, it ranges from 4 nm
to 2 nm inside the upper three gate layers. Furthermore, the applied voltages are
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introduced by setting Dirichlet boundary conditions within the FEM solver:

VY 1 = 290 mV
VY 2 = 290 mV
VP L = 780 mV
VP R = 780 mV
VBL = −200 mV
VBM = −150 mV
VBR = −200 mV
VRL = 600 mV
VRR = 600 mV

(5.2)

where VY i is the applied voltage to the i-Y gate, VP i is the applied voltage to the i-
Plunger gate, VBi is the applied voltage to the i-Barrier gate, and VRi is the applied
voltage to the i-Reservoir gate. Here, R, L, and M respectively stand for right, left,
and inter-dot. Moreover, considering what was discussed in Section 4.6.2, an offset
voltage of 593.44 µV is applied to the Right Dot Plunger, obtaining a symmetric
potential profile. Finally, from the moment that no strain can be simulated in
QTCAD, as mentioned in Section 3.1, a fictitious potential equal to −0.146 V is
applied to the Si quantum layer to align the minimum of the conduction band of
Si0.7Ge0.3 with the 28Si one.

5.1.1 Non-linear Poisson Equation
The initial simulation results are derived from solving the non-linear Poisson equa-
tion. Specifically, an iterative approach is employed to solve the non-linear Poisson
equation, where the mesh is refined at each iteration until the error falls below a
certain threshold, set to 1 × 10−7. The refinement is optimized by setting specific
parameters in the simulation code.

One of the significant results obtained from solving the Poisson equation is the
Conduction Band minimum inside the quantum layer. It can be observed in Figure
5.1(a), where the dark blue regions represent the four ohmic contacts (n+ doped
area), while the light blue regions on the left and right represent the two reservoir
gates. Furthermore, from the representation of the conduction band minimum, it
is evident how well-defined the two quantum dots are inside the quantum layer.
However, the Poisson solution also provides insights into the classical electron pop-
ulation within the quantum layer, specifically at z = 35 nm, as depicted in Figure
5.1(b). In this representation, the quantum dots are not discernible as a uniform
distribution is observed, except for the four n+ doped regions (dark red) and the
reservoir regions (light blue). This underscores the inadequacy of a classical analy-
sis of carriers within the quantum layer, emphasizing the necessity of employing a
quantum mechanics approach.
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(b) SiGe Double Quantum Dot heterostruc-
ture classical electrons density

Figure 5.1. Various properties of the SiGe Double Quantum Dot heterostructure
obtained by solving the Non-Linear Poisson Equation in QTCAD [64]. On the left
5.1(a), the SiGe Double Quantum Dot heterostructure Conduction Band Minimum
in the xy plane considering z = 35 nm, hence located inside the quantum layer,
is obtained by solving the Non-Linear Poisson Equation in QTCAD [64]. On the
right 5.1(b), the SiGe Double Quantum Dot heterostructure classical electrons
density in the xy plane considering z = 35 nm, hence located inside the quantum
layer, is obtained by solving the Non-Linear Poisson Equation in QTCAD [64].

5.1.2 Single-Particle Schrödinger Equation
Considering the classical physics inadequacy, a quantum mechanics approach is
employed by solving the Single-Particle Schrödinger equation. Specifically, the
Schrödinger equation is solved in the quantum region, which has the following
dimensions:

• along the x̂ axis, from x = 93.5 nm to 259.5 nm

• along the ŷ axis, from y = 60 nm to 213 nm

• along the ẑ axis, from z = 25 nm to 45 nm

In this case, the threshold error is set to 1 × 10−9. Solving the Single-Particle
Schrödinger Equation allows to determine the eigenstates and eigenenergies. Specif-
ically, Figure 5.2(a) and Figure 5.2(b), show the cuts on the xy plane inside the
quantum layer, depicting the bonding and antibonding eigenfunctions, revealing an
equal distribution of the wavefunction over the dots. Additionally, Figure 5.3 lists
the eigenenergies of the first five eigenstates. Moreover, as described in Section 4.3,
the lever arm matrix results have been obtained in simulation, as reported in Table
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5.1, and they can be employed for the tunneling coefficinet analysis as function
of the inter-dot barrier gate voltage. Finally, by considering the eigenenergies of
Figure 5.3, it is possible to compute an approximation of the tunneling coupling
between the dots [65]:

t0 ≈ E1 − E0

2 = 300 neV =⇒ 72.53 MHz (5.3)

where E1 and E0 are the first excited level energy and the ground state level energy
respectively with zero detuning. The results obtained shows the behavior of the
tunneling coefficient as function of the inter-dot barrier voltage, while keeping the
other gate voltages fixed, as represented in Figure 5.4. In fact, with a high inter-dot
barrier, the splitting of the levels decreases (E1 ≈ E0), resulting in a low tunneling
coefficient. Otherwise, a low inter-dot barrier means high splitting between E1 and
E0, hence a high tunneling coefficient. As done for the eigenstate representation,
the mesh asymmetries must be taken into account when the inter-dot barrier voltage
is modified.

x [nm]

y
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n
m

]

(a) Bonding single-particle eigenfunction in the
xy plane

x [nm]

y
 [
n
m

]

(b) Antibonding single-particle eigenfunction in
the xy plane

Figure 5.2. Single-particle eigenfunction in the xy plane for the SiGe Double
Quantum Dot heterostructure. On the left 5.2(a), the Bonding single-particle
eigenfunction located at z = 35 nm, hence inside the quantum layer. On the
right 5.2(b), the Antibonding single-particle eigenfunction located at z = 35 nm,
hence inside the quantum layer. Both are obtained by solving the Single-Particle
Schrödinger Equation in QTCAD [64].
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Energy Level Energy [meV]
0 3.27559
1 3.27619
2 6.2927
3 6.31264
4 6.48457

Figure 5.3. Eigenenergies for the first five states of the SiGe Double
Quantum Dot heterostructure obtained by solving the Single-Particle
Schrödinger Equation in QTCAD [64].

Energy Level αP L αBM αP R

0 7.773 × 10−2 2.440 × 10−2 7.770 × 10−2

1 2.083 × 10−2 2.439 × 10−2 2.075 × 10−2

2 5.054 × 10−2 2.528 × 10−2 5.220 × 10−2

3 4.438 × 10−2 2.497 × 10−2 4.263 × 10−2

4 7.453 × 10−2 2.311 × 10−2 5.614 × 10−2

Table 5.1. Lever Arm matrix of the SiGe Double Quantum Dot heterostruc-
ture for the first five states, considering the two plungers gate and the inter-dot
barrier gate of obtained by solving the Single-Particle Schrödinger Equation
in QTCAD [64]. The voltage increment, to compute the Lever Arm matrix,
is approximately equal to 100 µV
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Figure 5.4. E1 and E0 splitting energy by changing the inter.dot barrier voltage
for the SiGe heterostructure obtained in QTCAD [64].

5.2 SiGe Double Quantum Dot heterostructure
Transport Analysis

Transport analysis is fundamental for understanding how electrons move between
the quantized energy levels of quantum dots, and this information is crucial for op-
timizing the performance of qubits based on quantum dots. In a multiple quantum
dot scenario, solving the Single-Particle Schrödinger Equation alone is insufficient.
Therefore, a multi-particle solver is implemented, as described in Section 4.4. Then,
a comprehensive transport analysis of our structure is performed once the QTCAD
many-body solver is set up.

5.2.1 Coulomb Peaks
Coulomb peaks are a series of sharp peaks observed in the current of a quantum dot
system as a function of gate voltage or bias voltage. These peaks are not related to
various single-electron eigenstates (orbital and spin), rather the distance between
two peaks corresponds to the energy required for the quantum dot to transition
from a state with N electrons to a state with N+1 electrons. Since a 1D analysis is
necessary to compute the Coulomb Peaks, our structure must be reduced to a single
dot. Two solutions are explored: the first entails removing the inter-dot barrier by
applying the same potential both the inter-dot barrier gate and the plunger gates,
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while the second involves modifying the structure in GMSH. This modification is
depicted in Figure 5.5, where the inter-dot barrier gate is eliminated leaving only
a single large dot with a plunger gate.

Figure 5.5. SiGe modified Heterostructure obtained in GMSH [48] performing a
cut along a plane perpendicular to the xy plane. Now, the structure has only one
Dot Plunger in red, maintaining the other structure parameters are the same

Moreover, the positions of the peaks are located at:

Φbias = µ(N)
αe

(5.4)

where α is the lever arm, that for simplicity in this simulation is considered equal to
1, µ is the electrochemical potential defined in Equation 4.7, and e is the elementary
electron charge.

As outlined in Section 4.5, the device is treated as a junction, therefore the
Coulomb Peaks are obtained by calculating the current entering the device while
varying the plunger dot voltage between −0.04 V and 0.05 V vanishing source-drain
voltage (in this case VDS = 100 µ V, as described by Equation 4.14). Two states
with a degeneracy of two are specifically considered, setting the temperature to 1
K and the broadening of the energy level to 10 Hz using a constant function to
describe it.
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(a) Coulomb Peaks obtained in QTCAD [64],
by applying the same potential of the two dot
plungers to the inter-dot barrier.
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(b) Coulomb Peaks obtained in QTCAD [64] by
modifying the structure in GMSH

Figure 5.6. Coulomb Peaks for the SiGe Heterostructure obtained in QTCAD
[64]. On the left 5.16(a), Coulomb Peaks for the SiGe Heterostructure with the
same potential applied to the two dot plungers and the inter-dot barrier. On
the right 5.16(b), Coulomb Peaks for the SiGe Heterostructure with a modified
structure in GMSH, reduced to one single big dot.

Despite considering only two states, four peaks are observed in both Figure
5.6(a) and Figure 5.6(b). This occurs because the peaks that you observe are not
related to various single-electron eigenstates (orbital and spin) but rather to the
energy required for the quantum dot to go from a state with N electrons to a state
with N+1 electrons. For this reason in the absence of a magnetic field, the energy
required to go from 0 to 1 electron is equal to the single-electron orbital ground state
energy, meaning that states with different spin are indeed coincident. Consequently,
to go from 1 to 2 electrons, the energy required would be the difference between
the single-electron ground state and the two-electron ground state, and so forth.
Moreover, considering the Constant Interaction model [16] that is a very rough
approximation that does not capture all the complexity of the many-body physics
observed in exact diagonalization (the technique used in QTCAD), but still provides
some qualitative understanding of the underlying physics. In the CI model, the
difference between chemical potentials with N and N+1 electrons is:

Eadd(N) = µ(N + 1) − µ(N) = Ec + ∆E (5.5)

where µ(N+1) is the electrochemical potential with N+1 electrons, µ(N) is the elec-
trochemical potential with N electrons, ∆E is the difference between two discrete
single-electron levels and EC = e2/C is the charging energy, with C = CS+CD+CG,
where CS, CD and CG are the source, drain, and gate capacitances, respectively.
Hence, even for degenerate orbital levels (∆E = 0), non-coincident peaks are
present because of the charging energy EC that arises from Coulomb interactions
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5.2 – SiGe Double Quantum Dot heterostructure Transport Analysis

between the electrons in the quantum dot. Furthermore, the different peak heights,
adopting Equation 4.14, are due to the different values of the many-body transition
rates for the various states obtained through Equation 4.15. In fact, even if the
broadening function (single-body transition rates) is assumed constant, the many-
body transition rates are not, resulting in varying peak heights. Both solutions
yield similar results. However, minor discrepancies may arise due to variations in
the potential profile obtained in the two solutions, as shown in Figure 5.7(a) and
Figure 5.7(b). Finally, the voltage applied to the dot plunger is reduced to 0.5 V
compared to the double quantum dot configuration. This adjustment prevents the
formation of an excessively deep dot, which could potentially lead to issues.
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(a) SiGe Heterostructure Conduction Band
Minimum with modified VBM
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(b) SiGe Heterostructure Conduction Band
Minimum with GMSH modified structure

Figure 5.7. the Conduction Band Minimum for the SiGe Heterostructure ob-
tained in QTCAD [64]. On the left 5.7(a), the Conduction Band Minimum for the
SiMOS Heterostructure with modified VBM . On the right 5.7(b) the Conduction
Band Minimum for the SiMOS Heterostructure with GMSH modified structure.
Both images are cuts along the x̂ axis at y = 136.5 nm and z = 35 nm.

5.2.2 Coulomb Diamonds
The Coulomb Diamonds represent the relationship between differential conduc-
tance, source-drain voltage, and gate voltage. Similar to the Coulomb peaks sce-
nario, a one-dimensional analysis is necessary, employing the same methodologies
previously used to simplify the structure to a single dot. Additionally, an approxi-
mation is introduced: rather than computing the full differential conductance, only
the difference between the extreme current values at different potential configura-
tions are considered. Specifically, the current values for each bias configuration are
obtained by sweeping both the gate voltage and the source-drain bias using Equa-
tion 4.14. As for the Coulomb Peaks, two states with degeneracy two are considered
in the analysis. Moreover the source-drain voltage sweeps between −8 mV and 8
mV, the plunger dot gate voltage sweeps −0.06 V and 0.05 V, the broadening is
considered equal to 1 Hz, the temperature is set to 1 K and for simplicity the lever
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arm of the gate is considered equal to one. The resulting Coulomb Diamond pat-
terns, depicted in Figure 5.8(a) and Figure 5.8(b), show regions of blockade where
the number of electrons is constant. Similarly to the Coulomb Peaks case, the re-
sults are comparable for the two methods used to reduce the structure to a single
dot. However, minor discrepancies arise due to differences in the potential profile.
Furthermore, the obtained results reveal five diamonds along the x̂-axis, represent-
ing five Coulomb blockade regions where the number of electrons is fixed. It is
worth noting that even without applying a magnetic field, five blockade regions are
present. This is because Coulomb Diamonds are not related to the single-particle
eigenstates but to the system electron number. Furthermore, the central diamond is
larger compared to the two adjacent ones because it separates two different states,
whereas the other two separate the same state with different numbers of electrons.
Finally, following the approach used for the Coulomb Peaks, the voltage applied to
the plunger gate is reduced to 0.5 V compared to the double quantum dot config-
uration to avoid the formation of an excessively deep dot, which could potentially
cause issues.
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(a) SiGe Heterostructure Coulomb Diamonds
with modified VBM

0.000 0.008 0.016 0.024 0.032 0.040
Vg(V)

0.006

0.003

0.000

0.003

0.006

V s
(V

)

0e+00

2e-20

5e-20

7e-20

1e-19

1e-19

1e-19

2e-19

2e-19

Di
ffe

re
nt

ia
l c

on
du

ct
an

ce
 (a

rb
. u

ni
ts

)

(b) SiGe Heterostructure Coulomb Diamonds
with GMSH modified structure

Figure 5.8. Coulomb Diamonds for the SiGe Heterostructure obtained in QTCAD
[64]. On the left 5.8(a), Coulomb Diamonds with a modified VBM , obtained in
QTCAD [64]. On the right 5.8(b), Coulomb Diamonds with a GMSH modified
structure, obtained in QTCAD [64].

5.2.3 Charge Stability Diagram
As discussed in Section 4.4, the Fermi-Hubbard Model offers a practical approach
for simplifying the evaluation of Coulomb integrals in the context of double quantum
dots. Specifically, the get_coulomb_matrix method within the many-body solver
facilitates the computation of Coulomb interaction terms Ui and Vij directly from
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5.2 – SiGe Double Quantum Dot heterostructure Transport Analysis

the Coulomb interaction matrix. Before conducting this computation, configuring
the parameters of the many-body solver is essential. Notably, the number of states is
set to four with a degeneracy of two. Furthermore, the Coulomb interaction matrix
is computed without accounting for overlap terms. These terms typically emerge
as atoms with unpaired electrons approach each other, resulting in a decrease in
energy until a bond forms. In fact, after the bond formation, orbital energies reach
a minimum. The energy released upon bond formation, derived from the difference
between maximum and minimum orbital energies, is negligible compared to inter-
dot and On-site Term Energy [66], thus justifying simplification.

Once the many-body solver is configured, computing the charge stability dia-
gram becomes feasible. However, to speed-up computations, an approximation is
proposed instead of adhering to the workflow employed for Coulomb Peaks and
Coulomb Diamonds, using the sequential tunneling current (Equation 4.14). When
the source-drain bias is sufficiently weak (in this case equal to zero), the dot system
is at thermodynamic equilibrium with the leads. Therefore, the position of the
transition lines in the charge stability diagram can be determined by computing
the average particle addition spectrum, as described in Section 4.5.1.

In contrast with the approach of Coulomb Peaks and Coulomb Diamonds, the
junction is not defined from the total device, but it is initialized from the many-
body solver, which contains the single-particle energy levels, the Coulomb inter-
action matrix, and the lever arm matrix arrays (Section 4.3) that were previously
calculated. Hence, the time calculation reduction occurs because the Coulomb in-
teraction matrix is not computed again during the initialization of the junction, and
the lever arm can be calculated for different bias configurations without solving the
single-particle Schrödinger equation again. Additionally, the temperature is set to
10 K instead of 15 mK to obtain thicker transition lines in the addition spectrum.
At this point, it is possible to compute the charge stability diagram by computing
the addition spectrum for each configuration of the two plunger dot gate voltages.
Specifically, the added voltages to the reference ones vary from 1 mV to 0.6 V.

From Figure 5.9(b) and Figure 5.9(a), two cases can be observed: one for low
coupling between the dots (inter-dot barrier gate voltage equal to -0.35 V) and
one for high coupling between the dots (inter-dot barrier gate voltage equal to -0.2
V). In the low coupling case, the two dots operate almost independently, where
alterations in each gate voltage solely influence the corresponding dot’s behavior.
However, this is not the case of the high coupling scenario. If the two dots are
capacitively coupled, an intriguing interplay emerges, where the voltage applied to
one dot’s gate directly impacts the behavior of the other dot through this capacitive
interaction. Nevertheless, the presence of triple points in the transition of the low
coupling charge stability diagram suggests a small interdependence between the
dots in this scenario as well.

In conclusion, the interdependence underscores the complexity of quantum dot
systems and highlights the importance of understanding their coupling mechanisms
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for precise control and manipulation.

(a) SiGe heterostructure Charge Stability Dia-
gram with VBM equal to -0.35 V
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(b) SiGe heterostructure Charge Stability Dia-
gram with VBM equal to -0.2 V

Figure 5.9. Charge Stability Diagrams for the SiGe heterostructure obtained in
QTCAD [64]. On the left 5.9(a), the Charge Stability Diagrams for the SiGe
heterostructure with VBM equal to -0.35 V, resulting in low coupling between the
dots, so they behave almost independently. On the right 5.9(b), the Charge Sta-
bility Diagrams for the SiGe heterostructure With VBM equal to -0.2 V, resulting
in high coupling between the dots, causes them to behave more like a single dot.

5.3 SiMOS Double Quantum Dot heterostructure
Poisson-Schrödinger Analysis

Firstly, as done before, all simulation parameters are introduced. Specifically, the
temperature is fixed at 15 mK and the dopant concentration is set to ND = 1 ×
1018 cm−3, with complete ionization assumed. Additionally, the metal workfunction
is:

ϕm = χSi + Eg−Si

2 (5.6)

where χSi is the electron affinity of Si and Eg−Si is the band gap energy of Si,
respectively. Regarding the mesh obtained in GMSH, the node element size ranges
from 8 nm in the bottom Si layer to 2 nm above and below the quantum layer,
till 1 nm inside the quantum layer. Finally, it ranges from 8 nm to 2 nm inside
the upper three gate layers. Furthermore, the applied voltages are introduced by
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setting Dirichlet boundary conditions within the FEM solver:

VY 1 = 535 mV
VY 2 = 535 mV
VP L = 700 mV
VP R = 700 mV
VBL = 400 mV
VBM = 40 mV
VBR = 400 mV
VRL = 1.3 V
VRR = 1.3 V

(5.7)

where VY i is the applied voltage to the i-Y gate, VP i is the applied voltage to
the i-Plunger gate, VBi is the applied voltage to the i-Barrier gate, and VRi is the
applied voltage to the i-Reservoir gate. Here, R, L, and M respectively stand for
right, left, and inter-dot. Moreover, considering what discussed in Section 4.6.2,
an offset voltage of 199.06 µV is applied to the Right Dot Plunger, obtaining a
symmetric potential profile.

5.3.1 Non-linear Poisson Equation

The first results of the simulation are obtained by solving the non-linear Poisson
equation. In particular, as for the SiGe heterostructure, an iterative solution of
the non-linear Poisson equation is performed, refining the mesh at each iteration
until the error goes below a certain threshold set to 1 × 10−7. Also in this case, the
Conduction Band minimum is obtained by solving the non-linear Poisson. Ana-
lyzing Figure 5.10(a), the dark blue regions represent the four ohmic contacts (n+
doped area), while the light blue regions on the left and right represent the two
reservoir gates. Furthermore, from the representation of the conduction band min-
imum, it is evident how well-defined the two quantum dots are inside the quantum
layer. Similarly the previous case, the Poisson solution also provides insights into
the classical electron population within the quantum layer, specifically at z = 45
nm, as depicted in Figure 5.10(b). In this representation, the quantum dots are
not discernible, as a uniform distribution is observed, except for the four n+ doped
regions (dark red) and the reservoir regions (light blue). This underscores the in-
adequacy of a classical analysis of carriers within the quantum layer, emphasising
the necessity of employing a quantum mechanics approach.
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(b) SiMOS Double Quantum Dot heterostruc-
ture classical electrons density

Figure 5.10. Various properties of the SiMOS Double Quantum Dot het-
erostructure obtained by solving the Non-Linear Poisson Equation in QTCAD
[64]. On the left 5.10(a), the SiMOS Double Quantum Dot heterostructure
Conduction Band Minimum in the xy plane considering z = 45 nm, hence lo-
cated inside the quantum layer, is obtained by solving the Non-Linear Poisson
Equation in QTCAD [64]. On the right 5.10(b), the SiMOS Double Quan-
tum Dot heterostructure classical electrons density in the xy plane considering
z = 45 nm, hence located inside the quantum layer, is obtained by solving the
Non-Linear Poisson Equation in QTCAD [64].

5.3.2 Single-Particle Schrödinger Equation
As in the previous SiGe heterostructure case, classical physics proves inadequate
for analyzing the electron population within the quantum layer. Consequently,
a quantum mechanics approach is adopted, involving the solution of the Single-
Particle Schrödinger equation. Specifically, this equation is solved in the quantum
region, which has the following dimensions:

• along the x̂ axis, from x = 96.5 nm to 256.5 nm

• along the ŷ axis, from y = 60 nm to 213 nm

• along the ẑ axis, from z = 35 nm to 55 nm

In this case, the threshold error is set to 1 × 10−9. Solving the Single-Particle
Schrödinger Equation allows to determine the eigenstates and eigenenergies. Specif-
ically, in Figure 5.11(a) and Figure 5.11(b), the cross-sections on the xy plane
inside the quantum layer illustrate the bonding and antibonding eigenfunctions.
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Notably, the wavefunction is equally distributed over the dots. Moreover, Figure
5.12 presents the eigenenergies of the first five eigenstates. Also in this case, as
described in Section 4.3, it is obtained the lever arm matrix (Figure 5.13). Finally,
considering the eigenenergies of Figure 5.12, it is computed an approximation of
the tunneling coupling between the dots [65]:

t0 ≈ E1 − E0

2 = 1.475 µeV =⇒ 356.65 MHz (5.8)

where E1 and E0 are the first excited level energy and the ground state level energy
respectively with zero detuning.

It also observes the behavior of the tunneling coefficient by modifying the inter-
dot barrier voltage, keeping the other gate voltages fixed, as shown in Figure 5.14.
In fact, for a high inter-dot barrier, the splitting of the levels decreases (E1 ≈ E0)
resulting in a low tunneling coefficient. Otherwise, a low inter-dot barrier means
high splitting between E1 and E0, hence a high tunneling coefficient. As done for
the eigenstate representation, the mesh asymmetries must be taken into account
when the inter-dot barrier voltage is modified.
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(a) Bonding single-particle eigenfunction in
the xy plane

(b) Antibonding single-particle eigenfunction
in the xy plane

Figure 5.11. Single-particle eigenfunction in the xy plane for the SiMOS Double
Quantum Dot heterostructure. On the left 5.11(a), the Bonding single-particle
eigenfunction located at z = 45 nm, hence inside the quantum layer. On the
right 5.11(b), the Antibonding single-particle eigenfunction located at z = 45 nm,
hence inside the quantum layer. Both are obtained by solving the Single-Particle
Schrödinger Equation in QTCAD [64].
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Energy Level Energy [meV]
0 11.28923
1 11.29218
2 14.07295
3 14.08133
4 14.48267

Figure 5.12. Eigenenergies for the first five states of the SiMOS Dou-
ble Quantum Dot heterostructure obtained by solving the Single-Particle
Schrödinger Equation in QTCAD [64].

Energy Level αP L αBM αP R

0 1.275 × 10−1 3.447 × 10−2 1.275 × 10−1

1 1.951 × 10−2 3.439 × 10−2 1.949 × 10−2

2 1.066 × 10−1 3.103 × 10−2 1.791 × 10−2

3 1.952 × 10−2 3.085 × 10−2 1.083 × 10−1

4 1.015 × 10−1 3.910 × 10−2 1.011 × 10−1

Figure 5.13. Lever Arm matrix of the SiMOS Double Quantum Dot heterostruc-
ture for the first five states, considering the two plungers gate and the inter–
dot barrier gate of obtained by solving the Single-Particle Schrödinger Equation
in QTCAD [64]. The voltage increment, to compute the Lever Arm matrix, is
approximately equal to 5 mV

Figure 5.14. E1 and E0 splitting energy by changing the inter.dot barrier voltage
for the SiMOS heterostructure obtained in QTCAD [64].

58



5.4 – SiMOS Double Quantum Dot heterostructure Transport Analysis

5.4 SiMOS Double Quantum Dot heterostructure
Transport Analysis

As for the SiGe heterostructure, the transport analysis is fundamental for under-
standing how the electrons move between the quantum dot quantized energy levels,
using this information to optimize the performance of qubits based on quantum
dots. Also, it is performed a multi-particle Schrödinger description, as described in
Section 4.4. Once the QTCAD Many-body solver is set up, it is possible to perform
a transport analysis of our structure.

5.4.1 Coulomb Peaks

The Coulomb peaks are defined as done for the SiGe heterostructure. Furthermore,
two solutions are explored: the first entails removing the inter-dot barrier by ap-
plying the same potential to the inter-dot barrier gate as that of the plunger gates,
while the second involves modifying the structure in GMSH. This modification is
depicted in Figure 5.15, where the inter-dot barrier gate is eliminated, leaving only
a single large dot with a plunger gate.

Figure 5.15. SiMOS modified Heterostructure obtained in GMSH [48], perform-
ing a cut along a plane perpendicular to the xy plane. Now, the structure has only
one Dot Plunger in red, maintaining the other structure parameters are the same

Also in this case, the Coulomb peaks are computed for two states with degen-
eracy two, considering a drain-source voltage equal to 100 µV, a dot plunger gate
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5 – Double Quantum Dots Analysis

voltage interval from −0.01 to 0.05, the temperature is set to 1 K and the broad-
ening of the energy level is set to 10 Hz by using a constant function to define
it.
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(a) Coulomb Peaks obtained in QTCAD [64],
by applying the same potential of the two dot
plungers to the inter-dot barrier.
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(b) Coulomb Peaks obtained in QTCAD [64] by
modifying the structure in GMSH

Figure 5.16. Coulomb Peaks for the SiMOS Heterostructure obtained in QTCAD
[64]. On the left 5.16(a), Coulomb Peaks for the SiMOS Heterostructure with the
same potential applied to the two dot plungers and the inter-dot barrier. On
the right 5.16(b), Coulomb Peaks for the SiMOS Heterostructure with a modified
structure in GMSH, reduced to one single big dot.

From Figure 5.16(a) and Figure 5.16(b), even though no magnetic field is applied
during the simulation, for two states are observed four peaks with specific distances.
Furthermore, the peaks heights, adopting the Equation 4.14, are due to the different
values of the many-body transition rates for the various state obtained through
Equation 4.15. All these aspects are the same already highlighted in Section 5.2.1.
Both solutions yield similar results. However, small differences can be observed
due to the variations in the potential profile obtained in the two solutions, Figure
5.17(a) and Figure 5.17(b). Unlike the SiGe case, it is not necessary to reduce the
voltage applied to the plunger gate because the dot is not as deep as in the previous
case.
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(a) SiMOS Heterostructure Conduction Band
Minimum with modified VBM
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(b) SiMOS Heterostructure Conduction Band
Minimum with GMSH modified structure

Figure 5.17. the Conduction Band Minimum for the SiMOS Heterostructure ob-
tained in QTCAD [64]. On the left 5.17(a), the Conduction Band Minimum for the
SiMOS Heterostructure with modified VBM . On the right 5.17(b) the Conduction
Band Minimum for the SiMOS Heterostructure with GMSH modified structure.
Both images are cuts along the x̂ axis at y = 136.5 nm and z = 35 nm.

5.4.2 Coulomb Diamonds

The Coulomb Diamonds describe the behavior of the differential conductance ver-
sus the source-drain voltage and the gate voltage, leveraging in QTCAD the same
approximations as outlined in Section 5.2.2. Here, it is considered two states with
a degeneracy of two for analysis. The source-drain voltage sweeps across a range
of −8 mV to 8 mV, while the plunger dot gate voltage varies from −0.03 V to 0.05
V. Temperature is set to 1 K, and the broadening is fixed at 1 Hz, with a lever
arm of the gate considered as one for simplicity. The resulting patterns of Coulomb
diamonds, exemplified in Figure 5.8(a) and Figure 5.8(b), delineate regions of block-
ade where the count of electrons remains steady. As for the SiGe heterostructure
scenario, the outcomes obtained through the two methods employed to reduce the
structure to a single dot exhibit comparable results, with slight disparities due to
variations in the potential profile. Furthermore, the analysis uncovers five distinct
diamonds along the x̂-axis, indicating five Coulomb blockade regions with a differ-
ent electron. Notably, even without the presence of a magnetic field, five blockade
regions are represented. The central diamond is larger compared to the two adja-
cent ones because it separates two different states, whereas the other two separate
the same state with different numbers of electrons. In contrast to the SiGe Het-
erostructure situation, there is no necessity to reduce the voltage applied to the dot
plunger, because the depth of the dot potential is not significant as for the SiGe
case.
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(a) SiMOS Heterostructure Coulomb Dia-
monds first solution
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(b) SiMOS Heterostructure Coulomb Dia-
monds second solutions

Figure 5.18. Coulomb Diamonds for the SiMOS Heterostructure. On the left
5.18(a), the Coulomb Diamonds with a modified VBM , obtained in QTCAD
[64]. On the right 5.18(b), the Coulomb Diamonds with a GMSH modified
structure, obtained in QTCAD [64].

5.4.3 Charge Stability Diagram

The approach used in Section 5.2.3 is replicated for the SiMOS heterostructure.
Four states with degeneracy two are considered, and the overlap terms are omitted
from the Coulomb interaction matrix, ensuring consistency with the SiGe Het-
erostructure case. Furthermore, the temperature is raised from 15 mK to 10 K to
improve the visibility of transition lines in the charge stability diagram. Modifying
the plunger gate voltages incrementally from the reference configuration by values
ranging from 0.03 V to 0.5 V enables the computation of the charge stability di-
agram. For each bias configuration of the two plunger gate voltages, the addition
particle spectrum is calculated. Figures 5.19(b) and 5.19(a) present two scenarios:
one depicting low coupling between the dots (inter-dot barrier gate voltage equal to
0.25 V) and the other representing high coupling between the dots (inter-dot barrier
gate voltage equal to 0.45 V). The results obtained for the SiMOS heterostructure
mirror those of the SiGe heterostructure. In the case of low coupling, the two dots
function almost independently, whereas in the high coupling scenario, this inde-
pendence is reduced. In conclusion, the interdependence observed underscores the
intricate nature of quantum dot systems.
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(a) SiMOS heterostructure Charge Stability
Diagram with low coupling
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(b) SiMOS heterostructure Charge Stability
Diagram with high coupling

Figure 5.19. Charge Stability Diagrams for the SiMOS heterostructure ob-
tained using QTCAD [64]. On the left 5.19(a), The Charge Stability Diagram
with VBM equal to 0.25 V, showing low coupling between the dots thus they
behave almost independently. On the right 5.19(b), The Charge Stability Dia-
gram with VBM equal to 0.45 V, showing high coupling between the dots where
they behave more like a single dot.

63



64



Chapter 6

SiGe Four Quantum Dot
Heterostructure Analysis

The goal of this chapter is to provide an extensive overview of the findings from
modeling the SiGe heterostructure four-quantum-dot structure using QTCAD soft-
ware. To be more precise, it replicates the methodology used in the analysis of
the double-dot structures by only solving the Poisson and Schrödinger equations.
Initially, all simulation parameters are introduced. The temperature is fixed at 15
mK, and the dopant concentration is set to ND = 1 × 1018 cm−3, with complete
ionization assumed. Additionally, the metal workfunction is considered to be:

ϕm = χSi0.7Ge0.3 + Eg−Si0.7Ge0.3

2 (6.1)

where χSi0.7Ge0.3 and Eg−Si0.7Ge0.3 are the electron affinity and the band gap energy
of Si0.7Ge0.3. Regarding the mesh, obtained in GMSH, the resolution of the mesh
ranges from 4 nm in the bottom Si0.7Ge0.3 layer to 2 nm above and below the
quantum layer, and 1 nm inside the quantum layer. Finally, it ranges from 4 to
2 nm inside the upper three gate layers. Moreover, the applied voltages are set
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introducing Dirichlet Boundary conditions inside the FEM solver:

VY 1 = 270mV

VY 2 = 270mV

VP LU = 1.26V

VP RU = 1.26mV

VBLU = −530mV

VBMU = −810mV

VBRU = −520mV

VP LD = 1.26mV

VP RD = 1.26mV

VBLD = −520mV

VBMD = −810mV

VBRD = −530mV

VRL = 550mV

VRR = 550mV

(6.2)

where VY i is the applied voltage to the i-Y gate, VP il is the applied voltage to the
il-Plunger gate, VBil is the applied voltage to the il-Barrier gate, and VRi is the
applied voltage to the i-Reservoir gate. R, L, and M respectively stand for right,
left, and inter-dot while D and U stand for down and Up. Furthermore, consider-
ing what discussed in Section 4.6.2, an offset voltage of 9.65341 mV is applied to
the Left Up Plunger, an offset voltage of 30.444 mV to the Right up Plunger and
an offset voltage of 27.2793 mV to the Left down Plunger, obtaining a symmetric
potential profile. VBRD and VBLU voltages are higher with respect to the VBRU and
VBLD because the second two voltages are applied to the L barrier gates that have
higher surfaces, as described in Section 3.3. Lastly, as discussed in Section 3.1,
since QTCAD cannot simulate strain, a fictitious potential of −0.146 V is applied
to the Si quantum layer. This adjustment aligns the minimum of the conduction
band of Si0.7Ge0.3 with that of 28Si

6.1 Non-linear Poisson Equation
An iterative solution of the non-linear Poisson equation is performed, refining the
mesh at each iteration until the error goes below a certain threshold. The error
threshold considered is again equal to 1 × 10−7 and specific refinement parameters
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6.1 – Non-linear Poisson Equation

are set to achieve the convergence. Solving the Poisson equation allows the deter-
mination of the Conduction Band minimum, illustrated in Figure 6.1(a), where the
dark blue areas denote the four ohmic contacts (n+ doped regions), and the light
blue regions on the sides denote the two reservoir gates. Moreover, the representa-
tion of the conduction band minimum vividly demonstrates the well-defined nature
of the four quantum dots within the quantum layer. Also in this case, from the Pois-
son solution the classical electron population within the quantum layer is obtained,
specifically at z = 34.5 nm, as shown in Figure 6.1(b). In this representation, the
quantum dots are not discernible, as a uniform distribution is observed, except for
the four n+ doped regions (dark red) and the reservoir regions (light blue). This
highlights the inadequacy of a classical analysis of carriers within the quantum
layer, emphasizing the need of employing a quantum mechanics approach. More-
over, the behavior of the conduction band minimum along the y-axis for z = 34.5
nm and for different x values is outlined in Figure 6.2(b) and Figure 6.2(a). The
images describe two different pairs of dots: one on the left part of the device and the
other on the right. The height of the inter-dot barrier for both pairs is computed as
the difference between the maximum of the inter-dot confinement potential and the
minimum of the two dot valleys. In both figures, the barrier height is approximately
8 meV, indicating that the dots are well-defined and isolated.
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(a) SiGe Four Quantum Dot heterostructure Con-
duction Band Minimum
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(b) SiGe Four Quantum Dot heterostructure
classical electrons density

Figure 6.1. Various properties of the SiGe Four Quantum Dot heterostructure
obtained by solving the Non-Linear Poisson Equation in QTCAD [64]. On the left
6.1(a), the SiGe Four Quantum Dot heterostructure Conduction Band Minimum
in the xy plane considering z = 34.5 nm, hence located inside the quantum layer,
is obtained by solving the Non-Linear Poisson Equation in QTCAD [64]. On
the right 6.1(b), the SiGe Four Quantum Dot heterostructure classical electrons
density in the xy plane considering z = 34.5 nm, hence located inside the quantum
layer, is obtained by solving the Non-Linear Poisson Equation in QTCAD [64].
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(a) The SiGe Four Quantum Dot heterostruc-
ture Conduction Band minimum of the two left
dots
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(b) The SiGe Four Quantum Dot heterostruc-
ture Conduction Band minimum of the two
right dots

Figure 6.2. The SiGe Four Quantum Dot heterostructure Conduction Band min-
imum for different x position obtained by solving the Non-Linear Poisson Equation
in QTCAD [64]. On the left 6.2(a),the SiGe Four Quantum Dot heterostructure
Conduction Band Minimum along the y-axis at z = 34.5 nm, hence located inside
the quantum layer, and x = 105 nm. On the right 6.2(b), the SiGe Four Quantum
Dot heterostructure Conduction Band Minimum along the y-axis at z = 34.5 nm,
hence located inside the quantum layer, and x = 155 nm

6.1.1 Single-Particle Schrödinger Equation

Classical physics is inadequate for analyzing the electron population within the
quantum layer. Hence, a quantum mechanics approach is employed by solving
the Single-Particle Schrödinger equation. Specifically, the Schrödinger equation is
solved in the quantum region, which has the following dimensions:

• along the x̂ axis, from x = 70 nm to 190 nm

• along the ŷ axis, from y = 60 nm to 290 nm

• along the ẑ axis, from z = 25 nm to 44 nm

In this case, the threshold error is set to 1 × 10−9. From the solution of the Single-
Particle Schrödinger Equation, the eigenstates and eigenenergies are obtained. In
particular, Figure 6.3(a) and Figure 6.3(b), show the cuts on the xy plane inside the
quantum layer, depicting the bonding and antibonding eigenfunctions. Moreover,
to better describe the behavior of the wavefunction, the bonding, and antibonding
states are also represented in the zy plane for different values of x, describing the
different pairs of dots, as shown in Figure 6.4 and Figure 6.5. All these figures
reveal an equal distribution of the wavefunction over the dots. Also in this case,
Figure 6.6 lists the eigenenergies of the first five eigenstates.
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(a) Bonding single-particle eigenfunction in
the xy plane
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(b) Antibonding single-particle eigenfunction
in the xy plane

Figure 6.3. Single-particle eigenfunction in the xy plane for the SiGe Four
Quantum Dot heterostructure. On the left 6.3(a), the Bonding single-particle
eigenfunction located at z = 34.5 nm, hence inside the quantum layer. On the
right 6.3(b), the Antibonding single-particle eigenfunction located at z = 34.5
nm, hence inside the quantum layer. Both are obtained by solving the Single-
Particle Schrödinger Equation in QTCAD [64].

(a) Bonding Eigenstate left dots pair
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(b) Bonding Eigenstate right dots pair

Figure 6.4. In Figure 6.4(a) Bonding single-particle eigenfunction in the zy plane
for the SiGe Four Quantum Dot heterostructure, located at x = 105 nm, is ob-
tained by solving the Single-Particle Schrödinger Equation in QTCAD [64]. In
Figure 6.4(b) Bonding single-particle eigenfunction in the zy plane for the SiGe
Four Quantum Dot heterostructure, located at x = 155 nm, is obtained by solving
the Single-Particle Schrödinger Equation in QTCAD [64].
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(a) Antibonding Eigenstate left dots pair (b) Antibonding Eigenstate right dots pair

Figure 6.5. In Figure 6.5(a) Antibonding single-particle eigenfunction in the zy
plane for the SiGe Four Quantum Dot heterostructure, located at x = 105 nm,
is obtained by solving the Single-Particle Schrödinger Equation in QTCAD [64].
In Figure 6.5(b), the Bonding single-particle eigenfunction in the zy plane for the
SiGe Four Quantum Dot heterostructure located at x = 155 nm, is obtained by
solving the Single-Particle Schrödinger Equation in QTCAD [64].

Energy Level Energy [meV]
0 3.97546
1 3.98906
2 4.11922
3 4.11983
4 6.11319

Figure 6.6. Eigenenergies for the first five states of the SiGe Four
Quantum Dot heterostructure obtained by solving the Single-Particle
Schrödinger Equation in QTCAD [64].

The last result obtained through this analysis is the approximation of the tun-
neling coefficient between the two upper dots. As represented in Figure 6.7(a) and
Figure 6.7(b), the two upper dots are isolated by applying a higher plunger volt-
age of 1.28 V and reducing the plunger voltage of the other two dots to 1.22 V.
Additionally, an offset potential of 0.001634 V is applied to the left upper plunger
gate to compensate for mesh asymmetries and achieve a wavefunction distributed
across both dots. Ultimately, the tunneling coefficient is found to be:

t0 ≈ E1 − E0

2 = 50 µeV =⇒ 12.81 GHz (6.3)

The calculated value is much higher compared to the one obtained in the two double
quantum dot cases. This is probably because the inter-dot barrier height between
the dots is smaller than in previous cases, and the two dots are closer together in
the four-dot heterostructure.
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(a) The Bonding single-particle eigenfunction (b) The Antibonding single-particle eigenfunc-
tion

Figure 6.7. The single-particle eigenfunction in the xy plane for the SiGe Four
Quantum Dot heterostructureOn the left 6.7(a), the Bonding single-particle
eigenfunction located at z = 34.5 nm inside the quantum layer. On the right
6.7(b), the Antibonding single-particle eigenfunction located at z = 34.5 nm
inside the quantum layer. Both are obtained by solving the Single-Particle
Schrödinger Equation in QTCAD [64]. The images show wavefunctions dis-
tributed only over the two upper dots.
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Chapter 7

Conclusions

The thesis aims to derive critical physical parameters from simulations of three
heterostructures. The results obtained are fundamental for correctly implementing
qubits within the analyzed devices.
The primary advantage lies in the ability to easily modify gate distances, gate
dimensions, layer materials and dimensions, and to perform low-temperature sim-
ulations tasks typically complex in a physical laboratory.
Although QTCAD may not entirely match the accuracy of real-world experiments,
it provides valuable insights into device behavior. The goal is to perform these
simulations to evaluate the device’s feasibility for real-world applications and ef-
ficiently assess its response to structural parameter modifications. Consequently,
structural changes can be made by simply altering the simulation code, avoiding
the need for repetitive and expensive lithographic processes.
The transport analysis of the double quantum dot structures demonstrates the
single-electron regime, which is fundamental for precise control and manipulation
of qubits implemented through the double quantum dot heterostructure. Further-
more, the charge stability diagram in low coupling cases shows that the two dots
exhibit a small interdependence, even when well defined and isolated. This aspect
must be considered for the correct implementation of quantum logic gates through
this heterostructure.
In the case of four quantum dots, it is interesting to observe the formation of well-
defined and isolated dots even when the dimensions of the gates and the distances
between them are smaller compared to the two quantum dots cases. Moreover, in
the four quantum dots configuration, the tunneling coefficient approximation be-
tween the two upper dots is much higher compared to the other configurations. The
higher tunneling coefficient between the two upper dots in the four quantum dots
configuration is likely due to their smaller inter-dot barrier and closer proximity.
These results suggest potential applications in implementing two and four quantum
logic gates using such heterostructures.
An interesting future perspective is to extend the Fermi-Hubbard model, described
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in [50], to define four qubits and simulate more complex logic gates with the
four quantum dots structure. Additionally, performing a transport analysis of the
four quantum dots heterostructure could provide insights into the interdependence
among the dots, crucial for manipulating qubits created through this device. An-
other possibility is to explore hole spin qubits with Germanium quantum dots in
QTCAD presents another intriguing avenue. However, solving the Schrödinger
equation for holes is more complex, as their physics is predominantly influenced by
the valence band maximum, which is degenerate or nearly degenerate at the Γ point
in semiconductors with a diamond lattice. In QTCAD, the four-band Luttinger-
Kohn model is utilized to describe materials with a diamond crystal structure, fo-
cusing on the two-fold-degenerate valence bands: heavy-hole and light-hole bands,
while neglecting the split-off valence bands [67]. Finally, it is possible to exploit
the ẑ direction to increase the amount of qubits. This can be accomplished by
adding another Si quantum layer to the heterostructure and including a back gate
to control the quantum dots in the two quantum layers independently. Although
QTCAD idealizes many aspects, the obtained results serve as a valuable starting
point for understanding device behavior before experimental realization in the lab.
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