POLITECNICO DI TORINO

Master’s Degree in COMMUNICATIONS AND
COMPUTER NETWORK ENGINEERING

Master’s Degree Thesis

Optical Network Control Exploiting Open
Interfaces

Candidate
Prof. Vittorio CURRI .
Riccardo SCHIPS
Renato AMBROSONE

Emanuele VIRGILLITO

July 2024






Abstract

The exponential growth of internet data traffic necessitates a significant evo-
lution in network infrastructure, particularly within optical networks. Modern
optical networks are increasingly incorporating software-based devices designed to
enhance the management and optimization of data traffic. These devices include
transponders, which are responsible for injecting signals at fixed frequencies, and
Reconfigurable Add Drop Multiplexers (ROADM), which play a crucial role in
managing signal forwarding within the network. Each of these devices operates
with specific hardware and runs its own operating system. The passage from static
hardware devices to software-based ones represents a critical aspect towards the
evolution to the open optical Software Defined Networks (SDN).

An open optical SDN is characterized by a disaggregated network structure
controlled by a central software-based entity known as the SDN controller. The
SDN controller is designed to manage the reconfigurable devices, by sending towards
them specific commands for data exchange.

Before moving towards the proposed activities, it is important to focus on the
ROADM entity, analyzing both hardware and software aspects, since it plays
a key role in the experiment. ROADMs are devices that enable the dynamic
reconfiguration on the handling of the optical signal’s forwarding.

The principal aspects studied are the architecture of the ROADM and the
signal’s handling, focusing in particular on how to create the software entities
aimed to route the incoming signals, dividing them in channels according to the
Wavelength Division Multiplexing (WDM) rules, to equalize the created channels
and to retrieve information of each channel’s power.

Typically, networks are oriented towards single-vendor solutions: in particular
the devices belong to the same model. A transition to multi-vendor scenario is
possible with the transition towards the open optical SDN, and can offer significant
advantages: multi-vendor networks enable cost control through diverse market
options, allowing for the selection of various device models. The diversification of
the devices introduces also a competitive scenario, able to enhance the models. To
move towards a multi-vendor scenario, it is necessary to develop standard models
to ensure interoperability within a multi-vendor network.

In this context, the interoperability between the controller and a specific ROADM
model has been tested to demonstrate the feasibility of multi-vendor communication.
This test illustrated how communication happens between the controller, utilizing a
specific standard, and a ROADM device with its proprietary language. In particular,
there is an interaction between ONOS, an open source optical SDN controller that
runs inside the laboratory, and the Adtran model of ROADM, always present in
the lab: the selected standard is OpenROADM, whose aim is the control of the
ROADMs.
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To handle the OpenROADM requests, a driver has been developed and its aim is
the conversion of the commands, originally written according to the OpenROADM
standard, to the proprietary language supported by the Adtran model. The driver
has been written in C-language and collects the most important functions for the
ROADM management, related to the creation of optical paths and forwarding of
incoming signals.
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Chapter 1

Introduction

The traffic growth within the networks requires a constant evolution in terms of
architecture enhancement, including new devices and new concepts of network.
This phenomena represents the starting point towards open and disaggregated
networks. To face the internet traffic increment, the introduction of new resources
and the redefinition of the network strategies are essential.

This work starts with the introduction of the general concepts that govern the
optical domain, focusing on the optical network components and different network
architectures. In the context of disaggregated networks, it is possible to adopt
an heterogeneous scenario, with the aim of guarantee an interoperability among
the devices within the optical network. For this purpose, standards have been
developed to face with a multi-vendor scenario, where new infrastructures must be
inserted to allow the communication between the diverse languages of the devices.

In this context a specific device, a ROADM, provided by a specific vendor, Adtran,
has been studied: the characteristics of the ROADM are explained considering
both hardware and software. ROADMs are characterized by a specific hardware
and operating system able to compute the general aims of the device, but with
different approaches that depends on the model.

After the presentation of the device in use, it is possible to focus on the main
proposed activity: the introduction of an interface able to guarantee the interoper-
ability between the ROADM and the network. For this reason, a middleware based
on the features of the model has been realized in order to insert the examined
ROADM within an optical disaggregated network. The aim of the middleware is
the translation of the commands written according to a standard model directed
to the ROADM towards the proprietary language.

The collected results are presented to show at first the characteristics of the
specific ROADM, focusing on internal losses and important features that can be
exploited. Finally, results to demonstrate the feasibility of the middleware insertion
are proposed.



Chapter 2

Fundamental Concepts

Communication has always been fundamental for humans and has become especially
crucial for those needing to communicate remotely. To facilitate this, improvements
in information exchange methods are necessary to ensure effective communication.
Over the decades, communication has evolved to meet people’s needs: it began
with simple one-to-one voice calls and has advanced to a modern context where
remote group calls and internet data exchange are essential.

In the optical network world, it is possible to distinguish two main network
structures: closed networks and SDN networks. The first family can be considered
as a traditional internet approach, while SDN networks represent an evolution of
the network paradigm to face with the increment of the internet traffic.

This chapter explores the principal characteristics of these distinct network
solutions and focuses on the key components within the network, analyzing their
general and fundamental aspects.

2.1 Optical Networks

2.1.1 Closed networks

Closed networks, Figure 2.1, are composed by devices able to make decisions by
exchanging information with the neighbour devices. In particular, each network
device is characterized by a proprietary operating system, used to directly commu-
nicate with its neighbours to handle network functions, such as routing decisions.
These entities are also characterized by their own hardware. The devices that
populate this type of network are able to communicate among each other since
they are provided by the same vendor. On the contrary, these entities are featured
by complex infrastructures to handle control, data and management planes.
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App
Operating
System App
Forwarding Operating
Hardware System
Forwarding
App Hardware
Operating
System App
Forwarding Operating
Hardware System
Forwarding
Hardware

Figure 2.1: Scheme of a closed network

2.1.2 SDN networks

SDN [1] is a new model of network aimed to deal with the internet data traffic
growth[2], based on a diverse paradigm: the main goal is to simplify the general
architecture with the separation of the functions.

Within a SDN, there are different software-based components: the principal
entity is the controller, a central unit aimed to manage the entire network, in
particular focusing on the traffic management. This entity is responsible to handle
the devices, in particular exploiting their operating systems to configure the
necessary resources to forward the data traffic. As a consequence, the devices are
now provided by a simplified architecture that comprehends the hardware and a
simple operating system aimed to configure the parameters for the data forwarding,
according to the decisions made by the controller.

Optical Network Controller

Control Plane

Data Plane

Figure 2.2: Simplified scheme of a SDN
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The SDN optical networks can be divided in three main families: aggregated
networks, partly disaggregated networks and fully disaggregated networks [3].

2.1.3 Aggregated Networks

Aggregated networks, shown in Figure 2.3, represent the traditional networks
composed by several devices provided by the same vendor, i.e., they are single
vendor oriented. The main principle is the same within the closed networks,
Section 2.1.1, due to their single-vendor orientation, but in this case the control
and management plane are moved towards a controller. The main advantage of
this solution is the guaranteed interoperability among all the devices within the
network: they are designed to work together and use proprietary interfaces for
the communication. The main disadvantage is the limited flexibility to integrate
different vendor devices, that could be able to enhance the network performance.

SINGLE VENDOR

Optical Network Controller

TRX ROADM
proprietary proprietary

ROADM TRX
proprietary proprietary

-
-
- L

DBD——Pp- — A — D

Ll

TRX ROADM ROADM TRX

SINGLE VENDOR

Figure 2.3: Representation of an aggregated network topology

2.1.4 Disaggregated Networks
Partly Disaggregated Networks

Partly disaggregated networks are composed by different parts: in this context
only a portion of the devices can be provided by different vendors. This architec-
ture represents an intermediate step between aggregated and fully disaggregated
networks.

In general, within a partly disaggregated network the two main blocks are the
transponders and the entire optical line system.
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Fully Disaggregated Networks

Figure 2.4 shows a scheme of a disaggregated network, where each element can be
produced by different vendors: this represents the basis of a multi-vendor network.
Within a disaggregated network, it is fundamental to deal with the interoperability
among the different models: additional entities are required to guarantee the
feasibility of the system, since it is potentially multi-vendor oriented [4]. The
advantages of this solution are the cost control due to the competitive market and
the faster upgrade of the components.

Optical Network Controller

ROADM
TRX standard TRX

standard Open Interface Open Interface standard

¥
Ld > Ld
g P
Ny, # L 3 L% ’
TRX ROADM ROADM TRX
Vendor 1 Vendor 2 Vendor 3 Vendor 4

Figure 2.4: Complete scheme of a SDN disaggregated network

2.1.5 Translucent Optical Network

A translucent optical network [5] is characterized by the regeneration of the signal,
passing from the optical to the electrical and again to the optical domain. The
regeneration happens only in intermediate nodes. This solution reduces the latency
introduced by the continuous regeneration of the signal, mitigating the power
consumption.

2.1.6 Opaque Optical Network

This network is the extreme case of a translucent optical network: here the signal is
regenerated at each node. This strategy avoids the signal degradation, but requires
a huge power consumption [6].

2.2 Optical Network Elements

An optical network is composed by several elements able to manage the optical
signals. In general, the optical signals follow determined optical paths oriented by

5
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the switching nodes that populate the network; at each node, it is possible to add
new signals and drop incoming ones, using the transceivers attached to the nodes.
All the switching nodes are directly or indirectly connected among each other by
an optical line, as shown in Figure 2.5.

An optical network is composed by an optical line system that connects two
optical network nodes. Figure 2.5 shows the general structure of an optical network,
highlighting how the nodes and the lines are connected.

Optical Line System

Transponder/  _» >_>_>_>

Transceiver \"*:,‘ \ ROADM ' ' '
:,x / l Amplifier

&:: i i
Y. A Opticalfiber
.* ‘.‘
R )
. .
o u,
o." .
3 1 e e ’
............... s | 4
m:m‘,\ “_"""___"_........---.,3::: . v“
N / N Ny
»-
Ny <

Figure 2.5: Each node is connected by an optical line composed by fiber spans
and amplifiers.

2.2.1 Optical Fiber

Cladding n,

Figure 2.6: Theoretical representation of a fiber.

An optical fiber is a thin glass cylinder [7], with two parts characterized by a diverse
refractive index: the internal part is called core, with index n,, while the external
part is the cladding, with index ng; ny is higher than ny. If the light collides inside

6
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the core with an angle of incidence larger than a critical value, . calculated with
the Equation 2.1, there will be a total internal reflection of the light that avoids
the fiber dispersion and allows a propagation of the signal through the fiber [8].

. N2
0. = arcsin —

- (2.1)

A glass material allows very low attenuation values at optical frequencies, as
shown in Figure 2.7.

First Wavelength (nm) Second Third
Window Window Window
o=1.2 dB/Kkm =04 dB/km «=0.2 dB/km

= Optical fiber
_ei \
g I e Infrared
c L0 / absorption
.g Rayleigh
S . scattering
c \\
£ . N_/
E 01— ~o \k“-,___ //
T/
f“-_,_“
uv /
0.01 —1 absorption /
' | k e |
[ [ [ \ [ [ \ [
800 1000 1200 1400 1600 1800

Figure 2.7: Fiber attenuation.

In general, the optical frequencies are between 191 THz and 196 THz, hence the
wavelengths are between 1520 nm and 1570 nm: in this region the fiber attenuation
reaches the minimum value, around 0.2 dB/km.

2.2.2 Optical Amplifier

An optical amplifier aims to counteract the fiber attenuation. The optical ampli-
fication consists in a energy transfer from a laser that pumps optical power to a
propagating optical signal. A typical model of amplifier is the EDFA: in this case,
the fiber is characterized by a core that contains erbium ions. The signal is sent
into the fiber with the pump laser aimed to amplify the signal. The erbium fibers
absorb the energy of the pump laser, reaching an higher energy level: this extra

energy is transferred to the optical signal[9]. This process is summarized in Figure
2.8.
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Erbium ions energy levels (bands)

980 nm
Photons emitted
stimulated — gain
Pump 1480 nm 12%8 nm spontaneous —> ASE noise
protons | ST\ — A A
absorbed m

Figure 2.8: Erbium behaviour

The disadvantage is the ASE[10] generation: the excited erbium atoms return
to their original power level spontaneously, generating a spontaneous emission.
This light can travel along the fiber and it can also be amplified. This behaviour
generates a noise to add at the optical signal, as shown in Figure 2.9.

Optical ASE Noise

E out

Figure 2.9: Scheme that represents the general effect of an EDFA: it amplifies
the signal, but generates an additive noise (ASE)

2.2.3 Optical Line System

> p—p—Pp 3
T

Figure 2.10: Optical Line System
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An optical line system is composed by several spans of fibers, that depend on the
physical distance between two nodes: each span is composed by a couple of fibers,
one for each direction. Each span terminates with the in-line amplifiers, where
each ILA is composed by two amplifiers to handle both fiber directions. There are
also other two types of amplifiers: the booster amplifier and the preamp amplifier,
located respectively at the output and at the input of a switching node.

2.2.4 Transponder and Transceiver

The transceiver is the optical component able to transmit and receive an optical
signal, working on a selected frequency, bandwidth and modulation: each transceiver
can only transmit or receive one signal at a time. It is connected to a fiber which
typically reaches the ROADM for the forwarding of the signal within the network.

et
o W

225\ )
A = B LR e
‘ we =Tk g

Figure 2.11: Examples of transceivers

The transponder is a device that hosts the transceivers: it is composed by many
slots; each of them is able to handle a transceiver. It is a software based device
and its operating system can be exploited to assign a frequency and a modulation
to a specific transceiver [11].

Figure 2.12: Example of transponder

2.2.5 ROADM

ROADMSs|[12] are the optical entities aimed to forward the optical signals within
the network: they are connected to the OLS and transceivers. In particular, these
devices are able to apply switching operations according to the WDM rules: a
signal is forwarded to a specific destination depending on its central frequency. Due

9
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to its reconfigurability, the ROADM can forward each wavelength, or frequency, to
any output.

ROADM
Degree 1 Degree 2
cLi cli
o M ' H D Nw,1
== Uny . .
X ! ! X
\ CLN CLN g
cLi cli
' :
1 1
Signal D : ¢ M ‘N R
g Nw, 1 M ! -: U ’ hw
X ! ' X
\ TN TN ’

Figure 2.13: General ROADM structure with a signal forwarded from the receiving
side to the transmitting one

ROADNMs play a key role in the proposed activity, and a more detailed description
will be reported in Chapter 3.

2.3 Optical Signal

2.3.1 Optical Transmission Techniques

There are two main approaches to transmit optical signals: IMDD [13] and coherent
modulation [14].

Intensity Modulation Direct Detection

This modulation is the simplest technique to transmit signals: it is based on OOK
and here the light is switched on to transmit a 1 bit, otherwise off to transmit 0.
There is a threshold to detect the transmitted bit: if the power is higher in respect
to the threshold, a 1 is transmitted, on the contrary 0 is sent. In this scenario, only
the amplitude of the signal is exploited.

10
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Vi : time

0|1 r|ofr[o\ =

oy

Figure 2.14: IMDD scheme

Coherent Modulation

The coherent communication introduces a multilevel modulation format based
not only on the amplitude of the signal, but also on its phase. This modulation
increase the data rate, allowing the symbol transmission that contains more data
per bandwidth unit.

)
N
2
o~ L Reli, ()
P,
2

Figure 2.15: Coherent modulation representation
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2.3.2 Multiplexing Techniques

Optical

Channel 1 spectrum
A )
y
Channel 2
4

Channel N /‘\
An L1 4

Ay

Optical
spectrum

0L A,

Figure 2.16: WDM representation

The technique used to transmit data in the optical domain is called Wavelength
Division Multiplexing[15], which follows the same principle used in wireless com-
munication (FDM based). With this strategy, the optical signals use an allocated
portion of the spectrum. Figure 2.16 shows how it is possible to converge different
optical signals within a single fiber: each signal is characterized by its own central
frequency and channel width, which does not overlap the other channels transmitted
towards the same fiber. With this technique, the multiplexing of the optical signals
keeps the separation of the different channels, which can be retrieved at the receiver.
ROADMs use the WDM technique to forward traffic towards specific directions
according to the wavelength that characterizes the optical signal.

2.3.3 Modulation Format

The modulation is the method of encoding information in an optical signal to
transmit, exploiting the concept of "symbol". Each symbol is the unit of information
and represents the combination of the signal properties included in the selected
modulation.

12
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Figure 2.17: An electrical bit stream and the resulting electric field patterns when
it is converted to optical domain using ASK, FSK, PSK modulation formats[16].

Several modulation formats can be exploited in optical communications [17]:

ASK: the information is encoded within the amplitude of the signal;

PSK: the information is encoded within the phase of the signal. It is possible
to distinguish two cases: Binary PSK (BPSK) and Quadrature PSK (QPSK),
where the former exploits only two phase values, while the latter is based on
four possible phase values. BPSK is translated to 1 bit per symbol, while
QPSK to 2 bits per symbol;

QAM: the information is encoded exploiting both amplitude and phase modu-
lation to increase the data rate. In general, this modulation is referred with the
nomenclature M-QAM, where M indicates the number of unique states: the
number of bits per symbol can be obtained with the equation ny; = log,(M);

FSK: the information is encoded by varying the frequency of the optical signal.
13
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Figure 2.18: Constellation diagrams for (a) ASK, (b) PSK, (¢) QPSK, and (d)
multilevel QPSK formats.[16].

Im(A) Im(A)
00 0000 0100| 1100 1000
e o e o
0001 0101 1101 1001
01 10 o o e e
Re(4)
Reld) e o o o
0011 0111] 1111 {011
@ o [ ) [ )
1 110 0010 0110| 1110 1010
(a) (b) (c)

Figure 2.19: Constellation diagrams for (a) QPSK, (b) 8-PSK, and (c) 16-QAM
modulation formats showing how multibit combinations are assigned to different
symbols[16].

2.4 Open Optical SDN

The open and disaggregated networks represent the next step of the optical network
evolution and are potentially characterized by devices provided by different vendors:
each device runs its own operating system, so, due to a potential multi-vendor
scenario, interoperability must be ensured. To guarantee the interoperability, as
mentioned in 2.1.4, standard models and open interfaces must be developed. The
open SDN are scalable, due to the independence from the vendors: in this context
each device exposes a compatible interface to communicate within the network.
The strength of this solution is the following: if the device is changed, the interface
remains the same.

The fundamental planes, the control plane, the data plane and the management
plane, that characterize the network are managed by separate entities[18].

The control plane aims to perform routing actions: it determines which is the
path that each signal must follow. For this purpose, information between neighbour
devices are exchanged in order to create optimized routing tables to allow the
signals to follow the best paths in terms of costs, latency, link’s failure, and so on.
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The data plane is responsible of the effective transmission of the data inside the
network, according to the forwarding rules, that include the check of the packing
headers to retrieve the essential information to route data.

The management plane provides an interface to handle the network infrastructure:
thanks to this entity, it is possible to configure the software based devices within
the controlled network.

In the SDN networks there is a transition towards a centralized scenario, where
a centralized controller is introduced to handle the network devices; in this context,
the control and data planes, previously managed within single devices, are now
managed by separated entities, as mentioned in Section 2.1.2. In particular, the
control plane is managed by the Optical Network Controller, while the devices only
aim to forward packets according to the rules imposed by the controller.

2.4.1 Optical Network Controller

Inside an optical SDN, the ONC is the key element that manages the network
components, since it handles the behaviour of the devices in order to route the
traffic through a determined optical path [19]. This entity is able to manage several
devices within the network, such as transponders and ROADMSs, using appropriated
commands to drive these entities. After setting up a connection towards the devices,
the ONC is able to handle the traffic requests by allocating the optical resources,
according to the WDM rules. Each established connection is identified by the name
"lightpath" [20], characterized by an allocated spectrum portion.

At each optical line, the coexistence of more than one lightpath within the same
fiber is guaranteed only if the allocated resources for each OLS are not overlapping,
i.e., each lightpath must have a diverse and not already used central frequency, or
wavelength. Lightpaths go from a source to a destination, that coincide with two
transceivers configured with the same frequency, bandwidth and modulation of the
signal: to reach the destination, they may traverse several optical lines, confined
between two ROADMs. Since the lightpaths cannot change their parameters,
the wavelength continuity must be ensured from the source to the destination: a
checking phase must be performed before allocating a lightpath to find an available
wavelength. If there is no availability, blocking event occurs, otherwise it is possible
to allocate an optical path form the source to the destination [21].

The ONC is able to communicate with the different devices within the network
through standard models aimed to control the network entities.
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Figure 2.20: Optical network controller

Figure 2.20 represents how the optical network controller interfaces the different
software based devices within the network. In this example, three different light-
paths are allocated: two are characterized by the same wavelength, red, while the
third is characterized by a different wavelength, green, in respect to the others. In
this example, two lightpaths don’t share any optical lines to reach their destination,
so the reuse of the same wavelengths is possible. On the other hand, two lightpaths
(red and green) share one optical line: here it is mandatory to avoid the resource
overlapping, i.e., the two lightpaths must be characterized by a different wavelength,
according to the WDM and RWA rules.

2.4.2 Optical Line Controller

The OLC is a part of the control plane dedicated to the management of all the
amplifiers. In particular, its aim is the setting of each amplifier’s gain within an
OLS and also the power per channel at the input of each fiber span [22]. An OLC
communicates with ILAs, booster and pre-amplifier.

An OLC is a proprietary software aimed to manage an OLS: each OLS is
generally associated to an optical line controller. Also in this context there can be
different models of OLCs: for this reason, between proprietary controller software
and others control plane components, standard interfaces must be implemented to
guarantee interoperability.
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Optical Network Controller

Optical Line Controller
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Figure 2.21: The optical line system is managed by the OLC

2.4.3 Interfaces and Standards

The open interfaces represent additional and fundamental resources within the
disaggregated open optical networks [23]. They aim to guarantee a feasible interop-
erability among all the open optical network components, that include ROADMs,
transponders and amplifiers. These additional layers are able to expose the charac-
teristics of the devices and guarantee communication with the controller, which
works using standard models. Furthermore, these interfaces allow the substitution
and the enhancement of the network infrastructures without the redefinition of the

controller’s behaviour.

Optical Network

Controller

Standard model

Openinterface

Black-box
device

Figure 2.22: An open interface inserted between the controller and the device

A black-box device is a non accessible entity within a disaggregated network
since it does not support the standard model used by the optical network controller
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to control the network devices. The insertion of an open interface makes the entity
a white-box device [24], accessible by the optical network controller.

Optical Network Optical Network

Controller Controller

Standard model )( Standard model
Black-box White-box
device device

Figure 2.23: With the introduction of an open interface, a black-box device
becomes accessible by the ONC, now able to use a standard model.

The open interface aims to collect functions retrieved by the ONC written in
the standard model and translate them according to the proprietary model of the
entities to manage. Furthermore, its role is crucial to expose the architectural
features of the devices: the ONC is able to allocate the necessary resources for the
optical signal, according to the architecture of the software based entities.
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Chapter 3

Reconfigurable Optical Add
Drop Multiplexer

The ROADM is a device used to forward optical signals within an optical network.
There are different models, produced by different vendors, such as CISCO or Adtran,
and each of them has its own hardware and software, but the general functions
are the same: each ROADM, independently from the model, is able to forward
the incoming signals, is characterized by the same components, that can differ in
quantity, and is characterized by a software that can let the device reconfigurable.
In this chapter, the general model will be described at first, and then, a focus
on the Adtran model is presented, since it has been used in laboratory for the
experiments.

3.1 General ROADM description

3.1.1 The Degree

The core of the ROADM is an entity called degree, and each ROADM is composed
by a single degree or a repetition of them: each degree is a potential direction that
an incoming signal can follow [25]. Degrees are composed by a couple of multiplexer
and de-multiplexer: the former is used to converge all the internal signals to the
external network, while the latter is used to switch an incoming signal from the
optical line to the internal side of the degree.

At each multiplexer, two types of ports are present: the network port and the
client port. Each port is bidirectional, so it is able to transmit and receive signals;
typically, there is a single network port and several client ports. These two ports
are used to manage and forward the signals, and each port is physically accessed
by a couple of connectors, one dedicated to the transmission (labeled with TX)
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and the other to the reception (labeled with RX) of the signals; at the connectors
the fibers must be inserted.

The network and the client ports work mostly in the same way, but their aim
is different: the network port is used to communicate directly with the optical
network, in both directions, while the client ports are used for the communication
with a transmitter or a receiver, in general a transceiver, where the former usually
sends a signal to a receiving client port, while the latter usually receives a signal
from a transmitting client port. The second function of the client ports is to route
the signals between different degrees which belong to the same ROADM.

Within the MUX/DMX, the pair of ports can be connected by the operating
system, and the connection can be unidirectional or bidirectional.

Nw,1

I i

Nw,1

X ZO

Figure 3.1: This figure represents a simplified scheme of a degree, focusing on
the MUX/DMX and the ports.

Figure 3.1 shows the essential elements that compose a degree inside a ROADM:
it is possible to observe the presence of the couple MUX/DMX, at which the ports
are connected; the network port is located to the optical line side, while the client
ports face towards the other degrees of the same ROADM or the transceivers that
transmit or receive the signals.

Within ROADMs, internal amplifiers interfaced directly with the degrees can
be added: they act as pre and booster amplifiers to compensate the internal losses

introduced by MUX/DMX.

3.1.2 Add/Drop

A ROADM module is able to forward the signals coming from the network: it can
receive and re-transmit a signal, otherwise it can establish a connection with the
optical transceiver to transmit new signals through the network (add) or forward
incoming signals to the receivers (drop); in the following there are explained these
two functions, both related to the general concept of the routing functions.
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The principle of add and drop is the opposite: the adding function is associated
to the action of the ROADM to collect new signals coming from the transceivers,
and these signals are added to the network; on the opposite, the dropping function
is the action that the ROADM performs in order to route a signal, or a group of
signals, characterized by specific frequencies, to the proper receiving transceivers.

Degree 1 cL1 cL1 Degree 2
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o X
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Figure 3.2: Add and drop functions

Figure 3.2 represents a scenario where both add and drop situations are tested:
the left part shows the adding scenario, while the right side is related to the
dropping one. Starting from the left side, the transceiver wants to transmit a signal
characterized by a fixed central frequency: the signal is sent to a receiving client
port and then to the transmitting network port, to be finally forwarded towards
the optical line. On the other hand, as represented at the right side, a signal that
arrives from the optical line can be forwarded to the transceiver: in this case the
signal is dropped from the network.

To handle the add and drop functions, additional supports can be found within
ROADMSs: transceivers are not directly connected to the client ports, but they
communicate through an intermediate interface.

3.1.3 The Concept of Reconfigurability

ROADMs are characterized by an internal operating system that can be used for
different tasks, where the most important ones are related to principle aim of the
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ROADM: the forwarding of the signals. In particular, the integrated operating
system is helpful for the implementation of the WDM rules for the management of
the incoming signals, from the transceivers or from the optical lines, which can be
switched according to their central frequency. Other functions can be exploited for
retrieving useful information, such as the power level or the status of the channels.

In the following, it is explained the potentiality of a reconfigurable device if
compared to a non-reconfigurable device.

ROADM vs Non-Reconfigurable Multiplexer
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Figure 3.3: This figure represents a non-reconfigurable multiplexer provided by

CISCO.

The difference between a non-reconfigurable add-drop multiplexer (OADM [26])
and a ROADM must be found in the WDM implementation: the former cannot
change the routing strategies, while the latter is able to change the way to switch
the signals.

Starting from a non-reconfigurable multiplexer, the rule used to forward an
incoming signal is fixed. Given an incoming signal characterized by a specific central
frequency, the way to route it is predefined: the signal arrives to the receiving
network port and, according to its wavelength, and consequently to its frequency,
is forwarded to a specific client port, which is not possible to be changed. In fact,
every port is characterized by a specific wavelength, so it is not possible to change
the switching rules, since they are fixed for each port (Fig. 3.3).

On the other hand, a ROADM allows the redefinition of the switching rules:
using the proper commands, it is possible to decide how to manage the signals,
and according to their central frequency, how to route them; it is also possible to
change the switching rules in a second moment. This is possible for the presence
of the integrated operating system: it allows the possibility to decide which are
the central frequencies that each client port has to manage. It is possible to select
a specific central frequency, and each signal characterized by that frequency that
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arrives at a specific network port is automatically switched to the selected client
port. Then, if it is necessary to change the switching rules, it is possible to select
another destination port. Then, it is also possible to forward different signals at
different wavelength to the same client ports if a ROADM is used: the unique rule
that must be respected is the avoidance of overlapping of the channels, due to the
WDM rules.

3.2 Adtran Model

The vendor of the ROADMSs present in laboratory is Adtran, and, in particular,
the model is the FSP3000C.

Figure 3.4: FSP3000C model of Adtran

3.2.1 Adtran’s Hardware

The FSP3000C is composed by 7 slots, which are the physical positions of the
degrees inside the ROADM, and they could be compared to drawers: each drawer is
a different slot within the single ROADM, and inside it, it is possible to physically
locate a degree. In this specific case, the slots used are the first, the third and the
fifth: this means that only three slots are busy and they host a single degree; as a
consequence there are in total three degrees. It is important to mention the slots,
since they are used by the operating system to access the degrees: for example, if a
user wants to reach the ports of the second degree, it must refer to the third slot.

All the degrees are characterized by thirteen ports: a single network port and
12 client ports, and each of them can be used for transmitting and receiving the
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signals. For each port, in fact, there are two other ports, which can be distinguished
using the labels, that describe their purpose: TX or RX.

Figure 3.4 shows the Adtran model: the three degrees are clearly visible and it
is possible to observe the 13 ports for each degree. In the right part it is possible
to identify the 7 slots in which degrees must be located.

3.2.2 Adtran’s Operating System

A ROADM can be controlled by an internal software, characterized by several
features that can be exploited in order to use the device for different purposes. The
most important are:

o the creation of connections to switch the optical signals within a MUX/DMX;
o the equalization of the channels;
o the power value retrievement.

There are different ways to interact with the device, since the operating system of
the ROADM can be accessed via SSH, RESTCONF[27] or NETCONF[28] protocols:
the way to manage the device is almost similar between the diverse approaches,
while the syntax of the commands changes in respect to the chosen protocol.

RESTCONF

RESTCONTF is a protocol based on HTTP and is used in this context to communi-
cate with the operating system of the ROADM. RESTCONTF requests and responses
are structured in a header field and a body. The body is formatted according to
a JSON structure and contains the parameters and the action that the ROADM
must follow, while the header contains different fields in which information, (e.g.
return type, authorization token, ..) must be inserted. The frequently used actions
are:

o GET: to retrieve information;

POST: to create new structures;

PATCH: to modify already existing structures;

DELETE: to delete already existing structures.

Within the response’s header field it is reported the status code of the operation
to check if a specific request has been satisfied: in general, as happens for HTTP,
status codes with the format 2xx indicate the success of an operation, while 4xx a
failure (x can be substituted with integer numbers).
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The following string represents the endpoint of the network port within the
degree 1 of a ROADM:

/mit/me/1/eqh/shelf ;1/eqh/slot ,1/eq/card/ptp/nw,1

The most important information to extract from the endpoint are:

o shelf,1: identifier reported in the display in the upper left of the ROADM
(Fig. 3.4);

e slot,1: physical position of the degree within the ROADM (slot 1 is the
identifier of the first degree);

e nw,1: the selected port within the degree; the direction is not considered.

3.3 Actions and Features

3.3.1 Creation of Connections

In this paragraph, it is described the procedure to create a connection between two
ports, exploiting the MUX/DMX inside a degree. This procedure represents the
starting point for the creation of connections between degrees and the injection of
the signals towards the optical lines.

Several steps must be computed to manage the incoming signals, from the
optical lines or transceivers, and they are collected in the following list:

1. creation of a SPSLG;
2. creation of an OTSiA associated to a SPSLG;

3. creation of the connection between two ports (client and network) within a
MUX/DMX;

4. setting of the OTSiA state to In-Service.

If it is necessary to connect two degrees, these steps must be performed for
each one, otherwise, such as in the case of add or drop functions, it is sufficient to
execute these functions only within the interested degree.

SPSLG creation

The first step is the creation of a spectrum slot group: it is an ensemble of one or
more spectrum slots. In general, a single spectrum slot is a continuous spectrum,
characterized by a central frequency and a width[29]. These two parameters must
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respect the following rules: the central frequency must fall in the C-Band [30], from
191.3 THz to 196.1 THz, while the width must be included between 37.5 GHz and
around 5 THz; in particular, the width must follow the equation W = K -6.25+37.5,
where K is an integer number that defines the increment of the width from the
lowest bound. In each port, the created spectrum slots cannot overlap the others.
Another important parameter that characterizes a spectrum slot is the direction:
it can be unidirectional or bidirectional. In particular, if a slot is unidirectional,
it can only transmit or receive a signal, so, as a consequence, the direction (tx
or rx) must be specified. If a slot is bidirectional, the signal characterized by the
same central frequency of the slot can be transmitted and received, so it will be
propagated in both directions. By default, the direction is set as bidirectional.

The purpose of the creation of a spectrum slot is related to a filtering action
made on an incoming signal: thanks to the division in slots, it is possible to
divide the entire stream in specific slots, characterized, as said before, by a central
frequency and a width; the stream is divided in channels that can be managed
separately. The signal inside each channel can be managed separately, according to
the rules specified with the help of the operating system: some channels can be
dropped, others can be forwarded.

Here follows an example of the executed command within the network port:

n n n n

curl —d ’{"tpdir":"unirx","sm":{"admin":"is","isst ":["ains "]} ,"
ustlbl":"" "spslg":{"spsl":[{"slotfrq":193500000,"slotwdth
":50000,"id":1}]}} 7\
—H "X—Auth—Token: TOKEN" \
—k —X POST —i https://IP_ADDR/mit/me/1/eqh/shelf ;1/eqh/slot ,1/eq/card
/ptp/nw,1/ctp/oms/ctp/spslg—1

n

The same command must be repeated to the client port at the other side of the
MUX/DMX.

Within the body, it is potentially possible to define more spectrum slots, which
must be indicated by different integer identifiers.

OTSiA creation

The second step is the creation of the OTSiA, which is the carrier of the signal:
its role is related to the allocation of the resources used in order to transport the
signal contained by the spectrum slot at which the tributary signal belongs to.
This operation must be performed for each port that will be crossed by the signal:
in particular, the OTSiA is associated to a specific spectrum slot of a specific
port, and it must have the same central frequency, the same width and the same
direction of the associated slot.
Here follows an example of the executed command within the network port:
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n n

curl —d ’{"tpdir":"unirx","sm":{"admin":"oos"} " usrlbl":"" " otsia ":{
otsiacar ":{"nodeinp":1}," otsi":[{"id":2,"freq":193500000,"optbw
":50000,"cpmgt":{"sptdev":0}}]}}7 \

—H "X—Auth—Token: TOKEN" \

—k —X POST —i https://IP_ADDR/mit/me/1/eqh/shelf ,1/eqh/slot ,1/eq/card
/ptp/nw,1/ctp/oms/ctp/spslg—1/ctp/otsia

n n

The same command must be repeated to the client port at the other side of the
MUX/DMX.

Media Connection

The third step allows the ROADM to connect two spectrum slots which are
physically connected by a MUX or DMUX: this operation is executed within
the degree, and its goal is the creation of a connection between a client port
and a network port. The command used to create this connection requires the
specification of both the endpoints, which are the spectrum slots: there must be a
frequency matching between the slots, so the central frequency and the width of
the channel must coincide. If the connection between the two slots is bidirectional,
the order of the ports is not important. On the other hand, if the connection is
unidirectional it is mandatory to specify at first the receiving slot and then the
transmitting one.

curl —d ’{"aendlist ":["/mit/me/1/eqh/shelf ;1/eqh/slot ,1/eq/card/ptp/
nw,1/ctp/oms/ctp/spslg —1"]," zendlist ":["/ mit/me/1/eqh/shelf ,1/eqh/
slot ,1/eq/card/ptp/cl,1/ctp/oms/ctp/spslg —1"],"entname":"1"} " \

—H "X—Auth—Token: TOKEN" \

—k —X POST —i https://IP_ADDR/mit/me/1/eqh/shelf ,1/eqh/slot ,1/eq/card
/sn/media/snc

OTSiA status

Finally, the status of the OTSiA of each port must be set to in-service in order to
start the forwarding of the signal through all the interested ports. By default, the
status is set to out of service and if it is not switched to IS, the channel is inactive
and not observable with the instruments used to represent the power spectrum.

n,on no,n

curl —d ’[{"op":"replace","path":"/sm/admin","value":"is"}]’ \

—H "X—Auth—Token: TOKEN" \

—X PATCH —k —i https://TOKEN/mit/me/1/eqh/shelf ,1/eqh/slot ,1/eq/card/
ptp/nw,1/ctp/oms/ctp/spslg—1/ctp/otsia
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The same command must be repeated to the client port at the other side of the
MUX/DMX.

ClL1
CL2

—_—

5. Connection
through media
port

On nw,1 (RX):
1. Creation of SPSLG
2. Creation of OTSiA
6. Set OTSIAto IS

On cl,12 (TX):

3. Creation of SPSLG
4. Creation of OTSiA
7. Set OTSIA to IS

Figure 3.5: This figure represents the steps performed inside a degree for the
connection between the network port and a client port.

Figure 3.5 shows a graphical representation of the steps described in this section.

3.3.2 Equalization

The equalization, also named as control output power, is an important feature
that can be exploited. This function is used to control the output power of each
created channel, by manipulating a specific parameter called setpoint PSD: this
parameter is expressed in dBm/GHz, and its value is included in a specific range
that varies according to the selected port (from -32 dBm/GHz to -39 dBm/GHz for
the network port and from -24 dBm/GHz to -35 dBm/GHZ for the client ports).

The equalization can be enabled or disabled: when it is enabled, the PSD of
the channels is scaled to the setpoint value, if the input power is higher than the
setpoint, otherwise, if the equalization is disabled, each channel does not receive
any extra attenuation. It is important to specify that the equalization works only
inside the transmitting ports, and it is not possible to disable it channel per channel,
but its status is referred to the port, e.g., if the equalization status of the network
port of a specific degree is enabled, all the created channels will receive the extra
attenuation. Although all the channel must receive an extra attenuation if the
equalization is enabled, there is another parameter, called setpoint delta, that
allows to play with the attenuation value for the specific channels: this parameter
has a selectable range from -6 dBm/GHz to 6 dBm/GHz, and is added to the
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setpoint PSD. By default, it is set to 0 dBm/GHz, so the attenuation is only
introduced with the equalization.

3.3.3 Power Monitoring

The ROADM is equipped by a power monitor, called OCM [31], an internal
component able to give information related to the total transmitted and received
power of each port. It is also able to show the total power of each channel. This
instrument is useful because allows to analyze the power evolution at each ROADM,
equipped of an OCM, within the optical line. Due to its structure, it is not possible
to retrieve the power in respect to a specific frequency, but a single value that
represents the integral power in respect to a channel is shown: there is an association
between the central frequency of a channel and the total power that falls into that
specific channel. Analyzing all the power information of the crossed ports, it is
possible to understand if a power reduction is experienced, due to the presence
of internal losses and if an extra attenuation that comes from the equalization is
applied.

To conclude, it is possible to assert that this instrument can be very useful
to study the behaviour of the ROADM and retrieve information related to the
characteristics of the device, such as the internal losses. If the values of the output
power per channel, which comprehends both internal losses and attenuation, are
distant from what is expected, it is possible to affirm that something is not working
in the proper way, so this instrument is also fundamental for the debugging of the
system when there are differences between what is read and what is theoretically
expected. On the other hand, the resolution is not very high, since it is possible to
obtain only one value of power per channel, so the visualization of the spectrum is
not so precise as an external device, such as an OSA [32].
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Chapter 4

Disaggregated Multi-Vendor
Networks

The majority of the optical networks are single-vendor oriented: the controller and
the devices are provided by the same vendor, so the interoperability among the
components is guaranteed. On the opposite, a transition to multi-vendor networks
could offer several advantages: the costs can be controlled through the diverse
market options and it is possible to easily enhance the network infrastructure. In
order to achieve a multi-vendor scenario, the interoperability between the diverse
vendor devices must be guaranteed: standard models are developed to let the ONC
the communication towards the devices, without caring about their proprietary
language, and an open interface must be inserted to allow the communication
between the ONC and the diverse devices, if they don’t support the standard model
used by the controller [33].

Optical Network Controller

OpenROADM

OpenROADM

OpenConfig Open Interface Open Interface OpenConfig
¥
D— O P S— D
TRX ROADM ROADM TRX
Vendor 1 Vendor 2 Vendor 3 Vendor 4

Figure 4.1: General strategy on how to approach interoperability on multi-vendor
devices
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Figure 4.1 represents an example of a multi-vendor network: each device is
potentially provided by a different vendor and the optical network controller
communicates towards the ROADM devices and the transponders exploiting the
proper standards. The standard commands are then translated with the help of an
open interface: its aim is the conversion of the commands sent by the controller
from the chosen standard to the proprietary language supported by the specific
device (Section 2.4.3).

In this context, the insertion of proprietary ROADMSs within a multi-vendor
network has been tested: as explained in Chapter 3, they are characterized by their
own operating system and the commands used to create and delete the necessary
connections for the data handling are run according to the proprietary language.
To achieve the interoperability among different vendors, a driver able to convert the
requests to the proprietary language must be implemented and inserted between
the ONC and the black-box devices.

The main goal of the following activity is to illustrate how a communication
between a controller and a commercial ROADM can be established.

4.1 Setup

OpenROADM agent OpenROADM agent

ROADM 1 ROADM 3
}. ____________ _>_

Q < Q y S
L] L]

ROADM 2
OpenROADM agent

Figure 4.2: This scheme represents how the three nodes are connected in the lab

The setup in the laboratory is composed by three ROADMSs, produced by Adtran,
which are connected by bidirectional optical lines: here several EDFA amplifiers
are located to compensate the loss introduced by the fibers. Figure 4.2 shows how
the ROADMSs are connected among each others.

Within the same figure, three OpenROADM agents are reported: they work in
the same way, but each of them is associated to a specific ROADM.
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Figure 4.3: Setup in the laboratory

4.1.1 ONOS and Adtran Connection

The controller of the open optical SDN taken in exam is ONOS[34], an open source
software able to control the devices within the network. It supports the standard
model OpenROADM [35] in order to control the ROADMSs present in the network;
this system is helpful because it allows the usage of a generic set of functions to
interface all the ROADMSs, independently from the model. On the other hand,
this standard is not recognized by the devices, because their operating system can
only accepts specific formats of instructions. As a consequence, a middleware must
be introduced between the controller and the ROADMSs, in order to translate the
OpenROADM requests to the proper model language.

The middleware is called OpenROADM agent, a docker container [36] that
includes a software, written in C language, able to collect the requests sent by
ONOS and translate them in RESTCONF commands that must be directed to the
ROADMs; each ROADM is associated to a specific agent.

The communication between ONOS and the ROADMs is split in two parts: at
first, the controller of the network sends the commands to the OpenROADM agent,
and then, the commands are translated in a ROADM readable language, thanks to
the script contained inside the middleware.
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4.1.2 OpenROADM
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Figure 4.4: OpenROADM scheme with nomenclature

OpenROADM is a standard aimed to guarantee interoperability within a multi-
vendor network, in particular operating with ROADMSs and transponders. In
this context it is used for the creation of express-connections within the ROADM
device and cross-connections between two ROADM ports: an express-connection,
Figure 4.6, defines a connection between two degrees of the same ROADM, while
a cross-connection, Figure 4.5 is related to the connection between two ports
physically connected at the same MUX/DMX of a specific degrees. Although the
two types of connections involves different entities, the way they work is the same.
Furthermore, the cross-connection between two ports represents also the basis of
the signal forwarding towards a ROADM at the end of an optical line (Figure 4.7).

Figure 4.4 represents the adopted nomenclature linked to the theoretical hard-
ware infrastructure of the ROADMs. Within the structure, also the amplifiers
at the input/output of the degrees and the SRG modules, used for the add/drop
actions, are reported, but in the laboratory the ROADMs are not equipped by these
features: transceivers are directly connected to the client ports of the ROADMs
and the the booster and pre-amplifier are the first and the last amplifiers of each
optical line.
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Figure 4.5: Simplified representation of a cross connection between two ports
within the same MUX/DMX
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Figure 4.6: Simplified representation of an express connection between two degrees
within the same ROADM

X ./,.‘,, . f,\,
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ROADM 1 ROADM 2

Figure 4.7: Simplified representation of a connection between two ROADMs
within the same optical line

Nomenclature
Here it is reported the mapping of the most important entities from the Open-
ROADM standard to the Adtran’s proprietary language:
o« DEGx-WSS — position of degree x among the slots;
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DEGx-WSS-RX — receiving nw,

DEGx-WSS-TX — transmitting nw, 1

DEGx-WSS-INy — receiving cl,y

DEGx-WSS-OUTy — transmitting cl,y

OpenROADM identifies both transmitting and receiving directions for each port,
considering a specific port as two different entities. On the other hand, Adtran
does not provide this seperation, but, as mentioned in Section 3.3.1, it is possible
to indicate the channel’s direction when the resources to handle the signal are
allocated.

4.1.3 The OpenROADM agent

The OpenROADM agent [37] is a docker container and includes several files, in
particular: the compiled version of the ROADM’s driver, which implements the
functions listed and explained in Section 4.1.3, and three datastores that describe
the structure of the ROADMSs.

The first two datastores are: i) config.xml, which contains a detailed description
of the ROADM associated to the specific agent, including the degrees, the ports
and eventually the amplifiers, i) status.zml which contains information of the
ROADM’s model and its components, such as the direction of each port. The last
datastore is named circuit _packs.xml, in which there are contained the information
related to the initialization of the involved entities, in this case the three degrees.
The three datastores use the OpenROADM’s nomenclature.

<circuit —pack>

<name>DEGI-WSS< /name>

<connection type='"rest">
<address>IP_ADDR</address>
<port>PORT</port>
<username>username</username>
<password>password </password>

</connection>

</circuit —pack>

Listing 4.1: circuit_ packs.xml

4.1 shows an example of a circuit pack inserted within the datastore cir-
cuit_packs.xml: in particular, all the necessary parameters to connect to the
ROADM'’s degree 1 are listed. In this case, this datastore contains the same
parameters for the other two degrees, since the operating system considers the
three degrees under the same entity.
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[

<info>
<node—id >ROADM-Torino </node—id >
| <node—number>1</node—number>
5 <node—type>rdm</node—type>
ol [-..]
7|<circuit —packs>
8 <circuit —pack—name>DEGI-WSS</circuit —pack—name>
9 <circuit —pack—type>circuit —pack</circuit —pack—type>
10 [ o e ]
1|<ports>
12| <port—mame>DEGI-WSS-IN1</port—name>
13| <port—qual>roadm—internal </port—qual>
11|  <logical —connection—point >DEGI-CTP-RX</logical —connection—point >
s [0 ]
16| <ports>
17| <port—mame>DEGI-WSS-RX</port—name>
15| <port—qual>roadm—internal </port—qual>
1| <logical—connection—point/>
20| </ports>
</circuit —packs>
<physical—link >
s|<physical—link —name>ExpLink12</physical —link —name>
<source>
<circuit —pack—name>DEGI-WSS</circuit —pack—name>
<port—name>DEGI-WSS-OUTI</port—name>
</source>
<destination >
<circuit —pack—name>DEG2-WSS</circuit —pack—name>
<port—name>DEG2-WSS-IN1</port—name>
</destination>
31| </physical—link >
35| [ -]
s6|<degree>
s7|<degree—number>1</degree—number>
as| [ ]
s9|<circuit —packs>
20|  <index>2</index>
1 <circuit —pack—name>DEGI-WSS</circuit —pack—name>
12| </circuit —packs>
13| </degree>

N

0N

¥

w W 00N N NN NN N NN
Nk O © ® 9 o O A W

Listing 4.2: config.xml

4.2 contains details related to the first degree circuit pack of a ROADM within
the datastore config.xml:
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« network and client ports, where their two directions are considered as separated
entities;

 the linked circuit pack name, where the details are reported within the datas-
tore circuit_packs.xml;

o the hardware position, i.e., the shelf and the slot at which the circuit pack
belong;

o the ports involved in the express connections between two degrees.

Also an accurate hardware description is reported, that includes the structure
of the ROADM, considering the number of degrees, the presence of amplifiers and
add/drop modules.

<info>
<vendor>Adtran</vendor>
<model>RDMI12</model>
<serial —id>LBADVAT71234100274</serial —id>
<max—degrees >3</max—degrees>
</info>
<circuit —packs>
<circuit —pack—name>DEGI-WSS</circuit —pack—mame>
<administrative—state>inService </administrative—state>
<circuit —pack—category >
<type>circuitPack </type>
</circuit —pack—category>
<ports>
<port—name>DEGI-WSS-IN1</port—name>
<port—wavelength—type>wavelength </port—wavelength—type>
<port—direction>rx</port—direction >
</ports>
<ports>
<port—name>DEGI-WSS-RX</port—name>
<port—wavelength—type>multi—wavelength </port—wavelength—type>
<port—direction>rx</port—direction >
</ports>
<ports>
<port—name>DEGI-WSS-TX</port —name>
<port—wavelength—type>multi—wavelength </port—wavelength—type>
<port—direction>tx</port—direction >

[...]
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</ports>
</circuit —packs>

<!— DEGREE —>
<degree>
<degree—number>1</degree—number>

[...]

2| </degree>

AT

Listing 4.3: status.xml

4.2 lists some details within the datastore status.xzml: the ROADM vendor and
model, the features of each circuit pack, specifying the ports and their direction,
TX or RX, and also in this case the feetures of the ROADM, including the number
of degrees.

Driver’s Functions

Four main functions have been developed: i) init function for the initialization
of the environment; i) close function used to free the allocated resources; iii)
make__connection function to create a connection; v ) delete connection function
to close an already created connection.

Init is the first executed function when the OpenROADM agent is run: its aim
is the retrieving of the general information of the degrees, in particular the 1P
address, the protocol port and the credentials to generate the token, which is a
temporary string that must be specified in the header section of the RESTCONF
requests sent to the ROADM; without this header, the user cannot be authorized
to send any request to the ROADM. When the OpenROADM agent is run, init
function is called to set-up the environment and retrieve the information (4.1).

Make__connection function is used in order to connect two ports within a degree:
this function executes all the steps described in Section 3.3.1. The most important
parameters for the execution of the function are: the degree and the two ports
of interest, the central frequency and the channel bandwidth. It is mandatory to
respect the presence of one network port and one client port, specifying at first
the receiving and then the transmitting port. Also the central frequency and the
channel bandwidth must follow the rules reported in Section 3.3.1.

Delete__connection function aims to delete the already created connections inside
the ROADMSs: in this case, it is sufficient to specify the degree and the two ports.

When make__connection and delete__connection are executed, at first they gen-
erate the token string, if necessary: a check is performed to the previously created
token and, if it has expired, a new one is created. Then, the parameters passed ac-
cording to the OpenROADM nomenclature are mapped according to the proprietary
language.
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If called properly, all the functions produce the expected results: the init function
retrieves the parameters to generate the token string passed to the header of the
following requests to the ROADM; make__connection and delete__connection results
can be verified by observing the power spectrum, since the presence of the created
channels, with the specified characteristics, and consequently their elimination,
allows the check of the result’s correctness.

On the contrary, if the specified parameters are wrong, the operating system is
able to recognize and communicate the occurred error. In particular, the system is
able to detect the following errors:

 the specified frequency does not fall in the C-band;
o some channels are overlapping in frequency within the same port;

e the two provided ports to connect through media layer are not within the
same degree;

» the user wants to connect two same port type through the media layer;

o within the unidirectional connection, the TX slot is specified before the RX
one.

4.1.4 ONOS configuration

ONOS is able to establish a connection towards all the devices within the controlled
network, thanks to the supported standard models. In this context, each ROADM
is reachable since the OpenROADM agent is used as an additional support for
the ROADM device. As a consequence, ONOS identifies each ROADM as an
OpenROADM model, without considering the real entity accessed through the
middleware.

The first action performed by ONOS is the initial NETCONF handshake with
the agent: in this step, the hardware features of the ROADM are retrieved. When
the initial setup is completed, ONOS is able to manage the connections within the
network; a user can directly handle the lightpaths using ONOS, or a software can
be associated to the network controller to manage the connections that must be
created. To execute a function, a command must be sent from the ONOS console
according to the standard model, specifying the parameters that must be passed
to the function.

ONOS is not able to check if the wavelength continuity can be guaranteed, as
explained in Section 2.20, but it will execute the functions where it is possible to
allocate the necessary resources. For this reason, the user or a software must keep
track of the already used frequencies to ensure the wavelength continuity from the
source to the destination, according to the RWA rules.
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4.2 Theoretical Example

In this section an example will be presented to show how make connection works:
this function can be called after the initialization of the environment and the

generation of the token.

An incoming signal arrives from the optical line at a central frequency of 193
THz, characterized by a channel width of 50 GHz: it arrives at the receiving
network port of the first degree and must be forwarded to the transmitting network
port of the second degree; the involved client ports are c1,1 in both degrees.

Figure 4.8: Representation of the example: connection between two degrees

Figure 4.8 offers a graphical representation of the scenario. In this example,
make__connection must be called two times: at first, a cross-connection within the
first degree must be created, then the same operation must be repeated at the
second degree. Between the two client ports, a fiber must be properly inserted to

ROADM

Degree 1

=z
H
/S xcz

/S xz O

CL12

\ X 20O

X CZ=

Degree 2

‘ Nw, 1

allow the signal to follow the optical path.

Cross-Connection within Degree 1

The parameters to specify in this call are:

degree: DEG1-WSS;

RX port: DEG1-WSS-RX;

TX port: DEG1-WSS-OUTT;
central frequency = 193000000 MHz;

channel bandwidth: 50000 MHz.
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The result of the first call of make__connection is shown in Figure 4.9: here the
functions acts inside the first degree, creating the necessary structures to connect
the receiving network port and the transmitting client port 1. It is visible the
created optical path that the signal must follow.

Degree 1

Nw, 1

S oxcx

Cl,12

}
B

Figure 4.9: Cross-connection within Degree 1

Cross-Connection within Degree 2

The parameters to specify in this call are:

degree: DEG2-WSS;

RX port: DEG2-WSS-INT;

TX port: DEG2-WSS-TX;

central frequency = 193000000 MHz;

channel bandwidth: 50000 MHz.

The result of the second call of make connection is shown in Figure 4.10: it
is analog to what happens within the first degree. The signal now is ready to be
forwarded towards the optical line: inside the ROADM that closes the line, the
same function (make__connection) must called to direct the signal.
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Degree 2

. XXO

Figure 4.10: Cross-connection within Degree 1
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Chapter 5

Results

The first results to analyze are related to the power evolution at each port of
the ROADM, performing some tests and retrieving the power values from the
integrated OCM: this must be the first step to understand if the device is working
correctly. In this way, it is also possible retrieve the general characteristics of the
device, including the introduced penalties and eventual extra attenuation. In the
following, several plots related to two different scenarios in which there are tested
the properties and functions of the ROADM are shown.

5.1 Scenario 1

Degree 1 Degree 2
L cu1
1 1
1 1
1 1
M ! ! D N1
Nw.1 U ! 1 M
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’CHZ CL12
CL1 cL1
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Optical Line N1 | . Nw, 1 — Opticaltine
----------- —_— M 1 1 U
I 1
X 1 1 X
I 1
. T — g
Qfcuiz CL12
Receivers

Figure 5.1: This scheme represents a simplified environment of the first scenario:
each arrow represents an ensemble of channels forwarded to separated receivers.
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Figure 5.1 is helpful to understand what happens inside the ROADM: a signal
arrives at the network port of the degree 1, where it is divided in 96 channels, and
is forwarded to the transmitting client ports from 1 to 5. The first client port
forwards a huge portion (84 channels) of the incoming signal to the second degree,
while the others are dropping ports, so they theoretically send channels that they
receive (3 channels per port) to the eventual transceivers. Once the incoming signal
is forwarded to the network transmitting port of the second degree, it is ready to
be forwarded towards the optical line.

5.1.1 No Equalization

Power vs frequency [Channel width: 50 GHz] Power vs frequency [Channel width: 50 GHz]
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Figure 5.2: Drop and forwarding of scenario 1

Figure 5.2a shows what happens inside the degree 1 of the ROADM: a full spectrum
signal arrives at the receiving network port and is split in 96 different channels
of 50 GHz each. At this point each channel is forwarded towards the successive
transmitting client ports of the same degree; in particular, some channels are
destined to eventual transceivers, and they are the ones that arrive at the ports
cl,2, c1,3, cl,4 and c1,5. On the other hand, the remaining channels are
forwarded to the c1,1 port, and then forwarded to the following degree, which is
the degree 2, as it is possible to observe in Figure 5.2b; the holes in the figure are
the consequence of the fact that some channels have been dropped in other ports,
while the plot shows what is happening at the c1,1 port.

In this case, the equalization has been disabled, so the power loss that can be
observed in both plots is introduced by the MUX/DMX crossed by the signal: in
particular, as it is possible to notice, the loss is about 5 dBm, but this is an average.
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The real loss depends on the specific port and on the specific degree. This aspect
is observable in Figure 5.2a: even if the loss is similar, it is possible to notice that
the dots that characterize the plot are not all at the same level. This behaviour
is justified by the fact that, as mentioned before, the introduced loss is different
between each port.

Within Figure 5.2b, it is possible to notice that the penalty of about 5 dBm is
present only between the network and the client ports. On the other hand, the
power level remains almost constant when the signal passes from the client port
of the first degree to the client port of the degree 2: to connect these two ports it
is sufficient to use a really short fiber, so no significant attenuation is introduced,
and the observed power level is practically the same at both sides.

Introduced Losses

The following list collects the losses introduced within the MUX/DMX of the degree
1: the calculated loss is about 5 dB as expected, but it is not constant.

e cl,1: 4.3 dBm;
e cl,2: 4.8 dBm;
e cl,3: 5.1 dBm;
e cli4: 5.0 dBm;

e cl,5: 5.0 dBm;

No losses are experienced between the degrees 1 and 2, except for the negligible
effect of the fiber attenuation.

In degree 2, the measured penalty between the client port 1 and the network
port is 4.9 dB.

5.1.2 The Effect of the Equalization

The equalization is an important feature that can be exploited for the management
of the channels: it is able to influence the power of the channels after they cross
a MUX/DMX. The user can impose a threshold: if the channel PSD is higher in
respect to the threshold, it will be scaled at the level of the threshold, otherwise it
remains the same. The equalization can be useful in order to have all the channels
at the same power. In the following, there are shown some plots in which the effect
of the equalization on the power of the channels is represented.
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Power vs frequency [Channel width: 50 GHz] Power vs frequency [Channel width: 50 GHz]
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Figure 5.3: Equalization on one side

Figures 5.3a and 5.3b show the effects of the equalization when enabled in only
one side: in the first figure, the equalization has been enabled only on the client
port of the first degree, while in the second plot the equalization has been enabled
on the network port of the degree 2; an horizontal line has been added in both
cases in order to show at which target the channel power must be adapted when
the equalization is enabled.

From an analytical point of view, the calculation that must be performed in
order to predict the power of each channel is the following: 10-log,,(B.) —setpoint;
where B, is the width of the channel, in this case 50 GHz, and the setpoint is
the target PSD, expressed in dBm/GHz, and its value can be chosen in a specific
interval, mentioned in Section 3.3.2.

In Figure 5.3a, the chosen setpoint is -24 dBm/GHz, so it has been scaled to
-10 dBm, since the channel width is 50 GHz: as it is possible to observe, the power
of each channel at the client port is coincident to the threshold. On the other
hand, Figure 5.3b represents the case in which the equalization is enabled only on
the network port: the selected setpoint is equal to -35 dBm/GHz, which has been
subsequently scaled to -18 dBm. As a consequence, when the equalization is enabled,
the output power is not only reduced by the internal loss of the MUX/DMX, but
is also influenced by an extra attenuation that depends on the selected setpoint.
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Power vs frequency [Channel width: 50 GHz]
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Figure 5.4: complete case

Figure 5.4 represents the combination of Figures 5.3a and 5.3b, with the equal-

ization enabled in both sides.

In the previous cases there have been shown conditions in which the extra
attenuation could be added to the output power, since for each channel it was
always higher in respect to the threshold, but there can be situations in which the
output power is lower; this situation is tested in the following.

In order to test what happens when the power is lower in respect to the scaled
manipulated; this operation has been
performed with the help of the parameter setpoint delta, mentioned in Section 3.3.2.
The power at the output of the client port of the first degree has been modified in
power above the threshold while the

setpoint, the power of each channel has been

order to have a ramp, with some channel’s
others below.
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Figure 5.5: Setpoint = —15dBm
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Power vs frequency [Channel width: 50 GHz] Power vs frequency [Channel width: 50 GHz]
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Figure 5.6: Setpoint increment

Figures 5.5, 5.6a and 5.6b show the same scenario, but a different setpoint has
been selected on the network port; the oblique signal has been obtained using the
parameter delta, which could be set when the equalization is enabled: the received
signal at the network port of the degree 1 has been reduced by 5 dB at the port
cl,1, always due to the internal loss, and then an increasing extra attenuation has
been applied at each channel thanks to the parameter delta. As a consequence, the
resulting signal has an oblique shape: by observing the three pictures, it is possible
to notice that the first channels from the left side have an integral power value
around -7 dBm, while the last channels have a value around -13 dBm. Finally, at
the network port on degree 2, there must be applied again 5 dB of penalty, so the
channels have an integral power value from about -12 dBm to about -18 dBm. Now
it is possible to analyse what happens at the variation of the setpoint.

As it is possible to observe, the increment of the absolute value of the setpoint
is translated to an higher number of channels that can be equalized: in fact, in
Figure 5.5 only the first half of the channels has been attenuated to the setpoint
value, due to the fact that only the first half of the channels has a power value
higher in respect to the threshold. By increasing the setpoint, as in Figures 5.6a
and 5.6b, the number of channels that are higher than the threshold increases: as it
is possible to notice, only a small portion on the right side has not been attenuated.
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Power vs frequency [Channel width: 50 GHz]
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Figure 5.7: Setpoint = —18dBm

When the setpoint is set to a value that is sufficiently low, or high if the absolute
value is considered, all the channels can be attenuated: this is the case represented
in Figure 5.7, where all the channels have the same power value.

5.2 Scenario 2
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Figure 5.8: This scheme represents a simplified environment of the second scenario:
each arrow represents the entire signal forwarded to the optical line.

Figure 5.8 shows the environment tested in the second scenario: here the signal
arrives to the c1,1 port of the third degree and is forwarded to the transmitting
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network port of the same degree. In this case it has been simulated a scenario
where the adding function is used.

As it is possible to observe from Figure 5.9, also in this case a 5 dB loss has
been applied at each created channel, but no extra attenuation has been added,
since in this case the equalization was kept disabled.

Power vs frequency [Channel width: 50 GHz] 5 Power vs frequency [Channel width: 100 GHz]
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Figure 5.9: Scenario 2

Figure 5.9 also compares the same scenario with the variation of the channel
width value: Figure 5.9a represents the incoming signal divided in 96 channels
characterized by a bandwidth of 50 GHz, while Figure 5.9b shows the same signal,
but now divided in 48 channels that have a bandwidth of 100 GHz.

By observing the two plots, it is possible to notice that the increase of the
bandwidth can be translated in an increase of the power value per channel, and
vice versa; in particular, doubling the channel width, in this case from 50 GHz to
100 GHz, each power channel has an increment of 3 dBm. This behaviour can be
justified by the fact that doubling the channel width, it is also doubled the power
within the channel, so the OCM will measure an higher power level. Any eventual
extra attenuation or the loss remain the same, independently from the channel
width.

As mentioned in Section 3.3.1, the smallest channel width is 37,5 GHz: in that
case, more channels can be created and the resolution of the power monitor will be
the highest one. On the other hand, using the largest channel width, so the entire
bandwidth, it is possible to observe only one point: as a consequence, the creation
of larger channel will be translated to a lower number of channels, but they will
be characterized by higher power values, due to the fact that they collect a larger
portion of the spectrum.
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The following sections wrap the results obtained with the interaction between
ONOS and the ROADMs.

5.3 Interaction with ONOS

To start the communication between ONOS and Adtran, the OpenROADM agent
is run and the initial setup is performed to retrieve the information of the controlled
ROADM: all the entities (circuit-packs) are listed during the initial handshake.

: *** Tnpitializing OpenROADM device ***

s kkkkhkkhkhkhkhtkhkkhkkkkkkkkkhkkhkkkhkkhkkhkkhkkk

: Transapi calling callback /A:org-openroadm-device/
: ¥*%% ROADM Device *¥*

Figure 5.10: Setup initialization: when the OpenROADM agent is run, all the
ROADM features are collected

Init is automatically called for each circuit-pack entity contained within cir-
cuit__packs.zml to retrieve the relative information.

At this point it is possible to test make__connection: ONOS is used to create
a connection between two degrees of a ROADM. To fulfil the request sent by the
controller, make__connection is executed two times: at first within the receiving
degree (in this case degree 2), while the second call acts within the transmitting
degree (degree 3). Figure 5.12 shows the details and the parameters of the execution:
the created channels are characterized by a specific spectrum portion and are
instantiated within the degrees 2 and 3 of the selected ROADM. It is also observable
the choice of the client ports: within the datastore config.zml, the instructions to
connect two specific degrees are reported (Fig. 5.11).

ExpLink23

DEG2-WSS
DEG2-WSS-0UT12

DEG3-WSS
DEG3-WSS-IN12

Figure 5.11: Instructions to instantiate an express connection between degrees 2
and 3 of the selected ROADM
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In this test, the involved ports to connect degrees 2 and 3 are DEG2-WSS-
OUT12 (transmitting client port 12 of degree 2) and DEG3-WSS-IN12 (receiving
client port 12 of degree 3).

netopeer-server[1]: Internal connection for frequency slot [193.70000:50.00000]: DEG2-WSS-RX -> DEG2-WSS-OUT12 -> DEG3-WSS-IN12 -> DEG3-WSS-TX.
circuit pack: DEG2-WSS

Central frequency: 193700000 - Width: 50000

in port: DEG2-WSS-RX - out port: DEG2-WSS-0UT12

->Creating slot group...

->Creating slot group...

->Creating tributary signal...

->Creating tributary signal...
->Connecting ports...

->Setting the connection to in state...

->Setting the connection to in state...

Figure 5.12: Make connection executed within the second degree

circuit pack: DEG3-WSS

Central frequency: 193700000 - Width: 50000

in port: DEG3-WSS-IN12 - out port: DEG3-WSS-TX
->Creating slot group...

->Creating slot group...

->Creating tributary signal...

->Creating tributary signal...

->Connecting ports...

->Setting the connection to in state...

->Setting the connection to in state...

Figure 5.13: Make connection executed within the third degree

Figures 5.14, 5.15, 5.16 and 5.17 show useful screenshots of the information
retrieved using the CLI: the necessary resources are correctly allocated. Each
channel is characterized by a central frequency of 193.7 GHz and 50 Ghz as a
channel bandwidth: these values are chosen at the launch of make__connection.
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admin@FSP3000C> show interface 1/3/n/oms/spslg-1/otsia otsia otsi 1

otsi 1:
id: 1
center-frequency: 193.700000 THz
bandwidth: 50.000 GHz

Figure 5.14: Channel created within the network port of the second degree: it is
characterized by the central frequency and the channel width selected by ONOS.

admin@FSP3000C> show interface 1/3/c12/oms/spslg-1/otsia otsia otsi 1

otsi 1:
id: 1
center-frequency: 193.700000 THz
bandwidth: 50.000 GHz

Figure 5.15: Channel created within the network port of the second degree: it is
characterized by the central frequency and the channel width selected by ONOS.

admin@FSP3000C> show interface 1/5/n/oms/spslg-2/otsia otsia otsi 1

center-frequency: 193.700000 THz
bandwidth: 50.000 GHz

Figure 5.16: Channel created within the network port of the third degree: it is
characterized by the central frequency and the channel width selected by ONOS.

admin@FSP3000C> show interface 1/5/c12/oms/spslg-2/otsia otsia otsi 1

otsi 1:

id: 1
center-frequency: 193.700000 THz
bandwidth: 50.000 GHz

Figure 5.17: Channel created within the client port 12 of the third degree: it is
characterized by the central frequency and the channel width selected by ONOS.
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netopeer-server[1]: Deleting cross-connection NMC-CTP-DEG2-TTP-RX-193.7->NMC-CTP-DEG3-TTP-TX-193.7.
->Deleting connection between ports...

->Setting the slot group to out of state...
->Deleting slot group...

->Setting the slot group to out of state...
->Deleting slot group...

->Deleting connection between ports...
->Setting the slot group to out of state...
->Deleting slot group...

->Setting the slot group to out of state...

->Deleting slot group...

Figure 5.18: Delete__connection test

Figure 5.18 shows the delete connection in action: from the optical network
controller (ONOS), it is ordered to eliminate an already created connection, which
is the one created previously.

The first visible line shows details of the called function. In particular, the entity
NMC-CTP-DEG2-TTP-RX-193.7->NMC-CTP-DEG3-TTP-TX-193.7 refers to the
created connection between degrees 2 and 3 of the involved ROADM:

o NMC-CTP-DEG2-TTP-RX: second degree. In this case it is the one that

receives a signal;

e NMC-CTP-DEG3-TTP-TX: third degree. In this case it is the one that
transmits a signal;

e 193.7: the central frequency that characterizes the connection between the
two entities.

To delete a connection, at first the operating system must act on the media
port: it has to delete the connection between the spectrum slot groups of the two
ports within each degree. Then, to delete the spectrum slot groups, it is mandatory
to set the entity to eliminate in out of state. Finally, the SPSLG can be deleted,
so the free resources can be reused for the creation of new connections. These
steps are repeated at both degrees (at first at the receiving degree, then at the
transmitting degree).
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5.4 Optical Network Control

ROADM1

Degree 1

\ ROADM 3
"
Nwil B {’\
Y
U]
ClL12

o \ ROADM 2
]
Nwi \
:::: /}‘
W

Degree 2

Input signal

Figure 5.19: A full band input signal is split between the first two degrees of
ROADM 1: each network port propagates the filtered channels.

To simulate a controlling action within the network, make connection is now sent
several times: 6 channels have been created within ROADM 1, Fig. 4.2, and
are propagated towards ROADM 3. ONOS calls make_connection 6 times: at
each execution one channel is created; the channels are characterized by the same
width (62.5 GHz), but with an increasing central frequency, in order to avoid the
channel overlapping. These channels have been propagated through the optical
line, composed by EDFA amplifiers, as described in Section 4.1, up to ROADM 3,
where 64 equally spaced channels have been created (62.5 GHz of channel width).
The 64 channels have been created in order to visualize the entire C-band spectrum
with the help of the OCM.

Firstreading Lastreading

Figure 5.20: This scheme represents where data have been collected.
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The following figures represent the power curve in respect to the frequency,
retrieved as shown in Fig. 5.20.

Power vs frequency

—— OSA
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Figure 5.21: Plot retrieved at transmitting nw,1 of ROADM 1

Figure 5.21 represents the combination of the plots retrieved with the help of
the integrated OCM compared to the power spectrum obtained with the OSA
connected at the network port of ROADM 1. As it is possible to observe, the dots
coincide with the peaks of the channels: this aspect affirm that the OCM is a good
instrument to evaluate if the channels are created and the power values are at the
correct level. The presence of the channels indicates the success of the connection
creation: as said previously, make connection has been called 6 times, and at each
call, one connection has been set up and it is possible to observe the correctness of
the function’s behaviour, since 6 channels are visible. Between the channels, the
noise of the OSA is observable: in these regions nothing can be measured, so the
OSA represents this condition with low power lines. Each channel’s peak is at the
same level, near -14.0 dBm: the equalization is enabled at the network port, so an
extra attenuation has been added in order to reach the setpoint value.

calculateda-instantaneous-opr: -6.4
Figure 5.22: Power of the client port 12 within the first ROADM.
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attenuation: 2.5
path-loss: 7.4

setpoint: -14.0 dBm

Figure 5.23: Useful values at the network port within the first ROADM.

Figures 5.22 and 5.23 show how the CLI represents values connected to the
power of the channels: the former reports directly the power of the first channel,
with the lowest central frequency, created at the client port 12, the latter represents
the total path loss, that includes the extra attenuation, measured at the network
port connected to cl,12; if the path loss is subtracted to the power measured at
the client port, it is obtained the peak of the first channel’s power. This value must
be near the chosen setpoint.

Power vs frequency
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Frequency [THz]

Figure 5.24: Plot retrieved at receiving nw,1 of ROADM 3

Figure 5.24 shows the power at the end of the optical line, inside the receiv-
ing network port of ROADM 3. The power values are higher in respect to the
transmitting side: here the power has been measured after the last Juniper EDFA
amplifier. The peaks present different values and are not equalized: this behaviour
is a combined effect of the gain, that depends on the imposed parameters, and
fiber loss. In particular, due to the settings of the EDFA, the gain increases with
the frequency [38], while the attenuation is almost flat in the C-band, except for
the edges, where its value is a little bit higher. These two effects are well visible:
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increasing the frequency, the channels present higher peaks; the first channel is
affected by lower gain and higher attenuation, so it is the most penalized. The
retrieved total received power is 12.5 dBm.

The same six channels are also created on the degree 2 of ROADM 1, Figure
5.19, and routed towards ROADM 2 within another optical line, where CISCO
EDFA amplifiers are used to amplify the signal.

Power vs frequency
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Figure 5.25: Plot retrieved at receiving nw,1 of ROADM 2

Figure 5.25 shows the six channels at the end of the optical line, within the
receiving network port of ROADM 2: also in this case, 64 channels characterized
by a width of 62.5 GHz and equally spaced are created to collect the signal arriving
from the optical line. In this context, due to the EDFA settings, the highest
channels are the ones characterized by a lower frequency, and go from 6 dBm to
2 dBm. Considering the channel peaks at the receiving network port, they are
similar and mirrored to the ones retrieved at the input of ROADM 3 (Figure 5.24).

In general, the gain (G) is set to fully compensate the fiber loss (L), i.e., G = L.
If the gain is set to a different value, the retrieved optical power will be higher for
G > L, and lower for G < L.

In Figure 5.21, it is shown the case in which the transparency (G = L) is not
respected, but the gain is higher than the fiber loss.
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Power vs frequency
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Figure 5.26: Plot retrieved at receiving nw,1 of ROADM 2 (no transparency)

The channels received at the input of ROADM 2, Figure 5.25, are then rotated
towards the output of the same device to reach ROADM 3 using another optical
line.

Power vs frequency
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Figure 5.27: Plot retrieved at transmitting nw,1 of ROADM 2

Figure 5.27 shows the power spectrum of the ROADM 2 output: the two
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equalization steps, performed within the receiving degree (c1,1 TX) and at the
output of ROADM 2 (nw,1 TX), allow the channels to obtain the same power
measured at the output of ROADM 1, Figure 5.21, where all the peaks are around
-14 dBm.

The optical line that connects ROADM 2 and ROADM 3 is characterized by
Juniper EDFA ampifiers, as the line between ROADM 1 and ROADM 2. At the
end of the optical line, i.e., at the receiving network port of ROADM 3, the six
created channels are clearly visible and reported in Figure 5.28. In this case, the
EDFA settings influence the optical signal mostly penalizing the highest frequency
channels, as happens at the input of ROADM 2 (Figure 5.25).

Power vs frequency
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Figure 5.28: Plot retrieved at receiving nw,1 of ROADM 3

At the input of ROADM 2, the total received optical power is 12.7 dBm, while
the total power at the input of ROADM 3 is 11.3 dBm, although the launched
power per channel is the same. To obtain the same input power at each ROADM of
the selected path, the gain of the last ROADM’s pre-amplifier has been increased
to perfectly match the 12.7 dBm measured at the input of ROADM 2.

Figure 5.29 shows the input of ROADM 3: each channel presents a slightly
increment of the peak power value, due to the action performed at the pre-amplifier
settings.
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Power vs frequency
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Figure 5.29: Plot retrieved at receiving nw, 1 of ROADM 3 acting on the preamp
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Chapter 6
Conclusions and Comments

Sections 5.3 and 5.4 demonstrate the feasibility of establishing a connection between
a controller and a device produced by Adtran. This result is significant as it
supports the possibility to develop multi-vendor networks. In this scenario, the
device successfully executes commands delivered by the controller, facilitated by the
open interface, the OpenROADM agent, that contains the necessary instruments
capable of translating from a standard to a proprietary model.

The development of a multi-vendor network necessitates a comprehensive under-
standing of various device models, that comprehends both hardware and software
perspectives. To create code that effectively manages the device under examination,
it is essential to study the supported protocols and determine the commands,
written in the proper syntax, that the device must execute. Knowledge of the
hardware is also crucial, as it provides insight into the level at which the developed
software operates. For instance, understanding the physical structure of the Adtran
ROADMSs used in the setup is necessary for configuring commands appropriately.
Additionally, familiarity with the selected controller and the chosen standard is
fundamental.

Thus, the establishment of a multi-vendor network is achieved with the devel-
opment of a standard able to communicate with all the different vendor devices
and the accurate studying of the specific devices within the network. In this
context, the development of code for translating OpenROADM commands to the
proprietary model necessitates an in-depth understanding of managing the Adtran
ROADM model, particularly regarding the essential commands required to fulfill
OpenROADM requests delivered by the ONOS controller.

The introduction of an additional layer may costs in terms of latency and
needs additional resources to operate with a controller, but it is a simple way to
avoid the redefinition of the controller’s behaviour, based in this context on the
delivery of OpenROADM requests. Without introducing this additional layer, the
controller must adapt its communication depending on all the devices, increasing
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the complexity of the system. With the help of an interface, the controller is
programmed to support only the standard models, and each device will expose an
ad hoc interface to communicate with the controller of the network.

This activity can be helpful to extend the introduction of open interfaces towards
all the devices, making feasible a multi-vendor context, which is one of the main
targets of the open optical network world.

At this point these network devices can be controlled to propagate optical signals
towards the optical lines within the network: thanks to this activity, it is possible
to characterize the behaviour of the network. In particular, it is possible to find
the best paths from a source to a destination, evaluating different terms. It is also
possible to find the best parameters to apply at the devices within the optical line
to obtain the best network performances.
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