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Abstract 
Catalytic methanol synthesis in a 2D rectangular microchannel reactor is modelled 
in OpenFOAM. This type of reactors offers several advantages from the fluid-
dynamic viewpoint, such as enhanced mass and heat transfer, in addition to high 
single-pass efficiencies. However, the main drawback of these reactors is their 
limited methanol throughput as compared to their conventional fixed-bed 
counterparts. Therefore, the goal of this thesis is to analyse the impact of different 
thermo-fluid dynamic settings on methanol production, seeking an optimal 
methanol yield. In the present analysis, only surface reactions are accounted for. 
They are implemented over the catalytic walls of the channel according to the 
Langmuir-Hinshelwood-Hougen-Watson (LHHW) kinetics. Moreover, the 
diffusion phenomena between the involved chemical species in the reactor are 
addressed based on Fick’s law, under the assumption of a unity Lewis number. 
Accordingly, the synthesis simulations are conducted. The reactor achieves its best 
performance when the temperature at the catalytic walls ranges between 210-
220°C. As the temperature increases further, the methanol yield continues to 
diminish. Concerning the flow characteristics, the reaction residence time proves 
to be the dictating factor, as greater volumetric concentrations of methanol yield 
result from the reduction in the bulk Reynolds number. Furthermore, elongating 
the zone at which the catalyst coating is applied enhances the methanol yield. 
Finally, vortex generators are introduced in the channel and the effect of transport-
mediated mixing is investigated. At each individual Reynolds number, inducing 
flow mixing led to achieving greater yields. However, even at such flow 
characteristics, the reactor records its highest yielded mass fractions at the lowest 
simulated bulk flow velocities (highest reaction residence time). 
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Symbols and abbreviations 

Physical quantities 
 

Re Reynolds number 
ρ density 
t time 
u velocity field 
p pressure field 
μ dynamic viscosity 
h enthalpy 
λ thermal conductivity 
cp specific heat capacity at constant pressure 
�̇�ℎ heat release rate 
Y mass fraction 
D diffusion coefficient 

�̇�𝑘 reaction rate 
MW molecular weight 

A geometrical area 
α coefficient of stoichiometry  
r reaction rate 
V geometrical volume 

∆ℎ𝑓
0 formation enthalpy 

m mass 
X molar fraction 
f fugacity 

Le Lewis number 
Φf flux 
n number of moles 
ν kinematic viscosity 
�̇� mass flow rate 

 

Chemical symbols 
 

CH3OH Methanol 
CO2 Carbon dioxide 
H2 Hydrogen 
CO Carbon monoxide 

H2O Water 
 

Mathematical operators 
 

𝜕

𝜕𝑡
 partial derivative with respect to variable t 

∇. Divergence 
∇ Gradient  
Σ𝑖 Sum over index i 
I Identity tensor 
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Abbreviations 
 

 

 

 

  

GHG Greenhouse gases 
RES Renewable energy systems 
PTF Power-to-fuel 
CFD Computational Fluid Dynamics 
VG Vortex generator 
NS Navier-Stokes 
RWGS Reverse Water-Gas Shift 
LHHW Langmuir-Hinshelwood-Hougen-Watson 
FVM Finite Volume Method 
OpenFOAM Open Source Field Operation and Manipulation 
SIMPLE semi-implicit method for pressure-linked equations 
PISO pressure-implicit split-operator 
BC Boundary condition 
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1 Introduction 
 

The emission of greenhouse gases (GHGs) has been the most concerning 
environmental dilemma since the beginning of the 21st century. It is the driving factor 
towards global warming. The concentration of carbon dioxide (CO2) in the atmosphere 
nowadays has massively risen as compared to the days of the pre-industrial era [1]. 
This is mainly attributed to the excessive burning of fossil fuels in transportation and 
power production applications [2]. Fossil fuels are still the primary resources for 
meeting the global energy demand; they almost contribute to 80% of the world’s 
energy consumption [3]. At such profound energy consumption rates, these 
traditional, non-renewable resources will most likely get depleted in the near future 
due to their relatively slow replenishment [4, 5]. It is also inferred that the need for 
energy will only get higher with time [6]. Therefore, this rapid growth in the global 
energy demand and the detrimental emissions resulting from the combustion of fossil 
fuels have driven countries to impose strict environmental regulations to try and limit 
the GHG emissions [7] and seek for alternative renewable, eco-friendly resources and 
low-carbon footprint power production methods. 

Renewable energy systems (RES), based on solar radiation, wind and hydro-power, 
are normally coupled with traditional power plants in order to ensure the energy 
demand fulfillment, at reduced emissions [8]. However, some notable challenges and 
limitations in the exploitation of the renewable energy resources for power production 
have risen over time. For instance, generating electric power from sunlight and wind 
energy is known for being highly intermittent and unpredictable. To elaborate further, 
the performances of such RES are dramatically dictated by the speed at which the wind 
is blowing and the intensity of solar radiation, which in turn, are relentlessly 
fluctuating in time [9]. Accordingly, slow wind speeds or cloudy weather conditions 
hinder the power outputs of such systems to a major extent. This causes some 
difficulties in the system (grid) balancing, which often translates into considerable 
economic losses [10]. Furthermore, at high demands, the inability to meet the energy 
requirements when the RES yields are low leads back to the use of traditional fossil-
fuel burning methods to compensate for the power shortage. In addition to that, the 
periodic productivity of RES has proved to be quite detrimental to conventional power 
plants, especially in those combined plants where multiple production techniques are 
coupled. For instance, oscillations and deficiencies in RES outputs lead to suboptimal, 
low-efficiency operation of traditional power plants, in addition to recurring start-ups 
and shutdowns, which cause increased wear to the power plants’ infrastructure [10].  

Moreover, electricity storage from RES proves to be extremely challenging and to 
implement large-scale RES, optimizing this storage is vital [11, 12, 13]. Namely, in low-
energy demand periods, having optimal energy storages significantly enhances the 
efficiency of RES, as a great amount of energy would be saved. This saved, stored 
energy can then be utilized during periods of high demand, more importantly, when 
electricity would be extremely expensive to produce [14]. As a result, considerable 
financial gains could potentially be attained from optimal energy storage. The above-
mentioned reasons justify the significance of finding optimal solutions for overcoming 
the challenges and limitations of RES electricity storage.  

In transportation terms, the electrification approach seems to be a very convenient, 
environment-friendly alternative that augments the transition towards carbon 
neutrality. Using electricity instead of fossil fuels as the driving power source greatly 
diminishes the concentration of CO2 and other GHG emissions into the atmosphere 
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[15]. However, as of today, this technology still falls short in some particular fields, 
such as aerospace transport, heavy-load, massive vehicles (e.g. trucks), marine 
applications and long-haul trips, which typically require substantial amounts of energy 
[16, 17, 18]. Indeed, matching such energy demands with the current available battery 
technologies would not be feasible due to their limited volumetric energy densities 
[19], making electrification of extreme difficulty in such cases. Therefore, fossil fuels 
are still the number one option in these scenarios.  

The previous discussion elaborates the low efficiency, complications and limitations 
involved in the storage of electricity generated using RES. It also tackles the inability 
of substituting fossil fuels by electricity in some of the most important transportation 
domains and applications. Thus, electric energy, in such cases, may have to be 
converted into other more useful low-carbon forms, which are easier to store and 
convey [20, 21]. Consequently, the so-called power-to-fuel (PTF) technology started 
gaining interest [15, 22]. The technology is concerned with transforming electric power 
produced by RES into synthetic fuels (also known as E-fuels or green fuels). Generally, 
these fuels are obtained through reactions between hydrogen and CO2. In fact, 
hydrogen gas (H2), being the key component for the formation of hydrogen-based low-
emission fuels, is considered the core of this PTF methodology [23]. The traditional 
method used to produce hydrogen is steam reforming of methane. Therefore, the 
conventional, depletable natural gas is the main resource for hydrogen production 
[24]. However, in the PTF concept, hydrogen is produced by electrolysis of water, 
totally driven by renewable electricity, i.e. the process of separating water into 
hydrogen and oxygen is solely powered by green energy, which implies minimal GHG 
emissions into the atmosphere. Correspondingly, the term E-hydrogen comes into 
play. 

Hence, hydrogen is considered as a green energy carrier and an eco-friendly fuel. It 
can be utilized in heating, transportation, energy production and some other 
noteworthy applications. It also plays a crucial role in the manufacturing of some 
fundamental chemical compounds, e.g. methanol and ammonia [25]. 

On the other hand, CO2 is also attained in an ultimately environment-friendly way 
when adopting PTF techniques. It can directly be absorbed from the atmosphere or 
from different flue gas sites, which are ubiquitous in power plants, industries, factories 
and vehicle emissions, for instance [26]. Exploiting waste CO2 as such remains 
classified as renewable as it does not feature additional release of CO2 into the air. 
Other sustainable practices of generating CO2 involves combustion of biomass and 
anaerobic digestion [27].  

The storage of surplus electricity generated from RES in the form of green fuels (or 
chemicals) such as, hydrogen and methanol (CH3OH), during periods of low demand, 
constitutes an exemplary storage solution, which is considerably more advantageous 
than direct electricity storage [22, 28]. Consequently, this serves as a decent solution 
to intermittency and grid balancing problems [29]. Hence, these green production 
methods of E-fuels greatly promote the mitigation of GHG emissions and foster the 
shift towards carbon neutrality. 

One of the most important hydrogen-derived clean synthetic fuels is methanol 
(CH3OH). In storage terms, methanol is preferred to hydrogen due to being liquid at 
standard temperature and pressure (STP), which makes its storage and transport safer 
and easier [30]. Also, as far as the chemical industry is concerned, methanol is 
considered as a crucial foundational element. It serves as a feedstock employed to 
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produce chemicals like acetic acid, dimethyl ether, methyl tertbutyl ether (MTBE) and 
formaldehyde [31]. Moreover, methanol can be utilized in industrial boilers, 
transportation, sewage processing and generation of electricity. It can also be applied 
as a hydrogen carrier in fuel cells [32]. In the transportation field, methanol fuel 
possesses some very good combustion characteristics [33]. Thus, it can be used as an 
alternative fuel in internal combustion engine (ICE) vehicles or it could be blended 
with gasoline or diesel. Either way, adopting this high-octane fuel yields a great overall 
emission reduction [34]. This sustainable fuel is also gaining more traction in the 
shipping sector, e.g. in dual-fuel engines (Wärtsilä), particularly after the enforcement 
of the strict emission regulations [35, 36]. 

As it stands, fossil-based resources (natural gas, coal-based syngas) still represent the 
largest share in the methanol production industry [37]. However, in the aim of 
reducing harmful emissions, alternative carbon-neutral procedures, featuring the 
same chemical reactions and physical conditions as the non-renewable ones, can be 
adopted to produce green methanol. In fact, E-methanol is formed through a process 
named CO2 hydrogenation, i.e. renewable hydrogen gas (H2) and waste CO2 are 
coupled in a catalytic reactor at a temperature ranging between 200°C and 300°C and 
a pressure between 50-100 bar in the presence of a catalyst, based on copper or zinc 
oxide. Moreover, the reaction of CO2 with H2 also leads to the formation of carbon 
monoxide (CO), which in turn, reacts with H2 to produce CH3OH [38]. This other 
reaction is referred to as CO hydrogenation. Compared to other chemicals, the 
production of methanol is said to be more efficient [39]. It is also starting to be viewed 
as a reasonable option from an economic standpoint [40].  

Enhancing the rate at which methanol is produced requires reactors having optimal 
designs, allowing them to properly control and maintain ideal pressure and 
temperature media during the catalytic synthesis process [41]. Furthermore, to 
achieve decent yields, gases must be recirculated over several reactor passes [42]. The 
flow conditions inside the reactor greatly impact the heat transfer phenomena, in 
addition to the mass diffusion of the different species and their interaction with the 
catalyst material. This may significantly influence the outcomes of the reactions [43]. 
All of these aspects can be thoroughly investigated with the help of numerical 
modelling. 

In an industrial context, the most common methanol reactor is currently the one 
having the fixed-bed configuration (Lurgi type). In fact, most of the research work has 
been carried out on reactors of such type. Usually, the 1D plug flow reactor model is 
applied. 1D models, as the one mentioned above, can be split into two categories: 
pseudo-homogeneous models and heterogeneous models [37]. The former assumes 
the whole system as a pseudo continuum, while the latter treats each of the fluid 
species and the solid region (reactor’s walls) explicitly. Overall, Manenti et al. have 
deduced that the differences between the results obtained by both models are minimal 
in standard working conditions [37]. The majority of the studies have adopted steady-
state and pseudo-homogenous models, neglecting any dynamic contributions. 
Extending the models from 1D to 2D has also been considered [44, 45]. By addressing 
the influence of different closures on the mass diffusion inside the reactor, Solsvik and 
Jakobsen have found out that the disparities are marginal [46]. Petera et al. have 
investigated the relation between catalyst size and formation of hot spots inside the 
reactor [45]. As per the findings of Arab et al., at reduced space velocities, monolithic 
reactors and these traditional fixed-bed ones exhibit analogous performances, but the 
former overtakes at greater velocities [44]. 
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On the other hand, Computational Fluid Dynamics (CFD), at an increased 
computational cost, offers a highly-accurate alternative technique for modelling 
methanol synthesis. In fact, coupling Navier-Stokes’ equations with an appropriate 
chemical kinetic model permits 2D and 3D dynamic modelling of reacting flows. The 
two viable approaches for such cases are: the effective continuum approach, which is 
capable of simulating the entire length of a reactor, and the particle-resolved method, 
which provides a more rigorous analysis of the transport phenomena inside the 
reactor, but at smaller scales [47]. Although CFD simulations of reactive flows have 
evolved [48], their application in the field of methanol synthesis has been limited. 
Nevertheless, out of the few studies that have been conducted, the effect of the quality 
of the flow on the performance of a fixed-bed reactor has been analysed by Mirvakili 
et al. [49]. Moreover, Redondo et al. have compared different tube-cooled and tubular 
reactors [50]. It is also worth mentioning the research work accomplished by 
Izbassarov et al. [51], where methanol synthesis has been simulated in a catalytic fixed-
bed reactor under both, isothermal and adiabatic conditions, at different pressures 
and temperatures, for different packing densities and bed configurations (random, 
inline, staggered) of the catalyst-coated tube banks. The findings of this study ensure 
that isothermal conditions are more favourable with respect to adiabatic ones. 
Additionally, staggered and random packings of the catalyst significantly enhance the 
interaction between the reactants and the catalyst. Hence, they substantially 
outperform the in-line configuration. The increase in the packing density also 
increases the methanol yield of the reactor. Moreover, the obtained methanol mass 
fraction increases at higher pressures inside the reactor, while it exhibits a non-
monotonic trend with temperature.  

In this thesis, the catalytic synthesis of methanol is studied in a 2D-channel, 
representative of a single channel in a microchannel reactor. In fact, microchannel 
reactors offer an exceptional single-pass efficiency and permit excellent thermal 
control due to their high surface area to volume ratio. This yields an optimal heat 
exchange within the reactor and reduces the risk of hot-spot formation that may lead 
to the sintering of the catalyst and failure of the synthesis [42]. Additionally, these 
reactors are characterized with rapid, efficient mass transfers [52]. However, the main 
caveat of adopting reactors as such is the small throughput compared to their 
traditional counterparts. The lack of studies carried out on microchannel reactors in 
the domain of methanol production does not permit validating the obtained outcomes 
against benchmark cases. 

The goal is to utilize Computational Fluid Dynamics (CFD) for optimizing the 
methanol yield in a reactor segment comprised of a 2D channel. Reactions governing 
methanol synthesis take place at the walls, where a catalyst coating is applied. The 
influence of the channel’s temperature conditions on the produced concentration of 
methanol is analyzed. Moreover, the synthesis is simulated at several Reynolds 
numbers (Re) in the laminar flow regime. Furthermore, the effect of extending the 
length over which the catalyst coating is applied is also addressed. Finally, the focus is 
shifted towards the impact of transport-mediated mixing. For this purpose, vortex 
generators (VGs) are installed in the channel. VGs are obstacles that generate vortices 
in the flow when a moving fluid impinges upon them [53]. They can be utilized to 
induce mixing and enhance heat transfer [54].  

Hence, the objective is to comprehend the most dominant and influential factors 
affecting the catalytic synthesis of methanol. Determining the optimal thermo-fluid 
dynamic combination that maximizes the methanol yields of such microchannel 
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reactors would, to the author’s best knowledge, provide a novel contribution so far 
lacking in the literature.  
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2 Research material and methods 
 

This section presents the Navier-Stokes’ (NS) equations that govern methanol 
synthesis, along with a concise explanation of the key terms involved. Subsequently, 
the modelled chemical reactions and their associated rate equations are discussed. 
Additionally, the software tools employed and the discretization schemes applied to 
the governing equations are introduced. Lastly, a comprehensive explanation is 
provided regarding the algorithm utilized to couple pressure and velocity fields. 
 

2.1 Theory and governing equations 
 

In a CFD context, methanol synthesis falls into the category of reacting flows. It is 
assumed that the present computational domain involves a low-Mach number, 
compressible flow. For analyzing the performance of a microchannel reactor in 
producing methanol, it is necessary to discretize the set of compressible NS-equations 
corresponding to reactive flows (Eqs. 1-4) [55].  

𝜕𝜌

𝜕𝑡
+ 𝛻. (𝜌𝒖) = 0,                                                                                                                                  (1) 

 

𝜕𝜌𝒖

𝜕𝑡
+ 𝛻. (𝜌𝒖𝒖) = −𝛻𝑝 + 𝛻. [𝜇(𝛻𝒖 + 𝛻𝒖𝑇) −

2

3
𝜇𝛻. 𝒖𝐼],                                                          (2) 

 

𝜕𝜌ℎ𝑡

𝜕𝑡
+ 𝛻. (𝜌𝒖ℎ𝑡) =

𝜕𝑝

𝜕𝑡
+ 𝛻. (

𝜆

𝑐𝑝
𝛻ℎ𝑠) + �̇�ℎ,                                                                                 (3) 

 

𝜕𝜌𝑌𝑘

𝜕𝑡
+ 𝛻. (𝜌𝒖𝑌𝑘) = 𝛻. (𝜌𝐷𝛻𝑌𝑘) + �̇�𝑘.           𝑘 = 1, … , 𝑛𝑠                                                           (4) 

Eqs. (1-4) represent the continuity, momentum conservation, energy conservation and 
species’ transport equation, respectively. In the present work, ρ is not computed 
iteratively. Instead, it is analytically determined using the ideal gas law. 

 

Table 1. Summary of the symbols used in the governing equations 
 

Symbol Correspondence 

ρ density of the mixture of species  

t time 

u velocity field 

p pressure field 

μ dynamic viscosity 

I identity tensor 

ht total enthalpy 

λ thermal conductivity 
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cp specific heat capacity at constant pressure 

hs sensible enthalpy 

�̇�ℎ heat release rate of the reaction 

Yk mass fraction of species k 

D diffusion coefficient for all species 

�̇�𝑘 reaction rate of species k 

ns total number of species present in the reactor 

 

The total and sensible enthalpies are correlated as ℎ𝑡 = ℎ𝑠 +
1

2
|𝑢2|. The reactions 

involved in the synthesis solely occur at the catalytic walls of the reactor, i.e. the sides 
at which the catalyst coating is applied. As a result, equations (5) and (6), describing 
the heat source and the rate of formation of species k, �̇�ℎ and �̇�𝑘, respectively, are valid 
only at these regions. They can be expressed as  

�̇�ℎ = ∑ ∆ℎ𝑓,𝑘
0 �̇�𝑘

𝑛𝑠

𝑘=1

,                                                                                                                                (5) 

�̇�𝑘 = 𝜌𝑐𝑎𝑡𝑀𝑊𝑘 ∑ ∑
𝐴𝑖𝛼𝑗𝑘𝑟𝑖𝑗

𝑉𝑖

𝑛𝑟

𝑗=1

𝑛𝑓

𝑖=1

 .                                                                                                       (6) 

 
Table 2. Correspondences of the symbols used in equations (5) and (6) 
 

Symbol Correspondence 

ρcat the density of the used catalyst 

MWk molecular weight of species k 

nf number of faces forming the catalytic wall 

nr number of reactions 

Ai the area of face i of the catalytic wall 

αjk coefficient of stoichiometry of species k 

rij rate of reaction j 

Vi the volume of cell i that is adjacent to face i 

∆ℎ𝑓,𝑘
0  formation enthalpy of species k 

 

The expression representing the density of the catalyst is 𝜌𝑐𝑎𝑡 =
𝑚cat

𝐴geometric
 , where mcat 

is the catalyst mass and Ageometric is the geometric area of the reactor covered by the 
catalyst. In all the examined simulation cases, ρcat at the catalytic walls is maintained 
constant at 278.334 g/cm3. 

Generically, the diffusion velocities of species k (Vk) in the mixture are determined by 
solving the system of equations  

𝛻𝑋𝑝 = ∑
𝑋𝑝𝑋𝑘

𝐷𝑝𝑘
(𝑉𝑘 − 𝑉𝑝) + (𝑌𝑝 − 𝑋𝑝)

𝛻𝑃

𝑃

𝑁

𝑘=1

+
𝜌

𝑝
∑ 𝑌𝑝𝑌𝑘(𝑓𝑝 − 𝑓𝑘)

𝑁

𝑘=1

     for     𝑝 = 1, 𝑁          (7) 



14 

 

where Dkp=Dpk is the binary mass diffusion coefficient of species k into species p, X 
represents the molar fraction of the particular species and f is the fugacity [Pa]. Note 
that mass diffusion driven by temperature differences, i.e. the Soret effect, is neglected. 
However, computing such a system for unsteady flows is demanding and involves a 
significant computational cost. In this regard, the Fick’s law simplification is 
commonly implemented in the majority of the codes. This implies that the diffusion 
velocity (Vk,i) is calculated from the concentration gradient and the diffusion 
coefficient as 

𝑉𝑘,𝑖𝑌𝑘 = −𝐷𝑘

𝜕𝑌𝑘

𝜕𝑥𝑖
 .                                                                                                                                 (8) 

Furthermore, another important parameter used to describe the diffusion phenomena 
is the Lewis number of species k (Lek). In a mixture, Lek is a local parameter used to 
compare the rate of heat diffusion to that of the molecular diffusion of species. It is 
defined as 

𝐿𝑒𝑘 =
𝜆

𝜌𝑐𝑝𝐷𝑘
=

𝐷𝑡ℎ

𝐷𝑘
 ,                                                                                                                            (9) 

where 𝐷𝑡ℎ =
𝜆

𝜌𝑐𝑝
 is the coefficient of heat diffusivity. Under the assumption of unity 

Lewis number, i.e. Lek=1, the diffusion coefficient of species k (Dk) would be the same 

for all the mixture’s species and can be represented in a unified way as 𝐷 = 𝐷𝑡ℎ =
𝜆

𝜌𝑐𝑝
 

[56]. In the literature, this assumption is ubiquitous in the context of reactive flows 
[57, 58, 59]. Accordingly, the modelling of the diffusion phenomena in the present 
thesis is based on the integration between Fick’s law and Lek=1. 

 

2.2 Chemical aspects  
 

Methanol (CH3OH) can originate from both, carbon dioxide (CO2) and carbon 
monoxide (CO) in the presence of a catalyst composed of Cu/Zn/Al/Zr. In the present 
study, CH3OH is produced by the hydrogenation of CO and CO2 in a 2D channel at an 
isobaric condition of P=5MPa. This pressure setting is adopted for all simulations. The 
catalytic synthesis of methanol will be analysed under stoichiometric conditions only. 
The three main chemical reactions 

(A)    CO + 2H2 ⇌ CH3OH,                           ∆H298K = -90.2 kJ/mol                                (10) 

 

(B)    CO2 + 3H2 ⇌ CH3OH + H2O,             ∆H298K = -48.8 kJ/mol                                 (11)  

 

(C)    CO2 + H2 ⇌ CO + H2O,                       ∆H298K = +41.3 kJ/mol                               (12) 

are modelled at the catalytic walls of the channel [51]. Reactions (A), (B) and (C) are 
known as CO hydrogenation, CO2 hydrogenation and Reverse Water-Gas Shift 
(RWGS) reactions, respectively. In the present analysis, only surface reactions are 
taken into account. Correspondingly, reactions occurring between the fluid particles 
themselves are neglected. Moreover, catalyst deactivation and sintering have not been 
modelled. Concerning the diffusion of reactants into the catalyst, it is assumed to be 



15 

 

instantaneous. No permeation of the reactants into the catalyst or any other delays are 
considered. Hence, once the reactive species come into contact with the catalytic walls, 
the reactions start. Furthermore, by-products formed in relatively low concentrations, 
e.g. dimethyl ether, have been omitted from the analysis [60].  

However, coupling only the aforementioned reactions with the NS-equations (1-4) is 
insufficient. The reactions’ rate equations must also be described for this purpose. As 
per the findings of Kiss et. al [61], the rate expression can be formulated as  

𝑟 =
𝐴𝐵

𝐶
,                                                                                                                                                  (13) 

 

𝐴 = 𝑎𝑇𝑛 𝑒𝑥𝑝 (−
𝐸𝑎

𝑅𝑇
),                                                                                                                        (14) 

 

𝐵 = 𝐵1 (∏ 𝑓𝑖
𝑏𝑖) − 𝐵2(∏ 𝑓𝑗

𝑏𝑗
) ,                                                                                                   (15) 

 

𝐶 = (𝐶𝑖 [∏ 𝑓
𝑗

𝑐𝑗])
𝑚

,                                                                                                                          (16) 

 

where A is the kinetic term, B is the driving force and C is the adoption term. 

Using the chemical kinetic model based on Langmuir-Hinshelwood-Hougen-Watson 
(LHHW) kinetics, the rate equations corresponding to reactions (A), (B) and (C) are 
provided as [55] 

 

𝑟𝐴 =

𝑘1𝐾CO [𝑓CO𝑓H2

1.5 −
𝑓CH3OH

(𝑓H2

0.5𝐾𝑒𝑞1
)

]

(1 + 𝐾CO𝑓CO + 𝐾CO2
𝑓CO2

) [𝑓H2

0.5 + (
𝐾H2O

𝐾H2

0.5 ) 𝑓H2O]

 ,                                                            (17) 

 

 

𝑟𝐵 =

𝑘2𝐾CO2
[𝑓CO2

𝑓H2

1.5 −
𝑓CH3OH𝑓H2O

𝑓H2

1.5𝐾𝑒𝑞2

]

(1 + 𝐾CO𝑓CO + 𝐾CO2
𝑓CO2

) [𝑓H2

0.5 + (
𝐾H2O

𝐾H2

0.5 ) 𝑓H2O]

 ,                                                            (18) 

 

𝑟𝑐 =

𝑘3𝐾CO2
[𝑓CO2

𝑓H2
−

𝑓H2O𝑓CO

𝐾𝑒𝑞3

]

(1 + 𝐾CO𝑓CO + 𝐾CO2
𝑓CO2

) [𝑓H2

0.5 + (
𝐾H2O

𝐾H2

0.5 ) 𝑓H2O]

 ,                                                            (19) 
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where r represents the rate [mol/(gcat s)] of the specified reaction. These coefficients 
have the same form as Eq. (14), particularly when n=0. Assuming that the gaseous 
species involved in the synthesis belong to the category of ideal gases, fugacities are 
replaced with partial pressures. Based on the work of Lim et al. [62] and An et al. [63], 
the driving factors and chemical equilibrium constants corresponding to reactions (A), 
(B) and (C) are reported in Table 3.  

 

Table 3. The used constants for reactions (A), (B) and (C). 
 

Coefficient Expression Unit 

k1 4.0638 × 10-6 e-11695/RT kmol/kgcat.s.Pa 

k2 1.5188 × 10-33 e-266010/RT kmol/kgcat.s.Pa 

k3 9.0421 × 108 e-112860/RT kmol/kgcat.s.Pa0.5 

KCO 8.3965 × 10-11 e118270/RT Pa-1 

KCO2 1.7214 × 10-10 e81287/RT Pa-1 

KCO/Keq1 3.5408 × 1012 e19832/RT Pa 

KCO2/Keq2 2.5813 × 1010 e26788/RT Pa 

KCO2/Keq3 6.1221 × 10-13 e125226/RT Pa-1 

KH2O/KH2
0.5 4.3676 × 10-12 e115080/RT Pa-0.5 

 

2.3 Discretization schemes and software tools 
 

In the present thesis, the schemes that have been adopted for spatial and temporal 
discretization are the standard in Direct Numerical Simulations (DNS), in which no 
explicit turbulence modelling is performed. First, the Euler implicit scheme has been 
selected for discretizing the time-dependent derivative terms. It is a first-order, 
bounded scheme. Moreover, for the discretization of gradient terms, the Gauss cubic 
scheme has been chosen. This scheme is third-order accurate. In fact, in Finite Volume 
Method (FVM) terms, it uses a 3rd order polynomial to interpolate the field values at 
the common face between two adjacent cell centers. Furthermore, Gauss cubic and 
Gauss limited cubic are the chosen divergence schemes. More specifically, these third-
order accurate schemes are used to discretize the convective terms involved in the 
present system of equations. Typically, in a CFD problem, these terms are the most 
problematic in discretization due to their highly non-linear nature. Therefore, a careful 
selection of the numerical schemes is required when it comes to the discretization of 
convective terms. As a consequence, a high-order scheme is selected for such a task 
and flux limiters are used to preserve stability. On the other hand, from the point of 
view of Laplacian schemes, the Gauss cubic corrected scheme is used to discretize the 
terms in charge of the diffusion phenomena. Finally, cubic interpolation schemes and 
corrected surface normal gradient schemes are also employed. 

The NS-equations governing the physics of the methanol synthesis in the reactor are 
implemented in Open Source Field Operation and Manipulation (OpenFOAM) 
software version 10. OpenFOAM is an open-source CFD code that utilizes the FVM to 
discretize NS-equations and solve them iteratively [64]. Being equipped with a 
number of different pre-defined utilities and solvers, OpenFOAM is capable of 
addressing a wide range of applications in fluid dynamics. In the present study, the 
required solver should be capable of accurately computing and monitoring the 
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evolution of the fields in compressible flows featuring chemical reactions. For this 
purpose, the reactingFoam solver has been selected. This solver performs the iterative 
computation based on Fick’s law and Lek=1.  

 

2.4 Pressure-velocity coupling  
 

Coupling between pressure and velocity fields has been performed using the PIMPLE 
algorithm. This algorithm provides an iterative, transient solution to fluid flow 
problems by combining the two standard methodologies, semi-implicit method for 
pressure-linked equations (SIMPLE) and pressure-implicit split-operator (PISO) [65]. 
The SIMPLE algorithm is used for solving flows that achieve a steady-state. In 
alternative phrasing, the algorithm is used to address cases in which the computed 
flow fields become constant with time. It also offers decent estimates to unsteady-flow 
cases at a lower computational effort compared to methods that solve the transient 
problem. By assuming steady-state conditions, this algorithm nullifies all the time-

derivative terms present in the governing equations of interest, i.e. 
∂

∂t
= 0. In short, the 

procedure adopted by the SIMPLE algorithm for combining the mass and momentum 
conservation equations and solving them iteratively is the following:  

1) The energy matrix is formed and T is solved for by using under-relaxation. 

2) Applying a state equation, the resultant T is used for computing the new value of 
the density ρ(T,p). 

3) The matrix that corresponds to the momentum equation is constructed, but without 
the ∇p term. 

4) u is resolved by under-relaxing the previous momentum matrix equation and 
setting it equal to -∇p. 

5) The obtained value of u is then implemented in the pressure equation to solve for 
p.  

6) The calculated p is then plugged into the flux corrector equation to update the value 
of the flux (Φf) in a way to better fulfil the mass conservation.  

7) Using the latest obtained flux, u is corrected and the loop repeats until the desired, 
set number of iterations is reached. 

SIMPLE is only concerned with steady-states. Thus, the algorithm does not involve 
any time-stepping or consideration of time-dependent terms. 

On the other hand, the PISO algorithm is used to attain transient fluid-flow solutions 

along subsequent timesteps (∆t) over a specified time interval (
∂

∂t
≠ 0). The smaller 

the timestep at which the iterative solution advances in time, the higher the accuracy, 
but the larger the computational cost; hence, this must be tuned based on the required 
level of precision. Using the PISO approach, the under-relaxation technique is not 
required. Due to its high computational cost, this algorithm solves the system of 
equations of the SIMPLE algorithm only once each timestep, with the addition of an 
iterative loop, called PISO, which plugs the u obtained by the momentum corrector 
back into the pressure equation to solve it once again during the same timestep. In 
other words, pressure and therefore, the momentum corrector equation are solved 
multiple times per timestep, which guarantees more accurate results of p, u and Φf. 
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Initializing the new iteration with this new corrected value of u decreases the level of 
error in the temporal derivatives. Briefly, the methodology is executed according to the 
sequence elaborated below: 

1) The energy matrix is constructed to solve for T. 

2) T is used to update ρ and construct the momentum matrix equation. 

3) u is obtained by solving the matrix of the momentum equation. 

4) This u is implemented in the pressure equation to solve for p. 

5) The obtained p is inserted into the momentum corrector to achieve a new value of 
u. 

6) Due to the additional PISO loop, the recently calculated u put once again back into 
the pressure equation to update p. 

7) This updated p is plugged into the momentum corrector to get a corrected value of 
u.  

8) Finally, this new velocity is set into the flux corrector for updating Φf. At this stage, 
the CFD quantities of interest at the current timestep, p, u, Φf and T are calculated and 
the advancement onto a new timestep occurs. This sequence keeps on repeating itself 
until reaching the end of the simulation time. 

Using PIMPLE blends the SIMPLE and PISO algorithms, especially in terms of the 
iterative approach and the under-relaxation concept. This yields an enhancement in 
accuracy as the variables are now updated throughout the timestep, thanks to the 
addition of the PIMPLE loop. This relatively improves the solution of the system of 
equations. 
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3 Simulation case set-up 
 

In this section, an elaborate explanation is provided regarding the reactor's main 
geometry and the corresponding 2D model utilized in the simulations. Furthermore, 
an overview of the various simulation cases examined in the thesis is presented, along 
with the corresponding boundary conditions (BCs). Additionally, the different tested 
Re are addressed, including a computation of the required bulk flow velocities at the 
channel inlet and the simulation run-times. Finally, the mesh characteristics are 
described in each case, followed by a comprehensive study on mesh convergence.  
 

3.1 Reactor geometrical characteristics and features 
 

The original microchannel reactor segment under investigation has a relatively simple 
geometry, i.e. a standard rectangular duct (Figure 1). As described in the introductory 
section, such a reactor design offers several advantages from a fluid-dynamic 
standpoint, like enhanced heat and mass transfers, in addition to high single-pass 
efficiencies. However, the main downside remains the low absolute methanol 
throughput, which limits the use of such reactors to special applications. 

The reactor is characterized by a 2mm×2mm cross-sectional area (Figure 2). Cross-
sections of such a dimensional range are typical of microchannel reactors [66]. As 
depicted in Figure 1, the reactive fluid mixture flows from left (inlet) to right (outlet). 
The overall streamwise length of the channel is 37mm, divided into two main regions: 
the recycling zone and the reacting zone. Starting from the inlet section, the recycling 
zone covers the first 13mm. This zone isn’t catalytically coated by any means, thus, it 
doesn’t witness the occurrence of chemical reactions. Explicitly, the recycling zone is 
only responsible for stabilizing the fluid flowing from the reactor’s inlet. This implies 
a fully-developed flow profile entering the reacting zone. On the other hand, the 
remaining 24mm, from the end of the recycling zone until the outlet section, are 
covered by the reacting zone. A catalytic material is applied over the solid walls of the 
duct in this region. The surface chemical reactions that govern the methanol synthesis 
commence at the catalytic walls, just upon the impingement of the fluid on them. As a 
result, reactants (H2 and CO2) begin converting to methanol (CH3OH) and its 
corresponding by-products (CO and H2O).  

 

 

Figure 1. A schematic showing the rectangular microchannel reactor in 3D. 
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Figure 2. An OpenFOAM schematic representing the cross-section of the methanol reactor. 
 

However, simulating the catalytic synthesis of methanol over a three-dimensional 
domain proves to be extremely expensive, as far as computational cost is concerned. 
This is primarily attributed to the extremely small chemical timesteps required to 
accurately capture the progress of the chemical reactions and preserve stability. 
Consequently, performing such simulations on standard academic computational 
resources might not be feasible. Therefore, the analysis is solely performed in the x-z 
plane, on the 2D slice of the original 3D segment, presented in Figure 3. The size of the 
adopted planar computational domain is 2mm along the vertical direction (x) and 
37mm along the horizontal direction (z). 

 

Figure 3. An OpenFOAM schematic showing the 2D slice of the rectangular duct-type methanol reactor, 
on which the simulations are performed. 
 

3.2 Simulation cases and boundary conditions 
 

The simulations conducted throughout the thesis can be categorized into three groups: 
(A), (B) and (C). Initially, the focus is on simulating the catalytic methanol synthesis 
in the 2D channel under perfectly laminar flow conditions. In these circumstances, two 
specific scenarios are addressed. First, the simulations are performed with the reactor 
featuring both, a recycling zone and a reacting zone. These are classified as group (A) 
simulations. On the other hand, simulations of group (B) are performed with the 
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reacting zone covering the entire length of the reactor, i.e. without a flow recycling 
zone, as depicted in Figure 4. 

 

Figure 4. A scheme describing the two cases examined in the laminar flow simulations. The upper 
scheme shows the dimensions of the different sections of the reactor when it features flow recycling 
(Group (A)), while the bottom scheme shows the reactor after the omission of the recycling zone and 
the extension of the reactive zone towards its inlet section (Group (B)). 
 

Moreover, following the analysis of the reactor under fully laminar conditions, VGs are 
introduced downstream of the inlet section. These are referred to as the simulations of 
group (C). In these simulations, two different configurations of VGs are investigated. 
The first configuration comprises three-squared obstacles arranged in a spanwise row 
(Figure 5-i), while the second one consists of a single vertical rectangular obstacle 
(Figure 5-ii). 

 

(i) 

 

Group (C) 
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(ii) 

 
Figure 5. A scheme describing the geometry of the reactor after installing vortex generators (VGs). The 
first configuration has the form of three square-shaped obstacles aligned in a spanwise row (i), while 
the second is a vertical rectangular obstacle (ii). These simulations are classified under group (C). 
 

The encountered CFD problem in the current catalytic reactor pertains to the category 
of subsonic, compressible, reactive flows as specified in section 2.1. Therefore, to 
achieve unique, non-singular solutions to the discretized system of equations, proper 
BCs have been set to velocity and pressure at every boundary patch of the 
computational domain. 

The addressed cases are bi-dimensional along the x-z plane, where positive x points 
vertically downwards and positive z is oriented from left to right, i.e. along the 
direction of the flow. Hence, empty BCs have been assigned to all boundary patches 
present in the plane perpendicular to y. Patches normal to the y-axis have zero 
contribution in 2D flows along the x-z plane. In general, for all cases, the boundary of 
the channel-type reactor is at least composed of an inlet and an outlet (along the z-
normal direction) and the upper and lower walls (along the x-normal direction). 

In the initial simulations, in which a recycling zone is included in the channel, the walls 
are divided into two groups. Starting from the inlet, the top and bottom wall segments 
along the first 13mm are the recycling walls, where no chemical reactions occur. From 
the interface between the recycling and reacting zones until the outlet section, the 
covered upper and lower wall segments are the catalytic walls, where reactions may 
occur (Table 4). However, in the proceeding laminar flow simulations, the recycling 
zone is omitted and a catalyst coating is applied in its place. This enables methanol 
synthesis reactions to take place along the entirety of the channel. In these cases, the 
upper and lower wall segments spanning the full length represent a unique boundary 
group, i.e. catalytic walls (Table 5). More precisely, a unified set of BCs is assigned at 
these walls as no splitting is involved. 

Finally, VGs are introduced in the reactor. Also in these situations, the catalyst coating 
is applied at the walls over the entire length of the reactor. Therefore, they form a single 
boundary group as in the latest laminar case. Additionally, in these cases, the obstacles 
created downstream of the inlet contribute to the boundary of the computational 
domain. For both configurations, the combination of the three square-shaped 
obstacles and the vertical rectangular obstacle form a single boundary group in their 
respective cases, i.e. vortex generator (Table 6).  
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Table 4. A summary of the boundary groups present in the cases in which the flow is perfectly laminar 
and a recycling zone is present. 
 

Group (A) simulations 

Boundary groups Inlet Recycling walls Catalytic walls Outlet 

 
Table 5. A summary of the boundary groups present in the cases in which the flow is perfectly laminar 
and the catalyst coating is applied over the entire length of the reactor. 
 

Group (B) simulations 

Boundary groups Inlet Catalytic walls Outlet 

 
Table 6. A summary of the boundary groups present in the cases featuring vortex generators. 

 

Group (C) simulations 

Boundary groups Inlet Catalytic walls Vortex generator Outlet 
 

 

The BCs for velocity and pressure have been chosen to ensure optimal coupling, which 
guarantees non-singular solutions. Velocity and pressure fields are correlated by the 
momentum equation and hence, assigning incompatible BCs leads to under-
determined or over-determined systems of equations. Therefore, the BCs along the 
computational domain have been set accordingly. 

For instance, in group (A) simulations, a mapped BC for velocity is set at the inlet of 
the channel. An initial fixed value of velocity is assigned at the inlet and then corrected 
by mapping to it the average velocity at the interface between the recycling and 
reacting zones, at every timestep. This allows for a faster attainment of a fully-
developed laminar velocity profile. For the remaining simulation cases, in which the 
recycling zone is removed, no mapping is necessary to correct the inlet velocity. 
Therefore, a uniform, non-zero fixed-value (non-homogeneous Dirichlet) for velocity 
is assigned at the inlet. In addition to that, in group (C) simulations, no-slip BCs are 
set at the vortex-generating obstacles, i.e. the velocity of the fluid layers in contact with 
the obstacles is zero (homogeneous Dirichlet). In all simulated cases, at all walls and 
at the outlet section of the reactor, no-slip and inlet-outlet BCs are chosen, 
respectively.  

Concerning the pressure field, the zero-gradient (homogeneous Neumann) is applied 
at the inlet and all solid walls, while a fixed value of 5MPa is set at the outlet section. 
This value corresponds to typical pressure conditions present in real-world reactors. 
Such pressure ranges are convenient for the catalyst activity and consequently, 
methanol synthesis [67]. In the simulations of group (C), the only additional pressure 
BC, with respect to groups (A) and (B), is the assignment of zero-gradient BCs at the 
borders of the obstacles.  

The temperature BCs in the two-dimensional channel are chosen such that a finite 
temperature difference between the catalytic walls and the flowing mixture of species 
triggers a heat exchange. First, for group (A) simulation cases, the recycling walls are 
assigned a zero-gradient BC. The presence of this region is solely for allowing the flow 
to develop completely before enter the reacting zone. Therefore, no heat transfer 
occurs between these walls and the fluid mixture. In all cases, fixed-value BCs are set 
at each, the inlet section and the catalytic walls, such that the temperature at the walls 
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is always 20°C higher. This causes a heat transfer from the catalytic walls to the fluid. 
Isothermal conditions are maintained at the catalytic walls and several temperatures 
are tested in the range 200-250°C, which is within the operating temperature range of 
the catalyst. The inlet temperature (Tinlet) is changed accordingly to maintain the 20°C 
difference discussed above. In addition to that, the outlet section of the channel 
features zero-gradient BCs in all cases. Finally, for simulations belonging to group (C), 
the temperature BCs implemented at the obstacle edges are of a zero-gradient type. 

The BCs pertaining to the chemical species are selected to guarantee a catalytic 
synthesis of methanol under stoichiometric conditions. All species, reactants and 
products, have fixed-value BCs at the inlet and zero-gradient at the outlet. Concerning 
the reactants, CO2 and H2 are initialized at the inlet section with mass fractions of 0.88 
and 0.12, respectively, i.e. YCO2=0.88 and YH2=0.12. Such initialization ensures that 

the number of moles of H2 (nH2) is three times that of CO2 (nCO2), i.e. 
𝑛H2

𝑛CO2

= 3. This 

leads to a stoichiometric methanol hydrogenation (Eq. 11). For the products’ mass 
fractions (YCH3OH, YCO and YH2O), they are all assigned homogeneous Dirichlet BCs at 

the inlet. At any solid wall, recycling or catalytic, the BC imposed for every chemical 
species is zero-gradient. Ultimately, for the cases falling under group (C), all species 
feature zero-gradient BCs at the sides of the vortex generators. Table 7 provides a 
summary of all the implemented BCs in this thesis.  

Table 7. Summary of the boundary conditions implemented in simulation groups (A), (B) and (C). 
 

Boundary conditions of group (A) 

 Inlet Recycling 

walls 

Catalytic 

walls 

Outlet 

U Mapped No-slip No-slip Zero-

gradient 

T Fixed value Zero-gradient Fixed value Zero-

gradient 

p Zero-

gradient 

Zero-gradient Zero-gradient Fixed value 

(5 MPa) 

YCO2 Fixed value 

(0.88) 

Zero-gradient Zero-gradient Zero-

gradient 

YH2 Fixed value 

(0.12) 

Zero-gradient Zero-gradient Zero-

gradient 

YCH3OH, 

YCO, 

YH2O  

Fixed value 

(0) 

Zero-gradient Zero-gradient Zero-

gradient 

 

Boundary conditions of group (B) 

 Inlet Catalytic walls Outlet 

U Fixed value No-slip Zero-gradient 

T Fixed value Fixed value Zero-gradient 

p Zero-gradient Zero-gradient Fixed value (5 MPa) 

YCO2 Fixed value (0.88) Zero-gradient Zero-gradient 

YH2 Fixed value (0.12) Zero-gradient Zero-gradient 
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3.3 Calculation of inlet flow velocities and required simulation run-
times 

 

The run-time needed to complete four channel passes is chosen in all of the simulated 
cases. The simulations performed in this thesis are velocity-controlled, i.e. the flow is 
driven by setting a uniform velocity profile at the inlet section. Depending on the 
chosen bulk flow velocity, the corresponding simulation is run for the time needed by 
the reactive fluid mixture to travel the length of the channel four times. In the present 
work, the catalytic synthesis of methanol is examined under four different bulk Re, i.e. 
Re=100, Re=200, Re=550 and Re=1100.  

In the given reactor segment, the relation between Re and the bulk flow velocity (U) 
can be expressed as 

𝑅𝑒 =
𝑈𝑖𝑛𝑙𝑒𝑡 × ℎ

𝜈
 ,                                                                                                                                 (20) 

where h and ν are the half-width of the channel and the kinematic viscosity of the 
chemical species mixture, respectively. Thus, in the present 2D rectangular channel, 
the width is 2mm, i.e. h=1mm and the flowing fluid mixture is characterized by ν = 
1.4896×10-6m2/s. This value of ν has been determined using Cantera for a gas mixture 
composed of YCO2=0.88 and YH2=0.12, at T=230°C and p=5MPa. Hence, Uinlet can be 

easily determined based on the chosen Re. 

Concerning the simulation run-time (tsimulation), it is calculated using the basic 
displacement formula, i.e. t=d/U, where t, d and U correspond to time, distance and 
velocity, respectively. Simulating the synthesis for a time equivalent to four passes, the 

required run-time in each case is calculated as 𝑡simulation =
4𝐿

𝑈inlet
 , where L is the 

streamwise dimension of the channel (37mm). 

YCH3OH, 

YCO, 

YH2O  

 

Fixed value (0) 

 

Zero-gradient 

 

Zero-gradient 

 

Boundary conditions of group (C) 

 Inlet Vortex 

generators 

Catalytic 

walls 

Outlet 

U Fixed value No-slip No-slip Zero-gradient 

T Fixed value Zero-gradient Fixed value Zero-gradient 

p Zero-

gradient 

Zero-gradient Zero-

gradient 

Fixed value (5 

MPa) 

YCO2 Fixed value 

(0.88) 

Zero-gradient Zero-

gradient 

Zero-gradient 

YH2 Fixed value 

(0.12) 

Zero-gradient Zero-

gradient 

Zero-gradient 

YCH3OH, 

YCO, 

YH2O  

Fixed value 

(0) 

 

Zero-gradient 

Zero-

gradient 

Zero-gradient 
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Table 8. A summary of the inlet velocities corresponding to the different tested Reynolds numbers and 
the simulation run-times equivalent to four pass-times. 
 

 Re=100 Re=200 Re=550 Re=1100 

Uinlet [m/s] 0.149 0.298 0.819 1.639 

tsimulation [s] 1 0.5 0.182 0.091 

 

3.4 Mesh-related aspects 
 

In this subsection, the methodology adopted for mesh generation is elaborated for 
each case and the corresponding mesh characteristics are reported. Subsequently, a 
mesh convergence study is conducted. 
 

3.4.1 Mesh generation and characteristics 
 

As depicted in section 3.1, the flow in the present 2D reactor is directed from left (inlet) 
to right (outlet), along the positive z-direction, in all studied cases (Figure 1). For 
simulations pertaining to group (A), the mesh is generated using the standard 
blockMesh utility in OpenFOAM. It is made up of two blocks, where one corresponds 
to the recycling zone and the other to the reacting zone. The blocks are combined and 
attached using mergeMesh and stitchMesh utilities. The mesh consists of 26048 cells 
of the hexahedral type, with 64 cells along the wall-normal direction and 407 cells 
along the direction of the flow. A grading factor of 12.5 is chosen over the vertical 
dimension, from the middle to the upper and lower walls along the entire length of the 
channel. This grading factor is defined as the width of each cell located at the walls of 
the reactor is 12.5 times smaller than that of its central cells. Moreover, the maximum 
cell aspect ratio, i.e. the ratio of the length to the width, is 13.466. Referring to this 
specific context, this value is found at the smallest cells of the present computational 
domain, in particular, the ones placed at the walls. Additionally, the mesh is 
characterized by a perfectly orthogonal arrangement of cells. Namely, the degree of 
non-orthogonality is zero all over the computational grid. Proceeding to simulations 
of group (B), the only difference is that only one block is needed in this case. Otherwise, 
all the above-mentioned mesh characteristics are maintained. The mesh still consists 
of 26048 cells, with 64 cells located along the wall-normal direction, zero non-
orthogonality degree, same maximum cell aspect ratio and most importantly, same 
refinement topology, i.e. grading factor (Figure 6).  
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Figure 6. An OpenFOAM schematic describing the mesh used in the laminar flow simulations. 
 

On the other hand, concerning the cases which belong to group (C), a different mesh 
generation procedure has been followed. Starting from the mesh represented in 
(Figure 6), for generating vortices in the flow, obstacles are required inside the reactor. 
This has been achieved by creating hexahedral obstacles at 6.5mm downstream of the 
channel’s inlet section (Figure 5). Since two different configurations of VGs are tested, 
a mesh is generated for each case, having a different obstacle placement to correctly 
resemble the particular VG. Computer-Aided Design (CAD) tools have been utilized to 
create the obstacles’ geometries. Then, they have been imported in OpenFOAM as STL 
files and incorporated in the mesh by the snappyHexMesh utility. 

For the case in which the VG is in the form of three squared obstacles aligned in a 
spanwise row (Figure 7), three vertically-aligned identical squared elements have been 
created. The side of each square (d) is one-sixth of the duct width (D), i.e. d=D/6. The 
general mesh grading factor is maintained at 12.5 between the middle of the channel 
and the catalytic walls. Also, the number of cells along the width of the channel 
remains 64. However, two additional refinement techniques have been implemented 
in the settings of snappyHexMesh dictionary. First, a grade 4 refinement has been 
done at the edges of the obstacles using the refinementSurfaces sub-dictionary. More 
precisely, the cells at the borders of the vortex-generating elements have become 24=16 
times greater and the refinement has been done gradually along three layers of cells. 
This incremental refinement of the grid at this region is needed to maintain a 
convenient cell aspect ratio, which in turn, diminishes interpolation errors and 
maintains stability. The second refinement has been done using the refReg sub-
dictionary. A refinement region, of type “searchableBox”, has been created around the 
obstacles. The level of refinement has been set to 1, which implies that the cells 
enclosed by the refinement box are doubled. The box covers the whole width of the 
duct and a length equal to 5d. Specifically, the refinement starts at 1d upstream the VG 
until 3d downstream of it (Figure 7). These supplementary refinements have increased 
the number of cells to a total of 32484. The maximum cell aspect ratio is 13.466 in this 
case. Furthermore, after the inclusion of the obstacles, the mesh is no longer perfectly 
orthogonal. Indeed, a certain degree of non-orthogonality started to appear around 
the edges and corners of the obstacles. A maximum mesh non-orthogonality degree of 
44.207° and an average of 3.579° have been recorded.  
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Figure 7. An OpenFOAM schematic showing the mesh characteristics and refinement around the vortex 
generators in the case in which they are aligned in a spanwise row. 
 

The mesh in the case where a single rectangular obstacle has been installed for 
generating vortices features the exact same properties as that of the square-shaped 
obstacles. In essence, the only difference is that instead of three squared obstacles, a 
vertical rectangular obstacle is created (Figure 8). The dimensions of the rectangular 
obstacle are the result of placing the previous three squared obstacles on top of each 
other, with no gaps in between. Precisely, the rectangular element has a length of D/6 
and a width of D/2 as depicted in (Figure 5-ii). The corresponding computational grid 
consists of 31696 cells, with a maximum cell aspect ratio of 13.478. As far as non-
orthogonality is concerned, the maximum is 42.531°, while the average is 2.666°. As a 
matter of fact, the degree of mesh non-orthogonality exhibited in group (C) 
simulations is considered relatively low. Therefore, no severe inaccuracies are 
expected to result from that. Table 9 presents a summary of the mesh properties 
employed in the simulations conducted for groups (A), (B) and (C). 

 

Figure 8. An OpenFOAM schematic showing the mesh characteristics and the refinement around the 
vortex generator in the case in which it is in the form of a vertical rectangular obstacle. 
 
Table 9. A summary of the main mesh characteristics in each of the performed simulations 
 

 

Mesh case 

Total 

number of 

cells 

Maximum 

cell aspect 

ratio 

Average non-

orthogonality 

degree 

Maximum 

non-

orthogonality 

degree 

Laminar 26048 13.466 0 0 

Squared 

obstacles 

32484 13.466 3.579° 44.207° 
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Rectangular 

obstacle 

31696 13.478 2.666° 42.531° 

 

The motive behind adopting a mesh refinement and consequently, improving the 
computational resolution close to the catalytic walls is that these regions embrace the 
most significant physical phenomena of the entire duct-type reactor (Figure 6). First, 
in a chemical context, methanol reactions begin only once the fluid mixture is in-
contact with these catalytic walls. Therefore, mesh densification is necessary to 
accurately monitor the progress of these chemical reactions. Another reason to adopt 
such a refinement is that the velocity field and each of the species’ mass fraction field 
have their steepest gradients there. From the point of view of velocity, the 
implementation of the no-slip BC at the upper and lower walls has led to quite steep 
velocity gradients in these locations. In simpler terms, velocity sharply drops to zero 
once the fluid touches the walls. Concerning the chemical species, since only surface 
reactions are accounted for, their corresponding mass fraction gradients are 
significantly high around the two walls. The reactants display steeply decreasing 
profiles due to being consumed in the reactions. On the contrary, the formation of new 
products leads to rapid increases in their mass fractions. Furthermore, the most 
significant temperature gradients are localized in the reacting zone, specifically, at the 
upper and lower interfaces between the catalytic walls and the fluid. This is attributed 
to the starting temperature difference of 20°C between them. As a result, placing an 
increased number of cells in these parts of the channel is necessary in order to correctly 
track the conductive and convective heat transfer phenomena. Finally, enhancing the 
computational grid quality near the walls of the rectangular channel permits a highly-
accurate visualization of the boundary layer growth of the different present fields. 
Essentially, in all cases, the velocity boundary layer starts forming as soon as the 
reactive fluid mixture enters the reactor. On the other hand, species and temperature 
boundary layers start to develop only at the catalyst-coated walls. Namely, in the 
laminar cases that don’t feature flow recycling, all boundary layers initiate at the inlet 
of the duct and continue developing along the axial direction until the outlet section. 
All the above-mentioned considerations justify the necessity of adopting a high-quality 
mesh next to the walls. 

A special treatment of these sections is crucial in all simulation cases. For the cases in 
which the flow characteristics in the channel are perfectly laminar, the refinement 
settings discussed above are adequate. On the other hand, when flow mixing is induced 
with the introduction of VGs (Figure 7 and Figure 8), additional refinements are 
required. Indeed, a local refinement just at the edges of the obstacles is necessary due 
to the implementation of no-slip BCs. Moreover, increasing the number of cells along 
the full width of the duct in the local area in which the VG is located is also crucial. 
This region features the pivotal fluid dynamic phenomena in the reactor. The 
interaction between the fluid mixture and the existing obstacles, along with the 
subsequent flow over them, gives rise to unsteady flow conditions. This includes back-
flow, cross-flow and most importantly, the formation of vortex structures. Therefore, 
a dense mesh is used to properly capture the vortices and ensure highly-accurate 
results. It is also important to highlight that insufficient levels of computational 
accuracy could lead to major instabilities in regions involving steep gradients, which 
might cause simulation blow-ups in extreme cases. 
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3.4.2 Solver settings and mesh convergence study 
 

As mentioned in section 2.4, the PIMPLE algorithm has been chosen for coupling the 
velocity and pressure fields. This algorithm is convenient for both, cases in which 
steady-state is achieved, e.g. the initial laminar flow simulations and for time-
dependent, unsteady flows, e.g. simulations featuring VGs. In all of the studied cases, 
the PIMPLE settings have been implemented in OpenFOAM such that the number of 
inner correctors is three. This implies that the pressure equation and consequently, 
the momentum corrector are solved three times per timestep. Moreover, the number 
of outer correctors has also been set to three. This allows looping over the whole system 
of equations and solving it three times during the single timestep. Controlling the 
solution of the momentum predictor has also been enabled. Concerning non-
orthogonality correction, it is only required in the cases where the mesh features some 
non-orthogonality. Therefore, a single corrector loop has been added to account for 
non-orthogonality in the cases where vortex-generating obstacles are present. On the 
contrary, the mesh of the initial laminar simulations is perfectly orthogonal. Thus, it 
does not require any type of non-orthogonality correction. 

At this stage, a mesh convergence study is carried out to determine the mesh 
characteristics that offer the best compromise between computational accuracy and 
cost. The mesh validation is performed on the reactor configuration that features a 
recycling zone and a reacting zone. In the tested case, the flow characteristics in the 
reactor pertain to the laminar regime. The bottom threshold operating temperature of 
the catalyst, i.e. 200°C, is set at the catalytic walls. At this temperature, the catalyst’s 
activity and correspondingly, the reactions dictating methanol synthesis occur at their 
lowest rates. Since the involved chemistry is the bottleneck of the current study, 
conducting simulations at reduced reaction rates allows for the utilization of larger 
timesteps. The inlet temperature of the duct is set at 180°C. In this way, a starting 
temperature difference of 20°C is maintained between the entering fluid mixture and 
the walls at which reactions take place. The flow in the channel is characterized by 
Re=1100. Throughout all cases, this value of Re is the highest that has been simulated. 
According to laminar solutions of boundary layer equations [68], this value of Re 
results in the formation of the thinnest boundary layers among all simulations. 
Therefore, the goal is to validate a mesh of adequate quality, capable of effectively 
capturing even the thinnest boundary layers.  

For this purpose, three meshes of different sizes have been proposed. The type of cells 
used in each mesh is hexahedral. All three meshes are perfectly orthogonal. The first 
mesh, i.e. the densest, is composed of 98304 cells, with 128 cells along the wall-normal 
direction and 768 along the axis of the duct. It has a maximum cell aspect ratio of 
13.776. This mesh is referred to as M128 (Figure 9-A). The second mesh consists of 
almost quarter the number of cells of the previous one, i.e. 26048 cells. The cell 
division is made such that 64 cells are placed along the width of the channel and 407 
cells along the streamwise direction. The corresponding maximum cell aspect ratio is 
13.466. This mesh is referred to as M64 (Figure 9-B). Finally, the third mesh, M32, has 
the coarsest computational grid. It is made up of 13024 cells, such that it shares the 
same number of streamwise cells as M64, but along the spanwise direction, only 32 
cells are present (Figure 9-C), which is half that of M64. M32 is characterized with a 
maximum cell aspect ratio of 6.844. 
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Table 10. A summary of the characteristics of M128, M64 and M32. 
 

Mesh Total number of cells Maximum cell aspect ratio 

M128 98304 13.776 

M64 26048 13.466 

M32 13024 6.844 

 

(A) 

 
(B) 

 
(C) 

 
 

Figure 9. OpenFOAM schematics showing each of the three meshes tested in the mesh convergence 
study. M128 (top), M64 (middle) and M32 (bottom). 
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After generating the meshes shown in Figure 9, a comparison between their findings 
is performed. Essentially, the instantaneous boundary layer trends exhibited by their 
various fields, at the same positions in the duct, are compared. First, the streamwise 
component of the velocity field (Uz) displayed by each mesh is compared at the 
interface between the recycling and reacting zones. On the other hand, concerning the 
temperature and all chemical species’ fields, the outlet of the channel is taken as the 
reference point.  

First, exploring the trend of Uz exhibited by each of the three meshes, it can clearly be 
noticed that M32 features a notable offset around the middle of the duct, coupled with 
some slight deviations close to the upper and lower walls with respect to M128. On the 
other hand, the velocity field displayed by M64 is almost coincident with that of the 
M128 case (Figure 10). Hence, some inaccuracies arise from reducing the mesh 
resolution to M32 since the boundary layer contributions are no longer precisely 
tracked. 

 

Figure 10. The instantaneous streamwise velocity component (Uz) along the wall-normal direction at 

the interface between the recycling and reacting zones of the reactor for all 3 meshes. 

Moreover, concerning the temperature field, the differences among the three meshes 
are less apparent with respect to the streamwise velocity field. Both M32 and M64 
perfectly match M128 near the axis of the reactor. However, moving towards the walls 
of the channel, M64 shows slightly smaller deviations from M128 as compared to M32 
(Figure 11). In addition to that, throughout the course of the simulation, M32 has 
shown some instabilities and offsets in the temperature field, with the maximum 
temperature being several degrees higher than that set at the catalytic walls. On the 
other hand, M128 and M64 have both exhibited stable temperature fields that 
converge perfectly to the assigned temperature range, at almost every single timestep. 
This serves as an indication that M32 is too coarse to be used in the analysis. 
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Figure 11. The instantaneous temperature field along the wall-normal direction of the reactor’s outlet for 

all 3 meshes. 
Furthermore, from the chemical species point of view, the outcomes are very similar 
to that of the temperature field. For example, checking the mass fraction of the 
reactants (CO2 and H2) for each of the three meshes, it is realized that in the region 
close to the center line of the channel, the three curves are perfectly overlapping. 
However, progressing towards the catalytic walls, M32 starts showing some offsets, 
with M64 and M128 maintaining a nearly-perfect match (Figure 12).  

  
Figure 12. The instantaneous mass fractions of H2 and CO2 along the wall-normal direction of the 

reactor’s outlet for all three meshes. 
Regarding the formed chemical species (CH3OH, CO and H2O), overall, the outcomes 
are quite similar to the comparisons made over the preceding fields. As a matter of 
fact, in all three meshes, the mass fractions of the products are perfectly overlapping 
in the region surrounding the middle of the 2D reactor segment. However, near the 
catalyst-coated walls, deviations start to arise. For both, CH3OH and H2O, the 
differences are marginal between the three meshes. Nevertheless, the greatest offsets 
are reported by M32, while M64 and M128 almost share the same results (Figure 13). 
However, the discrepancies between the outcomes of M32 with respect to those of M64 
and M128 become more apparent when addressing the mass fraction of carbon 
monoxide (YCO). Indeed, M64 and M128 almost display perfectly identical trends, 
while notable offsets are presented by M32. 
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Figure 13. The instantaneous mass fractions of methanol, CO and H2O along the wall-normal direction 

of the reactor’s outlet for all three meshes. 

In conclusion, this mesh convergence study reveals that coarsening the mesh from 
M128 to M64 maintains nearly equivalent computational accuracy at a number of cells 
which is almost four times fewer. In addition, adopting M64 instead of M128 permits 
setting a timestep (∆t) which is three times greater. Overall, this significant reduction 
in the number of cells and the increase in the value of the used ∆t leads to saving a 
computational power in-excess of 995 CPU-hours, as further elaborated in Appendix. 

On the other hand, although a further reduction in the mesh density to M32 doesn’t 
result in catastrophic consequences, it starts hindering the computational precision. 
Therefore, M64 is confirmed as a valid mesh, which offers an optimal compromise 
between computational resolution and cost. Henceforth, this is the mesh employed in 
all laminar flow simulations. Concerning the cases in which VGs are placed inside the 
channel, their corresponding meshes are generated starting from M64, by creating the 
obstacles and performing some supplementary refinements around them, as described 
in section 3.4.1.  
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4 Results and discussion 
 

After validating a relatively coarse mesh (M64), it is possible to conduct the 2D 
simulations in a highly efficient fashion. The goal is to study the effect of different 
thermo-fluid dynamic conditions on the performance of the reactor, i.e. on the 
methanol yield. In this section, the findings of the different set of simulations are 
presented and thoroughly analysed. For each of groups (A), (B) and (C), the analysis 
starts by presenting the trends of the fields of interest throughout the reactor. 
Afterwards, these fields are plotted along the width of the channel at the outlet section. 
Finally, the averaged values of the fields are computed at the reactor segment’s 
discharge and the conversion efficiency of the reactor is analysed in each case. 

 

4.1 Laminar simulations with a flow recycling zone (Group (A)) 
 

Initially, the catalytic synthesis of methanol is simulated in a 2D channel composed of 
a recycling zone and a reacting zone, as depicted in (Figure 4-A). The role of the 
recycling zone is only to allow the flow to fully develop by the time it enters the reacting 
zone. Reactions solely take place in the reacting zone. In these simulations, the reactor 
is tested under isothermal conditions at the catalytic walls in the operating 
temperature range of the catalyst (200-250°C), at 10°C steps. At every temperature, 
flow conditions corresponding to four different Re, i.e. Re=100, Re=200, Re=550 and 
Re=1100, are simulated. The goal of performing the group (A) simulations is to 
understand the effect of the bulk flow velocity (U) and the temperature (T) on the 
methanol yield. Consequently, the aim is to identify the most optimal combination of 
T and Re, at which the reactor achieves its best performance. 

 

4.1.1 Instantaneous boundary layers and trends of different fields 
 

The distribution of the streamwise velocity component (Uz) along the channel, 
exhibited by the reacting mixture of species, is presented in  

Figure 14, for each Re. The negative velocity gradient can clearly be observed as the 
fluid approaches the walls, which is expected after the imposition of no-slip BCs. 
Moving from the upper and lower walls, the velocity increases until achieving its 
maximum value in the middle of the channel.  

 

                (A) Re=100 

 

                (B) Re=200 
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                (C) Re=550 

 

                (D) Re=1100 

 
 
Figure 14. Velocity distribution of the flowing mixture along the 2D channel at Re=100 (A), Re=200 (B), 
Re=550 (C) and Re=1100 (D). 
 

Plotting Uz over the wall-normal direction of the channel, at the interface separating 
the recycling and reacting zones, yields fully-developed, parabolic, laminar velocity 
profiles for each of the tested values of Re (Figure 15). This demonstrates that the 
species mixture achieves a completely-developed flow by the time it enters the reacting 
zone. 

 
Figure 15. Streamwise velocity profiles along the wall-normal direction of the channel, at the interface 
between the recycling and reacting zones, for Re=100, Re=200, Re=550 and Re=1100. 
 

Next, thermal (temperature) and chemical species (reactants and products) boundary 
layers are presented for every simulation of the parameter sweep. At every catalytic 
wall temperature (Tw), the boundary layers obtained by the four examined Re are 
plotted. It is important to remember that the temperature of the catalytic walls is 
selected to consistently exceed the inlet temperature of the reactor by 20°C, as stated 
in section 3.2. Moreover, the BCs are set such that no heat transfer occurs between the 
recycling walls and the fluid. Therefore, a 20°C temperature difference between the 
reactive mixture and the catalytic walls is maintained at the onset of the reacting zone. 
Thus, heat transfer phenomena only take place throughout the reacting zone. 

Starting from Tw=200°C, before precisely comparing the fields of interest at the four 
distinct Re, the trends exhibited by the various fields at Re=550 are presented. The 
motive behind showing these trends is to roughly describe the boundary layer 
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formation and development for temperature and the present chemical species. The 
physics involved in this case is the same as that of all other cases, with the only 
differences being the magnitudes and boundary layer widths. Therefore, these trends 
are thoroughly representative of the whole methanol synthesis process. 

Referring to Figure 16, the thermal boundary layer forms as soon as the fluid mixture 
enters the reacting zone and engages with its catalytic walls. This boundary layer is a 
result of the conductive heat transfer between the walls and the stationary fluid layers 
in direct contact with them and the convective heat transfer phenomena occurring 
internally among the moving fluid particles themselves. This is attributed to the finite 
temperature difference (20°C) between the solid walls and the fluid entering the 
reacting zone. Another factor which contributes to the heat transfer inside the channel 
is the exothermicity of the reactions producing methanol (Eqs. 10-11). Namely, the 
formation of methanol from the hydrogenation of either, CO or CO2, results in an 
additional heat release in the reactor. The boundary layer initiates at the walls just 
downstream the interface separating the recycling and reacting zones. From this point 
onwards, it continues developing until the outlet section of the reactor. Furthermore, 
as can be expected from such a channel heat transfer situation, i.e. from the top and 
bottom walls to a fluid travelling at a low Re, the least influenced regions of the fluid 
are the farthest from the catalytic walls. In fact, a negative temperature gradient can 
be visualized from the walls to the bulk of the channel. Accordingly, the fluid layers 
around the middle of the channel are unaffected by the heat exchange in this case. 
These fluid layers represent the so-called free-stream region.  
 

 

Figure 16. The temperature boundary layer trend along the methanol reactor at Tw=200°C and 
Re=550. 
 

Referring to the boundary layers exhibited by the reacting chemical species ( 
Figure 17), i.e. YCO2 and YH2, it can clearly be noticed that their maximum mass 

fractions are just upstream the reacting zone. This is due to the absence of a catalyst 
along the recycling walls. For this reason, no chemical reactions occur at that region 
of the channel, as previously explained. As soon as the reactants cross the reacting 
zone and interact with the catalyst at the upper and lower walls, the methanol 
synthesis reactions commence. As a consequence, the consumption of these reactants 
starts as they begin transforming into their corresponding products. Since only surface 
reactions are modelled, the greatest consumption of the reactants is at the catalytic 
walls and thus, their lowest mass fractions. At this stage, the reactants’ boundary layers 
form at the onset of the reacting zone. The width of these boundary layers keeps on 
increasing as the fluid mixture progresses along the streamwise direction, until 
reaching its maximum at the reactor’s outlet. A negative mass fraction gradient is 
exhibited from the middle of the duct towards each of the two walls along the entire 
length of the reactive zone. This gradient triggers the molecular diffusion of species 
from regions of high concentration to regions of lower concentration. As a result, 
reactants, at more central widths, are driven towards the catalytic walls and the 
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reactions are enhanced. In reality, unreacted reactants, i.e. these discharged at the 
outlet, are recycled and introduced again at the inlet section. 
 

 
 

 
 
Figure 17. Boundary layer trends of the reactants, CO2 (top) and H2 (bottom), along the methanol 
reactor at Tw=200°C and Re=550. 
 
The behaviour of the products’ boundary layers (Figure 18) is exactly inversely 
correlated to that of the reactants. Unlike in the reactants’ boundary layers, where a 
decreasing mass fraction trend is displayed along the length of the reacting zone, the 
products’ boundary layers exhibit an increasing mass fraction trend, indicating the 
formation of new species. Moreover, the mass fraction gradients from the middle of 
the channel towards both walls of the reacting zone, are positive in this case.  

Once the reactants enter the reacting zone and get in-touch with the catalyst coated on 
the upper and lower walls, the instantaneous diffusion of the reactants into the catalyst 
leads to the instantaneous formation of CH3OH and the other by-products, i.e. CO and 
H2O, at these walls. The primary and secondary methanol by-products, CO and H2O, 
respectively, result from the RWGS reaction (Eq. 12). Similar to the cases of 
temperature and reactants, the products boundary layers form at the beginning of the 
reacting zone and continue to develop until reaching the outlet section of the reactor. 
In this particular context, the positive mass fraction gradients trigger a mass diffusion 
along the channel’s width, from the walls to the central regions. This mass diffusion 
enhances the synthesis as it increases the methanol yield. It should be noted that in 
this thesis, methanol produced from CO hydrogenation is also taken into account (Eq. 
10). Therefore, YCO at the outlet is considered as an unreacted reactant, which is 
recycled and sent back to the inlet, in real industrial settings. 

Due to the unity Lewis number assumption, the rates of molecular and heat diffusion 
in this system are identical (Eq. 9). This has led to indistinguishable behaviours 
between the temperature and the chemical species’ boundary layers. 
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Figure 18. Boundary layer trends of the products, CH3OH (top), CO (middle) and H2O (bottom), along 
the methanol reactor at Tw=200°C and Re=550. 
 
At this stage, the results of the different simulations are systematically compared. 
Simulating at the functional temperature range of the catalyst (200-250°C), the 
profiles of the temperature and all chemical species concentrations are displayed, 
along wall-normal direction of the reactor’s outlet. Starting from Tw=200°C and 
progressing towards Tw=250°C using 10°C steps, these profiles are plotted at Re=100, 
Re=200, Re=550 and Re=1100, for each of the above-mentioned temperatures. 

Starting with the temperature field, the effect of Re on the thermal boundary layer is 
identical in all of the performed simulations, regardless of the temperature imposed 
on the catalytic walls (Figure 19). The higher the Re, the lower the temperature profile 
recorded along the outlet of the channel. This is mainly attributed to the heat transfer 
residence time, i.e. the time available for heat transfer and diffusion to occur. The 
highest residence time is present when the fluid is flowing at its lowest bulk velocity 
(Re=100). As Re increases, the residence time decreases, which translates into a lower 
amount of time for heat diffusion to occur within the system. 

When the reactive species mixture travels at the two lowest bulk velocities (Re=100 
and Re=200), their corresponding wall-normal temperature distributions over the 
outlet section show that the entire width of the channel is influenced by the wall heat 
transfer, in both cases. In alternative phrasing, all fluid layers along the cross-section 
of the reactor’s outlet are affected by the heat exchange. This can be deduced from the 
temperature differences between the fluid and the catalytic walls. Indeed, even at the 
farthest positions from the walls, i.e. around the middle of the channel, the 
temperature difference with respect to the walls is less than 20°C, for both Re values. 
This is more apparent when Re=100 as the greater residence time has led to a more 
effective heat transfer.  

On the other hand, elaborating on the findings of Re=550 and Re=1100, it is evident 
that their temperature boundary layers feature lower widths, as compared to Re=100 
and Re=200. Moreover, for both Re values, the wall heat transfer does not impact the 
full width of the channel, with free-stream regions observed around the center. This 
indicates that such relatively fast flow conditions don’t allow for an effective heat 
exchange to take place. Nevertheless, having a greater time for heat diffusion to occur, 
the temperature profile exhibited at Re=550 is higher than that of Re=1100. All in all, 
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in each of the simulated cases, Re dictates the temperature trend along the width of 
the channel, regardless of the temperature imposed on the catalytic walls.  

It is significant to highlight that the thermal diffusivity of the system is assumed to be 
constant over this narrow temperature range (200-250°C). Therefore, at each specific 
Re, increasing Tw while maintaining a finite temperature difference (20°C) with the 
fluid, the only alteration in the curves' behaviors is an upward shift.  

    Tw=200°C 

 

    Tw=210°C 

 

    Tw=220°C 

 
    Tw=230°C 

 

    Tw=240°C 

 

    Tw=250°C 

 
Figure 19. The instantaneous temperature boundary layers along the wall-normal direction of the 
reactor’s outlet for the catalytic-wall temperature range 200-250°C, at Re=100, Re=200, Re=550 and 
Re=1100. 
 

In relation to the chemical species involved in the catalytic methanol synthesis, a 
similar analogy could be applied with respect to the temperature field. When the 
mixture flows at low Re, an increased time would be available for the reactants to 
engage with the catalytic material and transform into products. Additionally, a greater 
period of time would be available for the diffusion phenomena and mixing to occur in-
between the catalytic walls and the central regions of the channel. This time is known 
as the reaction residence time. Hence, as Re decreases, the residence time increases, 
as in the heat transfer case. This increase in the residence time leads to a more effective 
diffusion-mediated mixing between the species present in the channel, which 
enhances the methanol reactions. 

As a result, regardless of the temperature imposed at the catalytic walls, Re=100 leads 
to the highest mass fractions of reacted reactants, i.e. lowest profiles of YCO2 and YH2. 
On the other hand, due to having the lowest reaction residence time at Re=1100, the 
highest mass fraction profiles of the reactants are recorded, indicating the highest 
concentration of unreacted reactants (Figure 20). Moreover, as for the thermal 
boundary layers’ discussion (Figure 19), reactants along the entire width of the outlet 
are exposed to chemical reactions at Re=100 and Re=200, while for Re=550 and 
Re=1100, a free-stream region is observed in the central regions of the channel. This 
is deduced by comparing the reactants’ mass fractions around the middle of the outlet 
cross-section to their composition at the inlet section, for all the examined Re. 
Accordingly, for Re=100 and Re=200, YCO2<0.88 and YH2<0.12 at any point along the 

outlet, while for Re=550 and Re=1100, YCO2 and YH2 are equal to 0.88 and 0.12, 
respectively, around the middle. This confirms that the central region of the channel 
is not involved in the synthesis when the mixture flows at Re=550 and Re=1100.  
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       Tw=200°C 

 

 

       Tw=210°C 

 

 

       Tw=220°C 

 

 
       Tw=230°C 

 

 

       Tw=240°C 

 

 

       Tw=250°C 

 

 
Figure 20. The reactants’ (CO2 and H2) instantaneous boundary layers along the wall-normal direction 
of the reactor’s outlet for the catalytic-wall temperature range 200-250°C, at Re=100, Re=200, Re=550 
and Re=1100. 
 

The products’ profiles at the outlet section of the reactor are inversely correlated to 
these of the reactants. More specifically, the decrease in the concentration of the 
reactants is translated into an increase in products. Therefore, for all simulation 
temperatures, the conversion of reactants into products is enhanced as Re decreases, 
which causes an increase in the yielded products’ mass fractions (Figure 21, Figure 22). 
This is a direct consequence of having a higher residence time, which results in a more 
effective diffusion-mediated mixing. Correspondingly, as expected, a product yield is 
found over the full spanwise dimension of the channel when the mixture flows at the 
two lowest bulk velocities, i.e. Re=100 and Re=200. On the contrary, the intermediate 
part of the channel remains undisturbed for Re=550 and Re=1100, indicating 
insufficient time for proper diffusion to take place among the present species. 

However, the temperature conditions in the catalytic channel significantly influence 
the type of products obtained. In a thermodynamic context, methanol synthesis 
favours low temperatures [69]. Yet, operating at reduced temperatures hinders the 
activity of the catalyst. On the other hand, working at elevated temperatures favours 
the RWGS reaction. This arises from the endothermic nature of such a reaction (Eq. 
12). Hence, due to the above-mentioned considerations, the aim is to determine the 
temperature range that ensures the best compromise and hence, the greatest methanol 
yield.  

Referring to Figure 21, it is quite evident that the highest methanol yield is obtained 
for a catalytic wall temperature ranging in-between 200°C and 220°C. From this point 
onwards, the successive increase of temperature by 10°C steps, until reaching 250°C, 
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keeps on diminishing the yielded YCH3OH. On the other hand, concerning the RWGS 

products, e.g. CO, starting from 200°C, the higher the temperature imposed on the 
catalytic walls, the higher the produced YCO (Figure 22). Consequently, the maximum 
CO profile is attained at 250°C. 

In conclusion, the thermo-fluid dynamic conditions yielding the highest methanol 
concentrations are Re=100 and 200°C ≤ Tw ≤ 220°C. In the following sections, the 
methanol yield and performance of the reactor are quantified. 

       Tw=200°C 

 

       Tw=210°C 

 

       Tw=220°C 

 

       Tw=230°C 

 

       Tw=240°C 

 

       Tw=250°C 

 
Figure 21. Instantaneous methanol boundary layers along the wall-normal direction of the reactor’s 

outlet for the catalytic-wall temperature range 200-250°C, at Re=100, Re=200, Re=550 and Re=1100. 
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Figure 22. The instantaneous boundary layers of methanol’s by-products (CO and H2O) along the wall-
normal direction of the reactor’s outlet for the catalytic-wall temperature range 200-250°C, at Re=100, 
Re=200, Re=550 and Re=1100. 
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4.1.2 Averaged mass fractions at the reactor’s outlet 
 

Here, a quantitative analysis of the channel catalytic methanol synthesis is provided. 
For this purpose, two predefined post-processing utilities in OpenFOAM, i.e. 
patchFlowRate and patchAverage, are utilized at the reactor’s outlet section. The 
former calculates the total flow rate discharged from the reactor by summing the 
individual flow rates at every face of the outlet section. On the other hand, the latter 
computes the spatial average of a specified field along the cross-section of the outlet. 
This spatial averaging technique is executed by taking the value of a certain field at 
every cell of the channel’s outlet and weighing it by the cell volume. For instance, with 
a mesh grading factor of 12.5 between the channel's central axis and the walls, central 
cells contribute significantly more (12.5 times) to the spatial average than these near 
the walls. In the adopted 2D model, the weighing is done with respect to the cell area. 
Moreover, at the discharge of the channel, time-averaging is also applied. To elaborate 
further, at each cell belonging to the outlet section, the average value of the field over 
all the simulation timesteps is determined. Indeed, the spatial average is computed for 
each time-averaged chemical species’ mass fraction. This term is known as 
spatiotemporal average. 
First, an estimation of the yielded methanol mass flow rate at the outlet (�̇�𝐶𝐻3𝑂𝐻,𝑜) is 

presented for each case of the parameter sweep. An approximation that guarantees a 
commendable level of accuracy can be provided as  
 

�̇�𝐶𝐻3𝑂𝐻,𝑜 ≅ �̇�𝑜 × 𝑌𝐶𝐻3𝑂𝐻,𝑜 ,                                                                                                              (21) 

 

where �̇�𝑜 is the total mass flow rate discharged from the reactor and YCH3OH,o is the 

spatiotemporal average of the methanol mass fraction at the outlet section. As would 
be expected for a compressible flow at a constant pressure, as T increases, ρ decreases. 
Thus, lower values of �̇�𝑜 are recorded at higher T (Table 11). 
 

Table 11. Computation of the total mass flow rates discharged from the reactor for the catalytic-wall 
temperature range 200-250°C, at Re=100, Re=200, Re=550 and Re=1100. 

 

 Re=100 Re=200 Re=550 Re=1100 

�̇�𝒐,𝟐𝟎𝟎°𝑪 [kg/s] 9.896e-6 1.979e-5 5.441e-5 0.000109 

�̇�𝒐,𝟐𝟏𝟎°𝑪 [kg/s] 9.682e-6 1.936e-5 5.325e-5 0.000106 

�̇�𝒐,𝟐𝟐𝟎°𝑪 [kg/s] 9.477e-6 1.895e-5 5.212e-5 0.000104 

�̇�𝒐,𝟐𝟑𝟎°𝑪 [kg/s] 9.283e-6 1.856e-5 5.103e-5 0.000102 

�̇�𝒐,𝟐𝟒𝟎°𝑪 [kg/s] 9.093e-6 1.819e-5 5.001e-5 0.0001 

�̇�𝒐,𝟐𝟓𝟎°𝑪 [kg/s] 8.912e-6 1.782e-5 4.9e-5 9.803e-5 

 

 
Based on the analysis conducted in section 4.1.1, in accordance with expectations, the 
lower the Re, the greater YCH3OH,o. Among all simulations, the highest YCH3OH,o 

corresponds to the case in which Re=100 and Tw=210°C (Table 12). The data recorded 
in Table 12 are plotted (Figure 23). 
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Table 12. Computation of the spatiotemporal averages of the methanol mass fractions yielded at the 
outlet of the reactor, for the catalytic-wall temperature range 200-250°C, at Re=100, Re=200, Re=550 

and Re=1100. 
 

 Re=100 Re=200 Re=550 Re=1100 

YCH3OH,o,200°C 0.0830 0.0615 0.0409 0.031 

YCH3OH,o,210°C 0.0864 0.0647 0.0437 0.0334 

YCH3OH,o,220°C 0.0833 0.0631 0.0433 0.0335 

YCH3OH,o,230°C 0.0764 0.0584 0.0406 0.0318 

YCH3OH,o,240°C 0.0685 0.0519 0.0368 0.0291 

YCH3OH,o,250°C 0.0602 0.0461 0.0327 0.0261 

 

 
Figure 23. Bar graph showing a summary of the spatiotemporal averages of the methanol mass 
fractions yielded at the outlet of the reactor, for the catalytic-wall temperature range 200-250°C, at 
Re=100, Re=200, Re=550 and Re=1100. 
 

For all Re, the greatest methanol production rates are observed at Tw=210°C (Table 
13). Apparently, this represents the most optimal temperature condition for methanol 
formation. Comparing the yielded methanol mass flow rates at different Re, it is 
anticipated to have greater values at higher Re due to the higher total mass flow rate, 
i.e. greater amount of species introduced in the channel. However, a greater �̇�CH3OH,o 

does not necessarily imply a better reactor performance. The effectiveness and 
efficiency of the reactor in converting the reactants into methanol is investigated in 
section 4.1.3. 
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Table 13. Computation of the spatiotemporal averages of the methanol mass flow rates produced by 
the reactor, for the catalytic-wall temperature range 200-250°C, at Re=100, Re=200, Re=550 and 

Re=1100. 
 

�̇�𝐂𝐇𝟑𝐎𝐇,𝐨[kg/s] Re=100 Re=200 Re=550 Re=1100 

�̇�𝐂𝐇𝟑𝐎𝐇,𝐨,𝟐𝟎𝟎°𝐂 8.21e-07 1.22e-06 2.23e-06 3.38e-06 

�̇�𝐂𝐇𝟑𝐎𝐇,𝐨,𝟐𝟏𝟎°𝐂 8.37e-07 1.25e-06 2.33e-06 3.54e-06 

�̇�𝐂𝐇𝟑𝐎𝐇,𝐨,𝟐𝟐𝟎°𝐂 7.89e-07 1.20e-06 2.26e-06 3.48e-06 

�̇�𝐂𝐇𝟑𝐎𝐇,𝐨,𝟐𝟑𝟎°𝐂 7.09e-07 1.08e-06 2.07e-06 3.24e-06 

�̇�𝐂𝐇𝟑𝐎𝐇,𝐨,𝟐𝟒𝟎°𝐂 6.23e-07 9.44e-07 1.84e-06 2.91e-06 

�̇�𝐂𝐇𝟑𝐎𝐇,𝐨,𝟐𝟓𝟎°𝐂 5.37e-07 8.22e-07 1.60e-06 2.56e-06 

 

Concerning the reactants, as Re decreases, the greater reaction residence time 
expectedly leads to a decrease in both, YCO2,o and YH2,o (Table 14). However, both 
averaged mass fractions exhibit a non-monotonic relation with temperature, in 
general. At higher temperatures, although the catalyst activity increases, the two 
reactions yielding methanol (Eqs. 9 and 10) become less favoured, from a 
thermodynamic point of view. On the contrary, such temperature conditions enhance 
the endothermic RWGS reaction (Eq.12). These are the major causes to such a 
fluctuating trend. Although the reactants, in all the examined cases, achieve their 
minimum averaged mass fractions at Tw=220°C, the most optimal temperature for the 
catalytic synthesis of methanol remains Tw=210°C as it consistently results in the 
highest produced methanol mass flux (Table 13). The averaged mass fractions of CO2 
and H2 at the outlet of the channel are plotted in Figure 24. 
 

Table 14. Computation of the spatiotemporal averages of the mass fractions of CO2 (top) and H2 
(bottom) at the outlet of the reactor, for the catalytic-wall temperature range 200-250°C, at Re=100, 

Re=200, Re=550 and Re=1100. 
 
 

 Re=100 Re=200 Re=550 Re=1100 

YCO2,o,200°C 0.756 0.786 0.816 0.83 

YCO2,o,210°C 0.746 0.778 0.809 0.825 

YCO2,o,220°C 0.744 0.776 0.807 0.822 

YCO2,o,230°C 0.746 0.777 0.807 0.822 

YCO2,o,240°C 0.748 0.781 0.807 0.822 

YCO2,o,250°C 0.749 0.779 0.808 0.822 

 
 

 Re=100 Re=200 Re=550 Re=1100 

YH2,o,200°C 0.105 0.109 0.113 0.115 

YH2,o,210°C 0.104 0.108 0.112 0.114 

YH2,o,220°C 0.104 0.108 0.112 0.114 

YH2,o,230°C 0.105 0.109 0.113 0.114 

YH2,o,240°C 0.106 0.11 0.113 0.115 

YH2,o,250°C 0.108 0.111 0.114 0.115 
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Figure 24. Bar graphs showing a summary of the spatiotemporal averages of the unreacted mass 
fractions of CO2 (left) and H2 (right) at the outlet of the reactor, for the catalytic-wall temperature range 
200-250°C, at Re=100, Re=200, Re=550 and Re=1100. 
 

Regarding the primary by-product of methanol (CO), the results of Table 15 clearly 
demonstrate the direct proportionality between YCO,o and both, the decrease in Re and 
the increase in the catalytic wall temperature. The overall enhancement of the 
reactions at Tw=220°C, with respect to Tw=210°C, results in an increased 
concentration of CO, albeit at the cost of a diminished �̇�CH3OH,𝑜. As a result, a 

temperature setting of 220°C at the catalytic walls is deemed less advantageous in 
comparison to 210°C. The tabulated values of YCO,o are presented in a bar graph shown 
in Figure 25. 
 
Table 15. Computation of the spatiotemporal averages of the CO mass fractions yielded at the outlet 
of the reactor, for the catalytic-wall temperature range 200-250°C, at Re=100, Re=200, Re=550 and 

Re=1100. 

 Re=100 Re=200 Re=550 Re=1100 

YCO,o,200°C 0.00574 0.00493 0.00433 0.0041 

YCO,o,210°C 0.00877 0.0072 0.00581 0.00519 

YCO,o,220°C 0.0127 0.0102 0.00781 0.0067 

YCO,o,230°C 0.0174 0.0138 0.0103 0.00854 

YCO,o,240°C 0.0233 0.0171 0.0132 0.0107 

YCO,o,250°C 0.03 0.0233 0.0166 0.0133 

 

 
Figure 25. Bar graph showing a summary of the spatiotemporal averages of the CO mass fractions 
yielded at the outlet of the reactor, for the catalytic-wall temperature range 200-250°C, at Re=100, 
Re=200, Re=550 and Re=1100. 
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4.1.3 Conversion efficiency analysis 
 

In order to assess the performance of the present channel-type methanol reactor, its 
conversion efficiency is evaluated in each of the investigated scenarios. The efficiency 
serves as a quantitative measure of the reactor's effectiveness, i.e. its ability to convert 
the reactants flowing through its catalyst-coated channel into products, in particular, 
methanol. The two parameters representative of the reactor’s conversion efficiency are 
the CO2 conversion (XCO2) and the methanol yield (YCH3OH) [55]. It is important to 

note that YCH3OH is not the same as YCH3OH, which stands for the methanol mass 

fraction. 

By definition, XCO2 is expressed as  

𝐗𝐂𝐎𝟐
=

𝑌CO2,i − 𝑌CO2,o

𝑌CO2,i
 ,                                                                                                                      (22) 

where YCO2,i is the CO2 mass fraction initialized at the inlet of the reactor (0.88). The 

values presented in Table 14 are utilized for YCO2,o. This parameter represents the 

proportion of CO2 that undergoes a reaction, out of the total amount introduced at the 
inlet.  

On the other hand, YCH3OH is characterized by the formula  

𝐘𝐂𝐇𝟑𝐎𝐇 =
𝑌CH3OH,o𝑀𝑊CO2

𝑌CO2,i𝑀𝑊CH3OH
 ,                                                                                                              (23) 

where MWCO2 and MWCH3OH are the molecular weights of CO2 (44.01 g/mol) and 

CH3OH (32.04 g/mol), respectively. In Table 12, YCH3OH,o is calculated for each of the 

conducted simulations. Coupling Eq. (23) with the chemical identity 𝑛 =
𝑚

𝑀𝑊
 , YCH3OH 

can be reasonably approximated as 

𝐘𝐂𝐇𝟑𝐎𝐇 ≅
𝑛CH3OH,o

𝑛CO2,i
 ,                                                                                                                           (24) 

where nCH3OH,o is the produced number of moles of methanol at the outlet section and 

nCO2,i is the introduced number of moles of CO2 at the channel’s inlet. Thus, YCH3OH 

reflects the proportion of CO2 that undergoes conversion into methanol during the 
synthesis process. 

Referring to Table 16, it is evident that XCO2 enhances with the decrease in the 

mixture’s bulk flow velocity (Re). The observed outcome is a consequence of the 
extended reaction residence time in such instances, which augments the chemical 
reactions by enhancing the mass transfer-driven mixing between the species. 
Concerning the influence of the catalytic wall temperature, the observed findings are 
equivalent to these of the averaged reactants’ mass fractions in section 4.1.2. Indeed, 
the relation is highly non-monotonic between T and XCO2. In addition, for every Re, 

the maximum XCO2 is recorded in the case in which YCO2,o attains its minimum value, 

i.e. at Tw=220°C. In Figure 26, the obtained XCO2 values for the different simulated 

scenarios are illustrated in a bar chart. However, exhibiting a greater CO2 conversion 
doesn’t necessarily imply a better performance. As discussed earlier, this improvement 
in the chemical reactions could lead to an increase in the RWGS products at the 
expense of methanol. Instead, the optimal performance is achieved when the highest 
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quantity of CO2 is transformed into CH3OH. This aspect can be addressed by 
employing the second conversion efficiency parameter, i.e. YCH3OH. 

 

Table 16. Computation of the CO2 conversion parameter for the catalytic-wall temperature range 200-
250°C, at Re=100, Re=200, Re=550 and Re=1100. 

 

  Re=100 Re=200 Re=550 Re=1100 

XCO2,200°C 14.09% 10.68% 7.27% 5.68% 

XCO2,210°C 15.23% 11.59% 8.07% 6.25% 

XCO2,220°C 15.45% 11.82% 8.30% 6.59% 

XCO2,230°C 15.23% 11.70% 8.30% 6.59% 

XCO2,240°C 15.00% 11.25% 8.30% 6.59% 

XCO2,250°C 14.89% 11.48% 8.18% 6.59% 

 

 

Figure 26. Bar graph showing a summary of the CO2 conversion parameter values for the catalytic-
wall temperature range 200-250°C, at Re=100, Re=200, Re=550 and Re=1100. 
 

According to the conducted YCH3OH computations (Table 17), the highest-efficiency 
performance of the channel-type methanol reactor is witnessed at Re=100 and 
Tw=210°C, in which YCH3OH=13.49% and XCO2=15.23%. For Re=100, Re=200 and 

Re=550, the greatest methanol yield is recorded at Tw=210°C, although the CO2 
conversion is not the highest. This confirms that the overall reaction enhancement at 
higher temperatures yields an increased formation of methanol’s by-products, albeit 
at the expense of a decrease in methanol production. This is mainly attributed to the 
presence of a thermal medium which is more suitable for the RWGS reactions as 
compared to the methanol hydrogenation ones, as elaborated in previous sections. The 
only exception to the above-mentioned findings is observed at Re=1100, where a 
marginally higher YCH3OH is attained at Tw=220°C with respect to Tw=210°C. 
Nonetheless, a temperature setting of Tw=210°C is considered the most desirable for 
catalytic methanol synthesis under low-Re, laminar flow conditions. The bar graph in 
Figure 27 depicts the methanol yields obtained in each scenario examined during the 
parameter sweep. 
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Table 17. Computation of the methanol yield parameter for the catalytic-wall temperature range 200-
250°C, at Re=100, Re=200, Re=550 and Re=1100. 

 

  Re=100 Re=200 Re=550 Re=1100 

YCH3OH,200°C 12.96% 9.60% 6.38% 4.84% 

YCH3OH,210°C 13.49% 10.10% 6.82% 5.21% 

YCH3OH,220°C 13.00% 9.85% 6.76% 5.23% 

YCH3OH,230°C 11.93% 9.12% 6.34% 4.96% 

YCH3OH,240°C 10.69% 8.10% 5.74% 4.54% 

YCH3OH,250°C 9.40% 7.20% 5.10% 4.07% 
 

 

Figure 27. Bar graph showing a summary of the methanol yield parameter values for the catalytic-wall 
temperature range 200-250°C, at Re=100, Re=200, Re=550 and Re=1100. 
 

These are the main results of the simulations of category (A). The temperature and Re 
yielding optimal reactor productivity have been determined. Next, the effect of 
elongating the reacting zone is studied.  

 

4.2 Laminar simulations without flow recycling (Group (B)) 
 

Upon identifying the optimal temperature for methanol synthesis (210°C), where the 
process exhibits its highest efficiency and output, the impact of extending the length 
of the reacting zone is investigated. For this purpose, the recycling zone is excluded 
and the reacting zone is extended towards the inlet section. In alternative phrasing, 
the catalyst coating covers the entire length of channel’s wall segments in these 
simulations, as depicted in Figure 4. Setting the wall temperature to 210°C, i.e. 
Tw=210°C, this fully-catalytic configuration is simulated at flows corresponding to 
Re=100, Re=200, Re=550 and Re=1100. 
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4.2.1 Instantaneous boundary layers and trends of different fields 
 

Similar to what has been done for group (A) simulations, the temperature and 
chemical species trends over the whole 2D computational domain are presented. 
Furthermore, the instantaneous boundary layer profiles of the different fields are 
plotted along the width of the outlet section. 

It has been demonstrated in section 4.1.1 that all reactants exhibit identical behaviors, 
which are inversely correlated with these of the products. Therefore, in addition to the 
temperature trend, only the mass fraction distributions of the main reactant and 
product, i.e. CO2 and CH3OH, respectively, are shown. This is done for the case in 
which the channel features a reactive mixture flowing at Re=200. Solely providing the 
above-mentioned trends is sufficient for thoroughly representing the phenomena 
occurring in the reactor. 

In general, the physics involved in the channel is exactly the same as in group (A) 
simulations. The only difference in this case is that the boundary layers form just 
downstream of the inlet section, upon the impingement of the reactive species on the 
adjacent walls. Initiating at the inlet, the boundary layers pertaining to different fields 
have the entire length of the channel (37mm) to establish. On the contrary, in the 
simulation cases featuring flow recycling, the boundary layers start to form just after 
the interface separating the recycling and reactive zones, i.e. 13mm downstream of the 
inlet section. Accordingly, the boundary layers in the simulations categorized into 
group (B) have an extra 13mm to develop. As a consequence, a relatively greater 
boundary layer width is expected to be visualized near the channel’s outlet section in 
these cases.  

The channel’s temperature trend is presented in Figure 28. As per the previous 
discussion, an enhanced heat transfer from the walls to the bulk regions is foreseen. 
Therefore, the temperature differences between the fluid and the upper and lower wall 
segments near the outlet section are expected to diminish relative to the equivalent 
group (A) case. 

 

Figure 28. Distribution of the instantaneous temperature field along the whole methanol reactor at 
Tw=210°C and Re=200, when the catalyst coating is applied over the entire length of the walls. 
 

Concerning the chemical species (Figure 29), analogous reasonings could be 
formulated. Therefore, an enhancement in methanol synthesis is anticipated. Indeed, 
the extended reacting zone allows for the molecular diffusion-based mixing between 
the reacted and unreacted species to occur over a greater length in the channel. 
Therefore, larger boundary layer widths are observed at the reactor’s discharge. As a 
result, compared to the equivalent case featuring flow recycling (Tw=210°C and 
Re=200), it is expected to have a reduced CO2 concentration at the outlet section, 
which implies an increased methanol yield. 
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Figure 29. Distributions of the instantaneous mass fractions of CO2 (top) and CH3OH (bottom) along 
the whole methanol reactor at Tw=210°C and Re=200, when the catalyst coating is applied over the 
entire length of the walls. 
 

Referring to the thermal boundary layers plotted at the outlet section (Figure 30), in 
general, equivalent findings to these of group (A) are observed. Indeed, as the Re 
decreases, the heat transfer residence time increases, leading to an enhanced heat 
diffusion and consequently, a higher temperature profile. However, the increase in the 
boundary layer widths, after the extension of the catalyst coating, is apparent. For 
instance, at Re=100 and Re=200, temperature differences between walls and center 
are reduced relative to the cases of group (A). Furthermore, at Re=550, the central 
region is no longer perfectly undisturbed, i.e. it experiences a temperature difference 
lower than 20°C with respect to the walls. 

 

Figure 30. The instantaneous temperature boundary layers along the wall-normal direction of the 
reactor’s outlet at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100, when the catalyst coating 
is applied over the entire length of the walls. 
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The effect of elongating the reacting zone on the reactants (Figure 31) and products 
(Figure 32) is equivalent to its effect on the temperature (Figure 30). Accordingly, 
lower reactants mass fractions and equivalently, increased products mass fractions are 
obtained around the middle of the channel, as compared to the previous simulations. 
Therefore, deploying a catalytic material over the entire length of the channel leads to 
an overall improvement in the synthesis. 

All remaining observations pertaining to the general boundary layer trends are 
analogous with respect to group (A) simulations. For instance, the lower reaction 
residence time at higher Re hinders diffusion phenomena and mixing between the 
involved species. This results in higher concentrations of unreacted species and 
thereby, lower produced mass fractions. Conversely, at reduced bulk flow velocities, 
the reactive species benefit from an increased interaction time with the catalytic walls, 
leading to an augmentation in diffusion-mediated mixing. This yields higher products 
concentrations. 

  
Figure 31. The instantaneous reactants boundary layers along the wall-normal direction of the reactor’s 

outlet at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100, when the catalyst coating is applied 
over the entire length of the walls. 
 

   
Figure 32. The instantaneous products boundary layers along the wall-normal direction of the reactor’s 

outlet at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100, when the catalyst coating is applied 
over the entire length of the walls. 
 

4.2.2 Averaged mass fractions at the reactor’s outlet and conversion 
efficiency 

 

First, the spatiotemporal averages of the methanol mass fractions at the outlet of the 
catalytic channel are calculated for Re=100, Re=200, Re=550 and Re=1100, at 
Tw=210°C. Afterwards, the corresponding produced methanol mass flow rates are 
determined. Moreover, a computation of the averaged mass fractions of CO2 at the 
outlet section is carried out for each of the above-mentioned cases. Finally, utilizing 
the spatiotemporally-averaged mass fractions of CO2 and CH3OH, the conversion 
efficiency of the reactor in this fully-catalytic configuration is investigated.  

The values of YCH3OH,o and �̇�CH3OH,o obtained in the different simulation cases are 

provided in Table 18. In line with expectations, comparing the individual findings to 
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these of group (A) simulations, an enhanced methanol production can be noted. Figure 
33 displays the obtained methanol mass fractions at different Re. 

 

Table 18. Computation of the spatiotemporal averages of the yielded methanol mass fractions and 
flow rates at the outlet of the reactor, at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100, when 

the catalyst coating is applied over the entire length of the walls. 
 

 Re=100 Re=200 Re=550 Re=1100 

YCH3OH,o,210°C 0.1 0.0738 0.0472 0.0345 

�̇�𝐂𝐇𝟑𝐎𝐇,𝐨,𝟐𝟏𝟎°𝐂[kg/s] 9.68e-07 1.43e-06 2.51e-06 3.66e-06 

  

 

Figure 33. Bar graph showing a summary of the spatiotemporal averages of the methanol mass 
fractions yielded at the outlet of the reactor, at Tw=210°C, for Re=100, Re=200, Re=550 and 
Re=1100, when the catalyst coating is applied over the entire length of the walls. 
 
In Table 19, the values of YCO2,o are presented at Tw=210°C, for Re=100, Re=200, 

Re=550 and Re=1100. As Re decreases, a greater mass fraction of CO2 undergoes a 
chemical reaction, as explained earlier. Comparing the present CO2 findings to these 
of group (A) under identical thermo-fluid dynamic conditions, it is evident that 
increasing the length of the reacting zone augments the reactions governing the 
methanol synthesis process. The tabulated values of CO2 mass fractions are plotted in 
a bar graph (Figure 34). 

 

Table 19. Computation of the spatiotemporal averages of the unreacted CO2 mass fractions at the 
outlet of the reactor, at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100, when the catalyst 

coating is applied over the entire length of the walls. 
 

 Re=100 Re=200 Re=550 Re=1100 

YCO2,o,210°C 0.728 0.768 0.807 0.826 
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Figure 34. Bar graph showing a summary of the spatiotemporal averages of the unreacted CO2 mass 
fractions at the outlet of the reactor, at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100, when 
the catalyst coating is applied over the entire length of the walls. 
 

At this stage, the conversion efficiency of the reactor is addressed. This would highlight 
the benefits of increasing the length of the catalyst-coated zone on the overall reactor 
performance. By utilizing the previously determined values of YCO2,o and YCH3OH,o, the 

computation of YCH3OH and XCO2 is performed for each of the examined cases (Table 

20).  

Apparently, the conversion efficiency increases with the decrease in Re. Moreover, 
group (B) simulations exhibit higher conversion efficiencies with respect to group (A). 
Therefore, adopting a fully-catalytic configuration enhances the performance of the 
reactor. The CO2 conversion and the methanol yield parameters are plotted in Figure 
35. 

 

Table 20. Computation of the CO2 conversion and methanol yield parameters at Tw=210°C, for 
Re=100, Re=200, Re=550 and Re=1100, when the catalyst coating is applied over the entire length of 

the walls. 
 

 Re=100 Re=200 Re=550 Re=1100 

XCO2,210°C 17.27% 12.73% 8.30% 6.14% 

YCH3OH,210°C 15.61% 11.52% 7.37% 5.39% 
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Figure 35. Bar graphs showing a summary of the CO2 conversion (left) and methanol yield (right) 
parameters at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100, when the catalyst coating is 
applied over the entire length of the walls. 
 

4.3 Effect of installing vortex generators (Group (C)) 
 

In the previous sections, methanol synthesis has been simulated under a perfectly 
laminar flow regime. Given these circumstances, the catalytic wall temperature (Tw) 
and bulk flow velocity (Re), which yield the greatest methanol concentration, have 
been identified. Moreover, two different scenarios (groups (A) and (B)) have been 
examined in this context. 

In this section, the effect of transport-mediated mixing on the methanol yield is 
investigated. For this purpose, VGs are installed in the channel, downstream of the 
inlet section, as depicted in Figure 5. It is foreseen that the interaction of the reactive 
mixture with such vortex-generating elements is capable of inducing a chaotic fluid 
motion. Correspondingly, the goal is to impose radial mixing between the species 
involved in the synthesis, in the aim of further enhancing the methanol production. As 
in group (B) simulations, a fully-catalytic configuration of the channel, with Tw=210°C, 
is considered.  

In the present analysis, two different configurations of VGs are compared under 
identical working conditions. Throughout the process, the trends of their different 
fields are presented and the discrepancies relative to the laminar cases are highlighted. 
Afterwards, a parameter sweep is performed on the more beneficial VG configuration, 
i.e. the one featuring a greater methanol yield. Finally, a conversion efficiency analysis 
is conducted, in which the reactor’s performance is compared to that of the laminar 
simulations. 
 

4.3.1 Comparison between the rectangular and square-shaped vortex 
generators  

 

The comparison between the two proposed VGs, i.e. three square-shaped obstacles 
aligned in a spanwise row (Figure 5-i) and a single vertical rectangular obstacle (Figure 
5-ii), is performed at Tw=210°C and Re=550. Initially, velocity, temperature and the 
concentrations of CO2 and methanol throughout the channel are displayed for each 
case. The differences with respect to the simulations of group (B) are also emphasized. 
Additionally, the corresponding fluid streamlines are presented. Moreover, the time-
averaged methanol trends at the reactor’s outlet are plotted. Finally, to draw a robust 
conclusion, the spatiotemporal averages of the outlet methanol mass fractions are 
provided.  
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Monitoring the velocity field, it can clearly be observed that the introduction of VGs 
has significantly altered the flow characteristics within the channel (Figure 36 and  

Figure 38). Starting with a laminar profile at the inlet section, it is evident that the flow 
becomes unstable upon its collision with the obstacles. This is demonstrated by the 
oscillating velocity profile along the top and bottom walls, exhibited in the presence of 
each of the two configurations. Therefore, in both cases, the von Kármán instability 
(or vortex shedding) is triggered [70]. 

At this point, it is worth noting that the Reynolds number at the obstacle (Red) is not 
the same in both arrangements. Indeed, since the rectangular VG’s characteristic 
dimension (d) is half of the channel’s width, its Red is equal to half of Re, i.e. Red=Re/2. 
On the other hand, the side of each squared obstacle is d=D/6, thus, Red=Re/6. 
Therefore, simulating at Re=550, the Red values corresponding to the rectangular and 
square-shaped VGs are 275 and 91.67, respectively. This higher Red in the rectangular-
obstacle case leads to an increased vortex-shedding frequency.   

Referring to the radial velocity components (Ux) displayed by the two configurations 
(Figure 37), higher values are noticed just downstream of the VG in the squared-
obstacle configuration. However, as the mixture travels further along the streamwise 
direction, the radial velocities caused by the rectangular VG are higher. Therefore, the 
squared-obstacle VG appears to induce a better local radial mixing in the channel, i.e. 
in the region of the obstacles, while the rectangular VG seems to result in the better 
global effect. 
Concerning the fluid streamlines ( 
Figure 39), the effect of VGs on inducing cross-flow and mixing is evident. Moreover, 
the alternating sequence of vortical structures observed at the walls represents a 
perfect demonstration of the von Kármán mode, exhibited in both situations. 

 
Figure 36. Velocity trend over the channel at Tw=210°C and Re=550 for both configurations of vortex 
generators (three square-shaped obstacles aligned in a spanwise row (top) and the single vertical 
rectangular obstacle (bottom)). 
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Figure 37. The trend of the radial velocity component (Ux) over the channel at Tw=210°C and Re=550 
for both configurations of vortex generators (three square-shaped obstacles aligned in a spanwise row 
(top) and a single vertical rectangular obstacle (bottom)). 
 

 
 
Figure 38. Velocity distribution over the channel at Tw=210°C and Re=550 in the laminar, obstacle-free 
case. 
 

 
 
Figure 39. An OpenFOAM schematic representing the fluid streamlines in the presence of vortex 
generators (three square-shaped obstacles aligned in a spanwise row (top) and single vertical 
rectangular obstacle (middle)) and in the obstacle-free, laminar case (bottom) at Tw=210°C and 
Re=550. 
 

In the context of heat exchange, the increased mixing of the fluid particles 
substantially promotes the internal convective heat transfer among them [71]. 
Comparing the temperature trends upstream and downstream of the VGs (Figure 40), 
the contribution of mixing can be readily understood. In all three cases, a laminar 
thermal boundary layer starts to develop at the reactor’s inlet. In the absence of VGs 
(group (B) simulations), the thermal boundary layer continues to increase in width 
until the discharge. On the other hand, after the introduction of VGs (group (C) 
simulations), a completely distinct heat transfer behaviour is witnessed. The 
temperature boundary layer detaches once the flowing mixture strikes the obstacles. 
This drives the transition from a perfectly streamlined flow to a random, chaotic one. 
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Subsequently, the fluid entities undergo radial mixing and turning. Thereby, the 
influence of the wall heat transfer encompasses a greater portion of the fluid in these 
situations. This can be deduced by comparing the temperature distribution in the 
central regions of the channel between the simulations of group (C) and these of group 
(B). 

All in all, the above discussion demonstrates the more effective convective heat 
exchange resulting from the installation of VGs. Moreover, the advantage of inducing 
mixing in the flow becomes even more notable when the fluid approaches the channel’s 
outlet. In these regions, the temperature discrepancies between the solid walls and the 
fluid diminish further. Finally, monitoring the temperature trends, the VG in the form 
of a rectangular element seems to yield a more effective global heat transfer. This can 
be inferred from the higher overall temperature profile exhibited by its fluid mixture 
near the outlet of the channel. 

 

Figure 40. Temperature distribution over the channel at Tw=210°C and Re=550 in the presence of vortex 
generators (three square-shaped obstacles aligned in a spanwise row (top) and a single rectangular 
obstacle (middle)) and in the laminar obstacle-free case (bottom). 
 

Regarding the involved chemical species, the effect of radial mixing is only investigated 
on the distributions of CO2 (Figure 41) and CH3OH (Figure 42). As previously 
mentioned, the behaviours of these two species serve as a comprehensive 
representation of the underlying physics in the catalytic channel. 

Under the assumption of a unity Lewis number (Lek=1), mass and heat diffusion 
throughout the reactor occur at the same rate. Therefore, the temperature and species 
fields exhibit identical trends. Accordingly, in each of the present simulation cases, the 
mass fraction boundary layers initiate at the inlet section with a laminar profile. In the 
obstacle-free case (group (B)), this boundary layer continues to develop smoothly until 
the reactor’s outlet. Contrarily, the presence of vortex-generating obstacles leads to a 
boundary layer separation at their locations. This is due to the flow of the reactive fluid 
mixture over the VGs. Beyond the VGs, the flow continues with an unsteady, 
fluctuating profile as depicted in Figure 36. As a consequence, radial mixing of the 
reactive species is induced.  

Referring to the mass fraction trends of CO2 and CH3OH, the transport-mediated 
mixing, driven by the VGs, seems to augment the methanol reactions and enhance the 
yield. Furthermore, in line with the temperature field findings, the rectangular-
obstacle layout appears to be more advantageous. 
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Figure 41. The distribution of the CO2 mass fraction over the channel at Tw=210°C and Re=550 in the 
presence of vortex generators (three square-shaped obstacles aligned in a spanwise row (top) and a 
single rectangular obstacle (middle)) and in the laminar obstacle-free case (bottom). 
 

 
Figure 42. The distribution of the methanol mass fraction over the channel at Tw=210°C and Re=550 in 
the presence of vortex generators (three square-shaped obstacles aligned in a spanwise row (top) and 
a single rectangular obstacle (middle)) and in the laminar obstacle-free case (bottom). 
 

At this stage, a proper quantitative comparison between simulations of groups (B) and 
(C) is conducted in order to unambiguously determine the more optimal vortex-
generating arrangement. Their time-averaged methanol mass fractions are plotted 
along the spanwise dimension of the reactor’s outlet. For unsteady flows, as in group 
(C) simulations, time-averaged profiles are more indicative as compared to 
instantaneous profiles. To elaborate further, in such simulations, since the flow 
doesn’t achieve a steady state, the fields vary continuously between subsequent 
timesteps. On the contrary, in the simulations of groups (A) and (B), steady state is 
attained. Hence, both, time-averaged and instantaneous boundary layer trends 
equivalently depict the governing phenomena in these cases. 

With reference to the plots of Figure 43, simulations involving transport-mediated 
mixing exhibit significantly higher methanol mass fractions in the central areas of the 
reactor, i.e. away from the catalytic walls. On the contrary, in the laminar scenario, the 
methanol mass fractions obtained in these regions are negligible. However, 
approaching the walls where reactions take place, different findings are visualized. The 
higher mass fractions are recorded by the laminar simulation in these locations. This 
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is attributed to having a longer reaction residence time due to the smooth mixture-
catalyst engagement. On the other hand, group (C) simulations are characterized by 
continuously fluctuating fluid motions between the walls, leading to a reduction in the 
residence time. Nevertheless, their yielded methanol mass fractions around the walls 
of the channel are still considered relatively high. 

Comparing the relative outcomes of group (C) simulations, the rectangular-obstacle 
configuration exhibits a higher methanol mass fraction trend along the entire width of 
the outlet section, except at the walls, where curves approximately overlap. This 
indicates that the global transport-mediated mixing induced by the rectangular VG is 
more impactful with respect to that of the three squared-obstacles. 

To draw a definitive conclusion about the impact of mixing on the methanol yield, the 
provided methanol mass fraction profiles are spatiotemporally averaged. The tabular 
entries (Table 21) and their corresponding bar graph (Figure 44) confirm that the 
installation of VGs, particularly the rectangular obstacle, has enhanced the catalytic 
synthesis of methanol. 

 

Figure 43. The time-averaged methanol mass fractions at the outlet of the reactor for each of the two 
vortex generator configurations and the perfectly laminar, obstacle-free case, at Tw=210°C and Re=550. 
 

 
Table 21. Computation of the spatiotemporal average of the methanol mass fraction at the reactor’s 

outlet for the two cases featuring vortex generators and the laminar, obstacle-free case at Tw=210°C 
and Re=550. 
 

 Single rectangular obstacle Three squared obstacles Laminar 

YCH3OH,o,210°C 0.0627 0.0585 0.0472 
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Figure 44. Bar graph illustrating the spatiotemporal averages of the methanol mass fractions at reactor’s 

outlet for the two cases featuring vortex generators and the laminar, obstacle-free case, at Tw=210°C 
and Re=550. 
 

4.3.2 Rectangular vortex generator parameter sweep 
 

After demonstrating that the rectangular-obstacle configuration causes a more 
effective transport-mediated mixing, it is systematically examined in a parameter 
sweep. More specifically, maintaining the most favourable isothermal conditions at 
the walls (Tw=210°C), the synthesis is simulated for Re=100, Re=200, Re=550 and 
Re=1100, as in groups (A) and (B). The velocity and methanol distributions along the 
channel are presented for each Re (Figure 45). In addition to that, the outlet time-
averaged mass fractions of the involved chemical species are plotted. A comparison 
with the time-averaged methanol profiles exhibited by group (B) simulations is also 
carried out. 

At all simulated Re, it is apparent that radial mixing of the chemical species has been 
imposed by the VG. This is indicated by the unsteady, fluctuating flow profiles present 
downstream of the obstacle. At Re=100, a weak von Kármán mode is exhibited, which 
then starts to dampen as the flowing mixture advances further along the axial 
direction. Thereby, the flow becomes stable again and reaches the outlet of the channel 
with a perfectly laminar profile. Moreover, at Re=200, a delayed, low-frequency vortex 
shedding pattern is observed. In this case, the flow does not promptly manifest the von 
Kármán vortex street upon impinging on the obstacle; instead, it occurs at an extended 
distance downstream. The flow remains unstable as it approaches the outlet. 
Increasing Re, the vortex-shedding frequency increases, which leads to stronger von 
Kármán modes as in cases Re=550 and Re=1100.  

Addressing the methanol field, equivalent outcomes to these of section 4.3.1 are 
attained. Accordingly, laminar methanol boundary layers initiate at the inlet of the 
reactor, with decreasing widths observed at higher bulk flow velocities. These 
boundary layers separate as a result of the collision between the fluid and the obstacle. 
At this stage, the von Kármán instability activates and the flow-induced mixing causes 
a random methanol formation over the wall-normal direction. The von Kármán 
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instability persists until the outlet of the reactor in all cases, except for Re=100. In this 
particular scenario, the flow retains its laminar state at a certain distance beyond the 
obstacle. Hereafter, a laminar boundary layer enriched with methanol forms and 
continues to develop until the catalytic segment’s discharge. 

Re=100 

 

 
 

 
 

Re=200 

 

 
 

 

Re=550 

 

 
 

 

Re=1100 

 

 
 

 
Figure 45. Velocity and methanol distributions in the reactor in the presence of the rectangular vortex 
generator, at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100.  
 

Presently, the time-averaged mass fraction trends of the reactants and products along 
the channel’s outlet are provided. The general outcome is similar to what has been 
found in groups (A) and (B). For instance, at Re=100, the highest yielded mass 
fractions (Figure 47) and equivalently, the lowest reactants concentrations (Figure 
46), are observed. The increase in Re leads to a consistent diminishment in the 
products’ mass fractions. As stated earlier, this is largely attributed to the reduction in 
the reactions’ residence time. Consequently, the highest unreacted concentrations of 
CO2 and H2 are recorded at Re=1100. This translates into the lowest produced mass 
fractions of CH3OH and its by-products. 

Nonetheless, inducing radial mixing in the reactive mixture of species has had a 
notable influence on the synthesis. Monitoring the mass fraction trends of the species 
away from the catalytic walls, a notable concentration of methanol is formed, even at 
the highest bulk flow velocities. However, the disparities in the species mass fractions 
at the walls between different Re are more evident with respect to groups (A) and (B). 
Increasing Re, stronger oscillations in the flow, at an increased frequency, are 
observed. Therefore, in the simulations of group (C), the increase in the bulk flow 
velocity causes greater reductions in the reactions’ residence time as compared to the 
initial laminar cases. This results in more noticeable drops in the yielded mass 
fractions at the channel’s walls.  
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Figure 46. Time-averaged CO2 and H2 mass fractions along the wall-normal direction of the reactor’s 

outlet after the introduction of a rectangular vortex generator, at Tw=210°C, for Re=100, Re=200, 
Re=550 and Re=1100. 
 

   
Figure 47. Time-averaged mass fractions of methanol, CO and H2O along the wall-normal direction of 
the reactor’s outlet after the introduction of the rectangular vortex generator, at Tw=210°C, for Re=100, 
Re=200, Re=550 and Re=1100. 
 

The influence of transport-mediated mixing can be further emphasized by performing 
an analogy with the corresponding laminar cases (Group (B)). In due course, a 
comparison plot of the achieved methanol profiles is provided, at every examined Re 
(Figure 48).  

At Re=100, the installation of a VG yields a higher methanol profile all over the outlet 
section of the reactor. In this case, despite the flow becoming laminar again upstream 
of the outlet, the radial mixing induced in the region of the obstacle proves to be 
advantageous. Furthermore, similar findings are observed at Re=200. More precisely, 
in the central regions of the channel, the methanol trend exhibited by the group (C) 
simulation is significantly greater. Approaching the upper and lower walls, equivalent 
mass fraction trends are achieved as the two curves almost coincide. Increasing Re to 
550 and 1100, greater disparities between the methanol trends are noticed over the 
full width. Around the central axis of the channel, the methanol yield is substantially 
larger when the VG is present. Contrastingly, in the laminar, obstacle-free case, a free-
stream region is present near the middle of the channel at Re=1100, whereas at 
Re=550, the concentration of methanol formed in that area is minimal. However, close 
to the walls, the laminar simulations exhibit higher mass fractions. As previously 
discussed, the oscillating flow generated by the VG leads to a reduction in the reaction 
residence time, causing a lower yield near the walls. These discrepancies increase at 
higher Re. Nevertheless, the methanol yielded at the catalytic walls in the presence of 
the VG is still considered relatively high.  

To sum up, the installation of the VG has induced transport-mediated mixing between 
the reacted and unreacted species. This has led to the formation of a considerable 
methanol concentration along the whole outlet cross-section, even at central widths. 
Albeit, the yield at the locations of the catalytic walls has diminished. In the upcoming 
section, a quantitative analysis is carried out to address this matter. 
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Figure 48. Comparison between the time-averaged methanol mass fraction profiles along the wall-
normal direction of the reactor’s outlet in the presence of the rectangular vortex generator and in the 
obstacle-free, laminar case, under the same Re, at Tw=210°C. 
 

4.3.3 Averaged mass fractions at the reactor’s outlet and conversion 
efficiency 

 

In the previous section, the contribution of convection-driven mixing on the methanol 
yield has been qualitatively analysed. Within this passage, the reactor’s performance 
after the introduction of a rectangular vortex-generating obstacle is quantified at all 
examined Re. In this regard, outlet spatiotemporal averages of CO2 and CH3OH mass 
fractions are computed. Subsequently, utilizing these data, the conversion efficiency is 
investigated. 

Referring to Table 22, it is evident that inducing transport-mediated mixing has led to 
a decrease in the averaged unreacted CO2 mass fraction at the outlet. This implies an 
enhancement in the reactions occurring in the catalytic channel with respect to the 
laminar cases. A comparison between the values recorded by groups (B) and (C) is 
presented in Figure 49. 

 

Table 22. A comparison of the spatiotemporal averages of the CO2 mass fractions along the wall-normal 
direction of the reactor’s outlet between the cases featuring a rectangular vortex generator and their 
corresponding laminar, obstacle-free cases at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100. 
 

 Re=100 Re=200 Re=550 Re=1100 

YCO2,o,210°C,mixed 0.716 0.755 0.784 0.81 

YCO2,o,210°C,laminar 0.728 0.768 0.807 0.826 
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Figure 49. Bar graph comparing the spatiotemporal averages of the CO2 mass fractions along the wall-
normal direction of the reactor’s outlet between the cases featuring a rectangular vortex generator and 
their corresponding laminar, obstacle-free cases at Tw=210°C, for Re=100, Re=200, Re=550 and 
Re=1100. 
 

Presumably, under identical thermo-fluid dynamic conditions, the greater 
concentration of reacted CO2 yields an increased methanol formation (Table 23). The 
outlet averaged methanol mass fractions are plotted (Figure 50). Moreover, the 
estimates of the corresponding averaged produced methanol mass flow rates are 
reported (Table 24). 

 

Table 23. A comparison of the spatiotemporal averages of the methanol mass fractions along the wall-
normal direction of the reactor’s outlet between the cases featuring a rectangular vortex generator and 
their corresponding laminar, obstacle-free cases at Tw=210°C, for Re=100, Re=200, Re=550 and 
Re=1100.  
 

 Re=100 Re=200 Re=550 Re=1100 

YCH3OH,o,210°C,mixed 0.109 0.0821 0.0627 0.0451 

YCH3OH,o,210°C,laminar 0.1 0.0738 0.0472 0.0345 
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Figure 50. Bar graph comparing the spatiotemporal averages of the methanol mass fractions along the 
wall-normal direction of the reactor’s outlet between the cases featuring a rectangular vortex generator 
and their corresponding laminar, obstacle-free cases, at Tw=210°C, for Re=100, Re=200, Re=550 and 
Re=1100. 
 
Table 24. A comparison of the estimated spatiotemporal averages of the produced methanol mass flow 
rates between the cases featuring a rectangular vortex generator and their equivalent laminar, obstacle-
free ones, at Tw=210°C, for Re=100, Re=200, Re=550 and Re=1100. 
 

 Re=100 Re=200 Re=550 Re=1100 

�̇�𝑪𝐇𝟑𝐎𝐇,𝐨,𝟐𝟏𝟎°𝐂,𝐦𝐢𝐱𝐞𝐝 [kg/s] 1.06e-06 1.59e-06 3.34e-06 4.78e-06 

�̇�𝐂𝐇𝟑𝐎𝐇,𝐨,𝟐𝟏𝟎°𝐂,𝐥𝐚𝐦𝐢𝐧𝐚𝐫 [kg/s] 9.68e-07 1.43e-06 2.51e-06 3.66e-06 

 

Finally, after demonstrating that installing a VG in the channel enhances the rate of 
methanol production, its impact on the conversion efficiency is addressed. For this 
concern, the values of XCO2 (Table 25) and YCH3OH (Table 26) are reported for the two 

investigated scenarios. The tabulated values of XCO2 and YCH3OH are plotted (Figure 

51 and Figure 52, respectively). Comparing individual findings at the same Re, it is 
evident that the cases involving transport-mediated mixing of the reactive species 
(Group (C)) outperform the parallel-streamlined ones (Group (B)). Indeed, placing a 
vortex-generating element in the reactor results in a better conversion of reactants into 
products (Table 25). Thus, it has led to a better reactor performance and consequently, 
a greater methanol yield (Table 26). In particular, the most notable efficiency 
improvements, relative to the obstacle-free cases, are observed at Re=550, followed by 
Re=1100. In the former case, XCO2 and YCH3OH have increased by 31.45% and 32.85%, 

respectively. The latter case features respective increases of 29.48% and 30.73% for 
XCO2 and YCH3OH. 
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Table 25. A comparison of the CO2 conversion parameter of the reactor between the cases featuring a 
rectangular vortex generator and their equivalent laminar, obstacle-free ones, at Tw=210°C, for Re=100, 
Re=200, Re=550 and Re=1100. 
 

 Re=100 Re=200 Re=550 Re=1100 

XCO2,o,210°C,mixed 18.64% 14.20% 10.91% 7.95% 

XCO2,o,210°C,laminar 17.27% 12.73% 8.30% 6.14% 

 
 

 
Figure 51. Bar graph comparing the CO2 conversion parameter of the reactor between the cases 
featuring a rectangular vortex generator and their equivalent laminar, obstacle-free ones, at Tw=210°C, 
for Re=100, Re=200, Re=550 and Re=1100. 
 
 
Table 26. A comparison between the methanol yield parameter of the reactor between the cases 
featuring a rectangular vortex generator and their equivalent laminar, obstacle-free ones, at Tw=210°C, 
for Re=100, Re=200, Re=550 and Re=1100. 
 

 Re=100 Re=200 Re=550 Re=1100 

YCH3OH,o,210°C,mixed 17.014% 12.815% 9.787% 7.040% 

YCH3OH,o,210°C,laminar 15.609% 11.519% 7.367% 5.385% 
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Figure 52. Bar graph comparing the methanol yield parameter of the reactor between the cases 
featuring a rectangular vortex generator and their equivalent laminar, obstacle-free ones, at Tw=210°C, 
for Re=100, Re=200, Re=550 and Re=1100. 
 

 



69 

 

5) Conclusion 
 

In this thesis, the catalytic synthesis of methanol has been studied in a rectangular 
microchannel reactor using 2D CFD simulations executed on the OpenFOAM 
software. The reactingFoam solver has been chosen to accomplish this task. The 
adopted computational domain is of dimensions 37mm×2mm. Methanol is generated 
from the hydrogenation of either CO2 or CO, in the presence of a catalytic material, 
based on copper or zinc oxide, coated on the channel walls. These reactions are known 
for being exothermic. The third reaction yielding from the synthesis is the RWGS, 
which is of an endothermic nature. This reaction results in the formation of methanol’s 
by-products, CO and H2O. The aforementioned reactions, governing the methanol 
synthesis of the channel, have been modelled on its catalytic walls according to the 
chemical model based on LHHW kinetics. This permits coupling the reactions with the 
required set of NS-equations. An isobaric condition of 5 MPa has been set within the 
reactor to drive the synthesis. Additionally, the density of the applied catalyst is 
maintained at 278.334 g/cm3. Moreover, in order to ensure a stoichiometric catalytic 
synthesis, the inlet mass fractions of CO2 and H2 have been set to 0.88 and 0.12, 
respectively.  

In accordance with the previous considerations, the methanol production simulations 
have been conducted. Namely, three simulation groups ((A),(B) and (C)) have been 
created, each characterized by particular channel features. Group (A) simulations 
feature flow recycling prior to the zone which encompasses the chemical reactions. On 
the other hand, in groups (B) and (C), the solid walls of the reactor are entirely coated 
with the catalyst. This permits the occurrence of the reactions along the full length of 
the channel. Groups (A) and (B) feature identical geometries, with the only difference 
being the reacting zone length. Contrarily, in group (C) simulations, vortex-generating 
elements are located downstream of the inlet section. Concerning the flow properties, 
the flowing reactive species maintain parallel streamlines from the inlet to the 
discharge in simulations pertaining to groups (A) and (B). However, after the 
introduction of VGs in group (C) cases, the flow profile is significantly altered. More 
precisely, upon the impingement of the fluid on the obstacles, a downstream 
transport-mediated mixing is induced. This results in an unsteady flow, which involves 
the crossing of streamlines and the formation of vortices. In all three groups, the 
examined bulk flow velocities correspond to Re=100, Re=200, Re=550 and Re=1100.  

Before investigating the findings of each simulation set, a mesh convergence study has 
been executed. Comparing the findings of three different meshes at Re=1100 and 
Tw=200°C, a total number of 26048 cells proves to guarantee near-optimal 
computational accuracy. As a consequence, this is the number of cells which 
constitutes the computational grid adopted for groups (A) and (B). Concerning group 
(C), an increased accuracy is presumably necessary for precisely capturing the 
involved physics. Thus, a further refinement of the mesh is implemented in the region 
surrounding the obstacles, causing an increase in the number of computational cells. 
Indeed, no explicit mesh convergence study is carried out in this case as it has proved 
to be extremely expensive and unfeasible on standard academic computational 
resources. Nevertheless, it is foreseen that utilizing such a high-quality mesh offers a 
decent level of accuracy.  

In simulations of group (A), a parameter sweep is performed over the catalytic wall 
temperature (Tw) and Re. At each of the above-stated Re, six simulations have been 
conducted by varying Tw along the functional temperature range of the catalyst (200-
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250°C) using 10°C steps. Assuming Lek=1, the diffusion of species and the diffusion of 
heat exhibit identical behaviours. At any temperature, the higher the Re, the smaller 
the widths of the boundary layers exhibited at the reactor’s outlet. This is due to 
reductions in reaction and heat transfer residence times. As a result, lower methanol 
mass fractions are produced and the reactor’s performance worsens. On the contrary, 
at low bulk flow velocities, the high residence time permits effective diffusive mixing 
and ensures optimal interaction between the reactants and the wall catalyst. As a 
result, the most effective heat transfer and the greatest yielded methanol mass fraction 
are observed at Re=100. Concerning the temperature effect, the most optimal range is 
210°C ≤ Tw ≤ 220°C. Namely, Tw=210°C leads to obtaining the greatest methanol 
yields. As the temperature increases further, although the catalyst’s operativity is 
enhanced, methanol production is hindered. Since the two reactions yielding 
methanol are exothermic and favor reduced temperatures, the temperature increase 
diminishes the methanol yield. Accordingly, the RWGS shift becomes more favorable, 
which leads to an increased formation of CO. In fact, RWGS is an endothermic reaction 
which favors higher temperatures.  

After demonstrating that Tw=210°C is the ideal temperature for synthesizing 
methanol, this temperature setting at the catalytic walls is chosen and maintained 
unchanged in all the remaining simulations. Proceeding to simulations of group (B), 
exactly the same findings have been attained, as the yielded mass fractions diminish 
with the increase in Re. However, the increase in the wall dimension at which the 
catalyst is active allows for the boundary layers to develop to a greater width. Thereby, 
a more effective heat transfer and a higher methanol yield is visualized. Hence, 
increasing the length of the reactive zone enhances the performance of the reactor. 

Finally, the effect of transport-mediated mixing has been thoroughly investigated in 
simulations falling into category (C). Simulating at Re=550, it is evident that the 
induced mixing in the flow has yielded notable improvements in heat transfer as 
compared to the laminar simulation cases. Moreover, the installation of VGs has 
driven an increased amount of reactants into the synthesis, especially around the 
middle of the channel. Even though the chaotic fluid motion and its corresponding 
oscillating trend have reduced the residence times, the overall outcome is a methanol 
throughput increase and hence, a better reactor performance with respect to perfectly 
laminar flows. Comparing the two proposed arrangements of VGs, i.e. the single 
rectangular obstacle and the three squared obstacles aligned in a spanwise row, the 
rectangular one exhibits a more beneficial global influence.  

After demonstrating the superiority of the rectangular VG over the squared-element 
configuration, simulations have been performed for Re=100, Re=200 and Re=1100. 
For all values of Re, a notable yield is recorded away from the catalytic walls, i.e. middle 
of the channel, even at Re=1100. Comparing the findings to these of group (B), the 
yielded methanol mass fractions around the middle of the reactor are significantly 
greater when a VG is present. However, since flow oscillations decrease the residence 
time, the laminar cases exhibit larger methanol yield profiles around the walls, in 
general, especially at the relatively high Re (Re=550 and Re=1100). In spite of that, 
methanol mass fractions recorded by simulations of group (C) around the catalytic 
walls are considered comparatively high. Overall, the average yields in the presence of 
a VG are enhanced in every examined situation. Lastly, also when advection-driven 
mixing is induced, the formed concentration of methanol increases with the decrease 
in Re. As Re increases, the flow features increased fluctuations, triggering a greater 
degree of mixing among the different species. In spite of that, the reaction residence 
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time remains the determining factor in methanol synthesis since its decrease causes a 
diminishment in the produced mass fractions, regardless of the resultant enhanced 
mixing. 

Regarding potential future work, conducting full 3D simulations, wherein the catalytic 
material is coated on all four walls of the reactor (duct), would be of high interest. In 
these cases, employing the optimal temperature and bulk flow velocity determined in 
the 2D model could demonstrate a notably greater enhancement of the methanol yield. 
For instance, in the cases featuring VGs, the velocity component in the 3rd dimension, 
which is omitted from the 2D analysis, might have a remarkable influence on the 
synthesis. Equivalently, running 3D turbulent simulations could yield significant 
findings. Additionally, regarding the diffusion phenomena in the microchannel 
reactor, different modelling approaches could be adopted. Instead of Fick’s law, which 
computes diffusion velocities of species solely based on their mass fraction gradients 
and diffusion coefficients, alternative diffusion models that account for molecular 
mass discrepancies could be adopted. Furthermore, another consideration could be 
that mass and heat diffusion do not behave identically in the system (Lek≠1). This 
would result in distinct diffusion coefficients for the different involved species.   
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Appendix 
 

Computational cost 
In all cases, the computational domain is decomposed according to the scotch 
algorithm to enable parallel running. Such a decomposition algorithm tends to 
minimize the number of processor boundaries between the decomposed domains. 
Fewer boundaries imply a reduction in the required communication between the 
processors and thus, faster computation [72]. Simulations are run in-parallel over 24 
processors of the type Intel® Xeon® Gold 6248 @2.50GHz. In general, the used 
timesteps (∆t) are in the order of 10-7 s. Such small chemical timesteps are needed to 
accurately capture the involved chemistry and maintain a stable temperature field 
throughout the individual simulations.  

First, the computational effort involved in the mesh convergence study is discussed 
(Table 27). As stated in previous sections, mesh convergence is investigated at 
Re=1100 and Tw=200°C. In line with anticipated outcomes, at finer meshes, the 
maximum allowable timestep (∆tmax) is smaller. In fact, coarsening the mesh from 
M128 to M64 allows for the usage of a ∆t that is three times greater. Coupled with a 
remarkable reduction in the number of cells, using M64 instead of M128 makes the 
simulation about seven times faster. This leads to saving a computational power in 
excess of 995 CPU-hours.  

 
Table 27. Computational cost of the mesh convergence study. 

 

 

 

Mesh 

case 

 

 

∆tmax [s] 

 

 

Total required time [h] 

 

Required computational 

power [CPU hours] 

M32 6e-7 3.75 90 

M64 3e-7 7.3 175.2 

M128 1e-7 48.77 1170.48 

 

Moreover, for the cases in which a recycling zone is present in the channel, ∆tmax, the 
total required time and the computational power required to execute their 
corresponding simulations are displayed (Table 28). At each specific bulk flow 
velocity, the higher the temperature, the more expensive it is to perform the 
simulation. This is mainly attributed to the reaction kinetics. To elaborate further, at 
higher temperatures, the activity of the catalyst and thus, its performance is enhanced. 
Correspondingly, the rates of the chemical reactions governing the catalytic synthesis 
of methanol are higher. Therefore, in this context, maintaining stability of the various 
computed fields necessitates lowering the timesteps. Typically, the cell sizes of the 
computational grid and the flow velocity highly influence the size of ∆t. These three 

parameters are related by the Courant number (Co), defined as 𝐶𝑜 =
𝑈∆𝑡

∆𝑥
, where ∆x is 

the computational grid spacing. Generally, the maximum Co of the simulation serves 
as a constraint or an indicator that permits the tuning of the simulation timestep. In 
reactive flows, the chemical kinetics, which are considerably influenced by the 
temperature, play an important role in dictating the size of ∆t. In fact, Co hasn’t 
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exceeded 0.01 in any of the performed laminar flow simulations. Moreover, at a given 
temperature, a unique, predetermined value of ∆t has been used at all four Re; ∆tmax 
drops only when the temperature increases. This confirms that primarily, the 
temperature at the catalytic walls is the predominant factor setting ∆t in these cases. 
Referring to the required simulation run-times calculated in section 3.3, as foreseen, 
the simulation involving the highest computational cost is for Re=100 and Tw=250°C. 

 
Table 28. A summary of the maximum allowable timesteps (top), in addition to the total required 
time (middle) and computational power (bottom) needed to perform the laminar flow simulations 

featuring a flow recycling zone (Group (A)). 
 

∆tmax [s] – Group (A) simulations 

 Re=100 Re=200 Re=550 Re=1100 
Tw=200°C 3.5e-7 3.5e-7 3.5e-7 3e-7 
Tw=210°C 3e-7 3e-7 3e-7 3e-7 
Tw=220°C 2.5e-7 2.5e-7 2.5e-7 2.5e-7 
Tw=230°C 2e-7 2e-7 2e-7 2e-7 
Tw=240°C 1.5e-7 1.5e-7 1.5e-7 1.5e-7 
Tw=250°C 1e-7 1e-7 1e-7 1e-7 

 

Total required time [h] – Group (A) simulations 
 Re=100 Re=200 Re=550 Re=1100 

Tw=200°C 71.23 35.92 12.639 7.3 
Tw=210°C 82.35 40.65 14.8 7.19 
Tw=220°C 97 48 17.1 8.37 
Tw=230°C 118.54 57.76 20.45 10.22 
Tw=240°C 150.42 74.27 26.791 13.3 
Tw=250°C 213.129 103.49 37.28 18.84 

 

Computational power [CPU-hours] – Group (A) simulations 
 Re=100 Re=200 Re=550 Re=1100 

Tw=200°C 1709.5 862.08 303.34 175.2 
Tw=210°C 1976.4 975.6 355.2 172.56 
Tw=220°C 2328 1152 410.4 200.88 
Tw=230°C 2845 1386.2 490.8 245.28 
Tw=240°C 3610.1 1782.5 642.98 319.2 
Tw=250°C 5115.1 2483.8 894.72 452.16 

 

 

Extending the reacting zone to the inlet of the reactor, the corresponding simulations 
are performed at isothermal conditions of Tw=210°C. In this scenario, the simulation 
characterized with the smallest timestep pertains to Re=1100. Furthermore, at each 
Re, comparing the outcome to the correspondent case featuring flow recycling, a lower 
∆tmax is always observed. This indicates that group (B) simulations are more costly 
from a computational standpoint. In addition to the fact that reactions occur along the 
entire streamwise length of the channel, Re has had a notable influence on ∆t in these 
situations. The simulation featuring the greatest computational burden is at Re=100 
due to the relatively extended simulation run-time. 
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Table 29. Computational cost of the laminar flow simulations in which the catalyst coating is applied 
along the entire length of the reactor (Group (B)) 

 

 

Simulation 

case 

 

∆tmax [s] 

 

Total required time [h] 

Required 

computational 

power [CPU hours] 

Re=100 2.5e-7 94 2256 

Re=200 2e-7 56.18 1348.32 

Re=550 1.5e-7 26 624 

Re=1100 1e-7 18.64 447.36 

 
Finally, after the introduction of VGs into the catalytic reactor segment, all simulations 
are again conducted at Tw=210°C. These simulations fall into the category of unsteady 
flows. As a rule of thumb, the maximum Co in unsteady flow simulations is typically 
constrained to 0.1. This constraint has been reached in the simulations featuring the 
two highest Re, i.e. Re=550 and Re=1100, due to the presence of very small cells in 
proximity to the obstacles. Consequently, their respective timestep values have been 
constrained, as evident in Table 30. As a result, among all performed simulations at 
Re=550 and Re=1100, the ones belonging to group (C) prove to be the most demanding 
in terms of computational effort. Concerning Re=100 and Re=200, the same timesteps 
as these employed in their equivalent laminar cases have been set.  
 
Table 30. The involved computational cost in the simulations featuring vortex generators (Group (C)). 

(Rect) refers to the rectangular obstacle, while (Sq) refers to the three squared obstacles. 
 

 

Simulation case 

 

∆tmax 

[s] 

 

Total required 

time [h] 

Required 

computational 

power [CPU hours] 

Re=100 (Rect) 2.5e-7 189.83 4555.92 

Re=200 (Rect) 2e-7 110.52 2652.48 

Re=550 (Rect) 1.3e-7 62.67 1504.08 

Re=550 (Sq) 1.3e-7 68.32 1639.68 

Re=1100 (Rect) 6.5e-8 57.45 1378.8 
 


