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Summary

Nowadays, digital communication requires extremely high standards in terms of latency
for channel decoding. Therefore, different techniques are investigated to combine high
frequency within limited hardware resources of FPGAs and ASICs and as a result, there
is a preference for decoder with low bit width.

The Low-Density Parity-Check (LDPC) codes have found wide use in multiple implemen-
tation contexts, especially in wireless communication system for its reliability in correcting
errors while maintaining a high code rate. The focus is concentrated on keep good correc-
tion capacity by using a reduced bit width, with the intention to meet the requirements
of low latency and area.

Several design solutions to reduce bit width have been explored, and one in particular,
which relies on the use of Quantization and Reconstruction units, has shown good results
in terms of the trade-off between complexity and performances.

The work presented in this master thesis offers an in-depth study on the analysis of the
Variable Node (VN) which build the LDPC decoder, in particular on the use of lookup
tables (LUTs) or Thermometric blocks for the Quantization and Reconstruction block.
All the results and the syntheses report are obtained using a 65 nm technology library.

The differences in the occupied area and the critical path offered by the two implemen-
tations were analyzed giving an overview on the trade-off that is observed on them when
the parameters involved vary, such as internal bit width of VN, external bit width and
degree. The study of Variable Node proceed by looking at the performances provided by
different implementation methodologies, one with data handled sequentially, or a parallel
representation with high throughput. Finally, the focus is on an complete architecture
with all Variable Node instantiated according to the degree profile described by the in-
terconnection matrix H, providing an overview of all VNs implemented at the complete
decoder level.
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Chapter 1

Introduction

In recent decades, digital communications have assumed a leading role in the world, bring-
ing much attention to the study of different systems that would provide an appropriate
response to the increasing demand for high-speed communication services and information
capabilities. In particular, there has been a development of wireless communications, also
due to new transmission technologies and technological innovations in the field of cellular
network and beyond, leading to ever higher standards in the development of architectures
that can handle high throughput while maintaining low latency.

To achieve this goal the evolution in the field of error correction has made many steps
forward, useful not only to the correct transmission of information, but also to the increase
of the number of data sent per unit time.

The transmission of information involves the sending of messages composed of a sequence
of bits within a channel that can be more or less noisy. Having a bit flip or an uncertainty
about its value leads to an incorrect reading and therefore an error in the communication
of information. An error recognition and correction algorithm is required to restore the
original data.

There are different types of algorithms that perform this function, differentiated according
to the characteristics they must possess depending on the transmission channel in which
the data are transmitted, or the bit-rate value they must maintain. The Hamming code
was of great importance, which was able to recognize and correct single bit errors [6]. In
the case of several bits involved, they were only recognized but not corrected.

The simplest strategy to correct any kind of error is to use redundant copies of the infor-
mation, so that, in case one of them is damaged, it is enough to observe the others. The
introduction of redundancy, however, is expensive, since more than 50% of the information
bandwidth is used for redundancy, which does not offer the guarantee of reconstructing
the original data. The Hamming code instead introduces parity control [6]: redundant
bits are introduced that identify the parity of a subset of the information by being able
to recognize the position of the error and finally restore the original data, but in the case
of a greater number of errors, they will not be corrected.
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Introduction

In 1963, Robert Gallager introduced the Low Density Parity Check (LDPC) codes [5],
which allow the correction of more bits and provide better communication performance.
This approach is widely used in cellular networks but has also found widespread use in
the field of data storage.
The goal is to use parity bits for intersecting subsets of data, allowing greater reliability
and correction speed for messages with high bit-widths, while maintaining a code-rate
(the ratio between the bits that constitute the information and the total bits transmit-
ted) reduced. This algorithm, however, required computational costs too high for the
technology of the time due to its iterative decoding, leading it to be ignored until their
rediscovery in the 90s.

Using a single parity bit only fixes one deletion, in case of multiple errors, the code fails
due to lack of information. For this reason it is possible to decrease the probability of
failure by dividing the message into smaller subsets related to different parity bits. The
parity check is done by the Check Node (CN).
The CNs receive data from Variable Nodes (VNs) and send the results back to them. The
Variable Nodes have the scope to update the original data after the operation of correction
has happened, with the objective to go back to the initial message after a fixed number
of iterations.

In order to meet the requirements introduced by the new technologies in terms of low la-
tency and occupied area, we focused on the study of solutions that could provide excellent
identification and correction performance while maintaining short bit-width.

In this context, the main topic of this master’s thesis arises: The study of the RCQ
(Reconstruction-Computation-Quantization) paradigm applied to the VN for decoding
LDPC codes that uses quantization and reconstruction blocks to reduce the bit-width of
the data, but at the same time allows to obtain a good Frame Error Rate (FER) also with
low precision messages.

The study focuses primarily on the development of the VN structure described in VHDL
language in two types of configuration: Serial, which accepts input data one after the
other, and Parallel, whose data enter all at the same time concurrently. After that, the
VN model was expanded to study both the performance of a single VN and a more complex
one, called Net, at the level of the complete decoder that includes a number of instances
based on the parameter N (number of VNs) chosen outlined by the interconnect matrix
H, which is necessary to define the connections between VN and CN.

Finally, two different methods of Quantization and Reconstruction have been defined in
order to observe the performance in terms of area and critical path for all the above
configurations. The first uses lookup tables (LUT) as unique association of a label to
the input data, the second uses comparators that follow a thermometric code [3], called
THERMO to make the association.
The synthesis for all these cases have been explored both on silicon for an ASIC (Appli-
cation Specific Integrated Circuit), and on FPGA (Field Programmable Gate Array).
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Introduction

The chapters contained in this work are shown below in their organization:

• Chapter 2 - Background and Related Work: This chapter introduces the
concept of error correction within digital transmissions. The decoding process is an-
alyzed, with a particular focus on the LDPC algorithm and its operation, illustrating
its algorithm. Subsequently, attention is directed to the concept of quantization and
reconstruction, highlighting the benefits introduced by this structure.

• Chapter 3 - Model Architecture: This chapter presents all the structures of
Variable Node that have been implemented and how they are realized in hardware.
The functionalities of each module are specified, and differences between implemen-
tations are shown, with particular attention to serial and parallel architectures. Fur-
thermore, the distribution of degrees in the complete VN is highlighted, considering
all instances defined by the interconnection matrix H. Finally, the design and algo-
rithmic differences of some quantization and reconstruction methods are examined,
including the use of lookup tables (LUT) and a component called THERMO.

• Chapter 4 - Experimental Setup: This chapter specifies the software used to
perform synthesis, the configurations adopted, and the scripts used to automate the
process.

• Chapter 5 - Experimental Results: This chapter presents all the results obtained
from synthesis, both for ASIC on silicon and FPGA, presenting the data through ta-
bles and graphs. Comparisons and evaluations are made among the results, carefully
examining all possible trade-offs between all possible structures.

• Chapter 6 - Conclusion: This chapter summarizes the main results and relevant
observations obtained from the conducted study, also introducing possible ideas for
future research.
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Chapter 2

Background and Related Work

2.1 Digital Transmission and Error Correction
Over time we have seen an increase in the standards of quantity and quality of information
transmitted, bringing an evolution of technologies in the field of telecommunications. An
attempt has been made to extend the number of data transmitted within the medium, for
this reason the same importance has been given to the concept of error correction, which
pursues the objective of increasing the signal strength over the noise. When we want to
transmit a message, it is sent via a broadcast channel, which will always be affected by
noise. The ratio between the strength of the signal sent and that of the noise present in
the band is called signal-to-noise ratio (SNRr), and it is a common goal to increase its
value.

Sender Encoder Decoder Receiver
Channel

Noise

Figure 2.1: Block scheme of a digital transmission

To do so, the study on the correction of possible errors that the information may suffer
during their path from the start point to the end point has been developed. The trans-
mission channel is characterized by the band, that is the range of frequencies manageable
by the medium, and by the noise that affects the channel itself that reduces the quality of
the signal that travels inside. Defined these characteristics, it is possible to calculate the
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capacity of the channel indicated by Shannon [14] that specifies the maximum rate called
Shannon limit obtainable, in order to be able to send a data with zero error.

In this scenario, the concept of Forward Error Correction (FEC) has emerged, that is a
set of codes and techniques that allow the recognition and correction of errors within data
transmitted in a more or less noisy channel.

There have been several codes that have developed over time, starting with Hamming
codes that can correct errors with a single bit, up to LDPC codes that allow a more
robust correction. These technologies have spread and are still used mainly in wireless
connections such as WiFi and the latest generation connections for cellular network such
as 5G.

2.2 Basic of Error Correction - Hamming Codes
In order to correct an error, the information will be transmitted along with other copies
of the data, in this way, the decoder that will read the receiving file, will have to compare
the data with its copies to understand if changes were made due to noise. This concept
is known as Repetition-Code and is based on redundancy of information and turns out to
be very simple and fast during the decoding.

001110100010100101001
001110100010100101001

001010100010100101001
Original Data

Redundant copies

33.3% 66.7%

Original Data Redundant copies

Figure 2.2: Error correction using two redundant copies

The main problem with this solution is that, for a data repeated two times, 66.7% of the
bandwidth is used to send redundant copies of the information, and despite this there is
also no guarantee to correct the error, since redundant copies are themselves subject to
errors, and therefore are not reliable to make a correction if more than one bit is flipped.
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2.2 – Basic of Error Correction - Hamming Codes

To highlight the efficiency of this method is introduced the Code-Rate, defined as the
ratio between the number of bits of the message and the number of bits transmitted. A
high number of transmitted bits indicates a very high redundancy that leads to a greater
security on the integrity of the data, but at the same time a level of Code-Rate much
lower and therefore very expensive.

CodeRate = #message_bits

#trasmitted_bits
(2.1)

Having a low Code-Rate greatly complicates the design of the encoder and decoder due to
the large number of bits to be transmitted unlike the actual length of the message. The
goal is therefore to find a balanced strategy that provides security in restoring information,
which ensures a high code-rate and therefore the use of a limited number of redundancy
bits. This leads to simpler encoders and decoders that can perform operations quickly.

With the Repetition-Code, each bit is protected by its exact copy. To decrease the number
of redundant bits Richard Hamming in 1940 introduced parity bits [6] that can protect a
set of bits by observing the number of bits set to ’1’. The encoder sets the value of the
parity bit to ’1’ if the number of bits inside the information is even, ’0’ if odd. If an error
is identified, the decoder will compare the number of ’1’ of the information with the value
of the parity bit, in this way is possible to know the value of the uncertain bit. With this
strategy, the Code-Rate increases considerably as the number of bits transmitted is near
to the number of bits carrying the information. A numerical example is shown in figure
2.3.

4

1 0 0 0 1 1 1
Parity Bit

3

1 0 0 0 ? 1 1

4

1 0 0 0 1 1 1

Figure 2.3: Correction of an erasure using a single parity bit
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In this way, only one bit can be corrected due to the lack of information in case of double
deletion. Is possible to add another parity bit and divide the information into small
intervals, called Check-Set each linked to its own redundant bit, allowing you to decrease
the probability of error. However, the problem is not completely solved, as we will still
not have the possibility of correction in case cancellations are present within the same
Check-Set, but we have reduced the probability that this will happen, by study smaller
Check-sets.

The solution to get around the problem is to study overlapping Check-sets that are iden-
tified by several parity bits, where each of these covers more bits of the message. This
allows to always identify and correct the error because is possible to have more parity
bits that also observe other check-sets having a complete picture on the structure of the
original data only if the decoding starts from check-set that has only one error and not
more, otherwise the correction is impossible. In this case there is no longer an instant cor-
rection, but a decoding that takes place in multiple iterations by questioning the different
parity bits for the different check-sets.

The main problem arises for very long data transmissions that involve the presence of many
check-sets and therefore of many overlapping interconnections. This leads to multiple
iterations in the corrections that take a long time to execute. The idea is therefore to find
codes that can handle a large number of overlapping check-sets for very long messages to
transmit, and at the same time carry out the correction iterations quickly maintaining a
high code-rate. The LDPC codes are of great importance within this scenario, successfully
responding to this request.

2.3 Low-Density Parity-Check - LDPC codes
LDPC codes were introduced in 1963 by Robert G. Gallager [5] as an improvement to the
problem of error correction when transmitting information on a noise-affected channel.
For the theory, these codes improved the decoding performance maintaining a high value
of Code-Rate, also solving the problems explained in the section previously introduced by
Hamming codes [6], but they were ignored until their rediscovery in 1996 because of the
impossibility of realization in practice due to the technology of the time not suitable and
too expensive to implement.

The fundamental ideas were to reduce the length of the check-sets so as to obtain an
overlap of them large enough to maintain effective protection against errors, but not so
large as to make the correction excessively time consuming and complex in terms of time
and calculations. This concept is expressed by density, hence the term LDPC. Finally, to
improve corrections and have greater reliability, it was observed that it is more effective to
connect check-sets in a random and not sequential way, involving between the check-sets
also parity bits used for decoding, resulting in a more solid structure. These links are
described by the interconnection matrix H (example in [11]) as the one shown below:

18



2.3 – Low-Density Parity-Check - LDPC codes

H =


0 1 0 1 1 0 0 1
1 1 1 0 0 1 0 0
0 0 1 0 0 1 1 1
1 0 0 1 1 0 1 0



While the linear system that describe the matrix is represented like this:

x1 + x3 + x4 + x7 = 0
x0 + x1 + x2 + x5 = 0
x2 + x5 + x6 + x7 = 0
x0 + x3 + x4 + x6 = 0

(2.2)

The matrix n×m, in this case (8, 4), shows the connections that exist between two distinct
blocks essential for decoding the LDPC code: the Variable-Node (VN) that contain the
bits of the code-word, and the Check-Node (CN) that identify the parity controls. The
number of rows in the matrix is the CN number, while the columns the VN number. The
connection exists where the value ’1’ is present, while the number of them within the line
corresponds to the density of the CN that defines the number of connected VN for each of
them to perform the control. In fact, a low density code is called this way if the number
of ’1’ in each row Wr is much smaller than the number of rows m (Wr << m), and the
same must be said for the number of ’1’ in each column Wc, such that Wc << n number
of columns.

For a better visualization of the connections and to have a graphical representation of the
matrix H, comes in aid the diagram designed by Tanner that bears his name [16]. This is
shown in figure 2.4.
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Variable Node

Check Node

C0 C1 C2 C3

V0 V1 V2 V3 V4 V5 V6 V7

Figure 2.4: Tanner Graph of the interconnection matrix H
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2.4 LDPC Decoding Algorithm
The decoding algorithm used carries several names such as Belief Propagation [9] [12], Min-
Sum Product [15] [13] or Message Passing [10] but they all represent the same sequences
of operations. In order to understand its functioning, a simplified version of the algorithm
called Hard Decision is first described [15], which is not optimal to perform the decoding
operation but allows to easily understand the main steps. Then it will be shown what is
called Soft Decision that instead focuses on the concept of Belief Propagation which is
optimal for decoding and more complete [13].

2.4.1 Hard Decision
It is supposed to have received a code-word composed of a string of zeros and ones, with
the possibility of containing an error due to the flip of a digit.

The main steps are the following:

1. All VN send their information through the arcs to the CN to which they are con-
nected. In this first step the only data that is sent corresponds to the code-word
data that the VN see as correct.

CN0 : c1 → 1, c3 → 1, c4 → 0, c7 → 1 Received (2.3)
: 0 → c1, 0 → c3, 1 → c4, 0 → c7 Trasmitted (2.4)

CN3 : c0 → 1, c3 → 1, c4 → 0, c6 → 0 Received (2.5)
: 1 → c0, 1 → c3, 0 → c4, 0 → c6 Trasmitted (2.6)

This must be = 0 for the parity condition.

2. At this point, each CN receives input data from the VN and calculates the resulting
response in order to respect the check-set parity equation. If all equations are solved
and all errors are corrected, the decoding operation ends at this point, otherwise it
continues to the next iteration. For this reason, a threshold is set to the iterations
that, once reached, interrupts the calculation loop.

3. VN receive processed messages from CN and update the data, make the decision
on it. In this example the decision is taken for majority observing therefore the
information coming from the connected CN and the original data already present in
the VN.

V N4 : Receive → 0; CN0 = 1; CN3 = 0; DECISION −→ 0 (2.7)

4. Repeat the loop back to step 2.
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2.4.2 Soft Decision - Min-Sum Algorithm
This method corrects errors using the concept of probability of the data sent. Instead of
observing a majority as in the Hard study, in this case the CN calculate the minimum
value among those that get in input (Min-Sum algorithm). We then observe the sum of
all the processed values coming from the CN and we evaluate the sign in opposition to
the original value in order to understand if the flip has happened or not and to carry out
therefore the eventual correction.

The hardware studied in this thesis has been described in VHDL starting from the study
of the algorithm shown in the paper [13]. For this reason and to better understand the
sequence of operations, the main steps of the Min-Sum Decoding are as follows:

1. Initialization: We introduce notations that will be used within formulas.

• Ln : A priori information of VN
• Ln : A posteriori information of VN
• Em,n : message from CN to VN
• Fn,m : message from VN to CN

We set the following initializations as the first operation:

• Ln = −rn, a priori information
• Fn,m = Ln, initialization of the data to be transmitted to the CN.

2. Horizontal Step: Check-Node processing of Sum-Product algorithm

Em,n = log
1 +

r
n′∈N(m)\n tanh(Fn′,m

2 )
1 −

r
n′∈N(m)\n tanh(Fn′,m

2 )
(2.8)

Performing the tangent, however, is a very expensive and time-consuming operation
of the sum-product algorithm, for this reason a simplification is used that allows
us to transform the multiplication factor into a search for the minimum, hence the
name Min-Sum. We can therefore proceed in this way using the relationship:

2 tanh−1p = log
1 + p

1 − p
(2.9)
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In this way the equation 2.8 can be rewritten as follows:

Em,n = 2 tanh−1 Ù
n′∈N(m)\n

tanh(Fn′,m

2 ) (2.10)

Which we can change again by explaining the sign:

Em,n = 2 tanh−1 Ù
n′∈N(m)\n

sgn(Fn′,m)
Ù

n′∈N(m)\n

tanh( |Fn′,m|
2 ) (2.11)

Em,n =
Ù

n′∈N(m)\n

sgn(Fn′,m) 2 tanh−1 Ù
n′∈N(m)\n

tanh( |Fn′,m|
2 ) (2.12)

Using the min-sum algorithm we simplify the calculations of the 2.12 because it is
converted the tangent product in the search for the minimum since the equation
corresponds to the recognition of the smallest Fn′,m.
For this reason is possible to write:

Em,n =
Ù

n′∈N(m)\n

sgn(Fn′,m) min
n′∈N(m)\n

|Fn′,m| (2.13)

3. Vertical Step: We now evaluate the information a posteriori Ln: we calculate the
total sum of all the values coming from the CN Em,n, added further with the value
of the VN a priori Ln:

Ln = Ln +
Ø

m∈M(n)
Em,n (2.14)

And finally, from the total sum, the value of the minimum of that iteration is sub-
tracted:
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Fn,m = Ln +
Ø

m′∈M(n)\m

Em,n (2.15)

4. Decoding: At this point we check the sign of the total sum to see if is need to make
the correction or not according to the following rule:

if Ln > 0, cn = 0, else cn = 1 (2.16)

If we get the cn = 0 then the algorithm stops, otherwise it continues processing
other iterations until it reaches the maximum limit or a threshold set to exit the
loop. Decoding performance increases with an increasing number of iterations, but
it also increases the computational cost and resources used.

2.5 Variable Node: Reconstruction and Quantization
LDPC decoders have found wide use for their solid decoding capabilities as seen until now,
managing to maintain a high code-rate. At the same time they were subject to extensive
studies on maintaining high correction performance, but using a reduced bit-width. This
is because decoders with reduced data lengths are preferable given the limited resources
in terms of area of hardware components of ASIC and especially FPGA, but also to im-
prove processing speed and, meeting the latency requirements imposed by communication
standards.

At the same time, however, using messages with just a few bits degrades decoding perfor-
mance.
It is here that the LDPC decoders using quantized messages have become important: mes-
sages starting from the VN to go to the CN are quantized, meaning that a representative
label of the data is associated on a smaller number of bits. This allows faster decoding
by the CN and at the same time saves resources, resulting in smaller component areas.
The data that start from the CN and arrive at the VN meet the inverse operation: the
result produced by the algorithm in the CN is reconstructed in its original value following
the same laws of quantization. It has been observed that this method leads to excellent
decoding performance, even using reduced bit-width.

In this thesis we will show the results of area and latency of different configurations that use
the method of Quantization and Reconstruction observing the differences and providing
the understanding of which architecture is better depending on the specific application
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2.5 – Variable Node: Reconstruction and Quantization

desired. The CN focuses on the implementation of the Min-Sum algorithm, and in this
work is not taken into account for the study of R-Q effects.

The components that perform these operations are the lookup tables (LUT) which will be
compared with blocks called THERMO that perform quantization following a thermomet-
ric conversion. These objects are used to replace the complex mathematical operations
within VN.

The VN performs the visible operations in step 3 and step 4 of the algorithm shown in
the section "Soft Decision - Min-Sum Algorithm". This corresponds to the Computation
phase, which is preceded by the Reconstruction of the message from the CN and followed
by the Quantization of the message to be sent to the CN. This defines the Reconstruction-
Computation-Quantization (RCQ) paradigm [19] [18] that create the structure of the VN
and can be displayed schematically as shown in figure 2.5.

R(•)

R(•)

R(•)

R(•)

F(•) Q(•)

N

N

N

N

N wordWidth

wordWidth

wordWidth

wordWidth

wordWidth

Reconstruction Computation Quantization

Figure 2.5: Generalized RCQ Architecture
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The structure consists of three modules:

• Reconstruction block: takes the data sent by the CN, with which the VN is
connected, on a bit-width equal to wordWidth and reconstructs the message on N
bit such that N > wordWidth.

• Computation block: performs the operations described in the algorithm men-
tioned in the section above, corresponds to the internal structure of the VN.

• Quantization block: do the quantization of the internal messages of the structure
described on N bits in labels on wordWidth bits such that wordWidth < N .

It is important to specify that, if you use data with limited bit-widths, the use of a uniform
quantization type would lead to a deterioration in performance. This means that the data
all have the same resolution for each quantization step.
For this reason, LUT and THERMO have been described following a non-uniform quanti-
zation that provides a better resolution for low value data, while being more approximate
for high values. This increases performance even for data with limited bit-widths. More-
over, by performing the minimum operations, for subsequent iterations the results will
tend to be of low value and therefore it makes more sense to pursue this path. This idea
will be discussed in more detail in the next chapter.

Finally, it should be considered that to carry out R-Q operations as the main idea is
the use of LUT, but they have an intensive use of resources as they are very expensive
memories that depend heavily on the number of input bits to them, in particular the
number of bits of N. This prevents its use in the case that the resources are very limited
as in the case of FPGAs or even when the number of iterations required by the algorithm
is too high. Another prohibitive case is described by the use of flooding-schedule [8] which,
instead of reusing blocks, each iteration is carried out on a different block. This means
duplicating the hardware for each iteration and even more affecting the cost in the area
due to repeating LUT.

All these issues will be addressed in the next chapters, where we will also observe the dif-
ferences and any improvements that the use of a block other than LUT, such as THERMO,
can bring to the general architecture.
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Chapter 3

Model Architecture

The key principle of this thesis focuses on the in-depth study of the performance of
the Variable Node of a LDPC decoder using different implementation structures at the
hardware level.

The general problem we aim to address is to relax the cost of the overall structure of the
decoder, so as to decrease the required area and latency of operations. In this case we
want to study alternative architectures for the VN in order to find improvements that can
project the advantages also at a macroscopic level.

The architectures studied can be summarized through the following graph that we use to
offer greater understanding of the analysis process:

SERIAL PARALLEL

SINGLE NET

LUT THERMO

1

2

3

Figure 3.1: Possible architectures and combinations
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The structures studied are different and applied at various levels of the VN:

1. Serial/Parallel: The two structures differ in how they handle incoming data to the
VN. The Serial structure takes and manage input data serially, one at a time, while
the Parallel structure duplicates the hardware to retrieve the data simultaneously
and perform the calculations in a combinatorial way.

2. Single/Net: Unlike the Single, where the structure of the VN is studied individually,
the Net structure identifies a complete Variable Node at the level of the Decoder with
a number of single internal VN equal to the block-size N (in this case N = 1296).
We study the H matrix to observe the distribution of degrees and the total number
of connections based on the imposed rate R (in this case R = 0.5, so 648 CN).

3. LUT/THERMO: These two structures are specific to quantization and reconstruc-
tion blocks and define two different calculation strategies. The way they have been
described allows them to be implemented in any configuration shown above, thus
ensuring the modularity of the device.

The Single and Net architectures can contain both LUT and THERMO quantization and
reconstruction blocks. Both cases will be studied, specifying in the results section the
type of architecture combination being analyzed. In the same way the Serial and Parallel
structures can be described both as Single and Net types.

In the following sections, we will illustrate the main hardware design choices, which have
been implemented in VHDL language. They will then be tested for various combinations
of parameters in the chapter dedicated to results, trying all possible combinations of the
architectures described below.

3.1 Serial Single
The serial architecture [17] uses a more complex configuration for the data management.
The structure involves memory elements such as register-file and counter to properly
manage the sequencing of operations. However, it is easier from the point of view of
quantization and reconstruction given the fact that this blocks are reused for all the input
data whose quantity depends on the degree value.
The schematic of this VN is represented in figure 3.2.
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Figure 3.2: Block diagram of the Serial Single Variable Node

The data flow starts from the D_IN pin with information coming from the CN on word-
Width bits with an additional bit as MSB corresponding to the concatenated sign. These
enter the Reconstruction block once the sign bit is separated. The data is reconstructed
into an N-bit code-word, and the next block change_sign_R uses the sign to keep the
data as it is if the sign is ’0’, otherwise, it flips the data.

Subsequently, a bifurcation divides the paths taken by the data: one section involves an
accumulator that performs the sum of all incoming data plus the data coming from the
channel thanks to the use of a multiplexer, while the other section proceeds to store all the
data inside a register file using a counter to manage the addresses. This is necessary for the
serial structure since the input data will be needed later, and as they arrive sequentially,
it is necessary to save them inside a memory.

Once the number of inputs is finished (defined by the degree of the structure as better
defined in the section dedicated to NET architectures), the Control Unit asserts the load
signals for Reg_4 and the re_en of the register file to proceed with the second section of
the structure. The total sum passes through the register, becoming both an input to the
subtractor and an output of the VN block. This sum will then be used to evaluate if the
error correction is necessary.
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To carry out the subsequent iterations of the algorithm, the subtractor will proceed to
compute the difference between the total sum of the data and the input data that have
been previously stored inside the register file. Each new result produced will be sent to
the quantization block to be sent back to the CN. As happened for the reconstruction,
the sign change will occur if the data is negative, and the sign will be concatenated as
MSB to the quantized data.

In order to manage the flow of operations of the Serial Single structure, a simple Control
Unit (CU) is implemented, mainly useful to manage data storage in the register file and
the associated counter, as well as asserting signals for loading or resetting the machine.
The process described by the CU is shown in figure 3.3.

RST_n = '0'
RST_cnt = '0' load_reg_3 = '1'

load_acc = '1'
laod_reg3 = '1'

wr_en = '1'
cnt_en = '1'

sel_lutR = '1'
load_acc = '1'
RST_cnt = '1'

load_reg4 = '1'
rd_en = '1'
cnt_en = '1'

load_reg4 = '1'
rd_en = '0'

RESET LOAD ACCUMULATION

SUM_INPUTVALID_SUBDONE

TC = '0'

TC = '1'

TC = '0'TC = '1'

TC_ext = '1'

Figure 3.3: Control Unit of the Serial Single Variable Node

The serial structure, like the next ones presented later, have been described in a generic
way in order to allow the modification of the data bit-width. This method enables the use
of architecture with variable parameters without the need to entirely modify the block.
For the same reason, the modularity of the architecture for quantization and reconstruction
blocks has been ensured to provide the possibility of replacing blocks and testing new ones
if necessary. This approach proves to be essential, as it allows testing structures using

30



3.2 – Parallel Single

different parameter values and conducting synthesis efficiently, taking part only on specific
parameters without modify all components.

To facilitate these operations, a package called constant has been developed, which in-
cludes all variables that can be modified by the user interested in modifying the structure.
This package contains the variables necessary for studying the structure. These may vary
depending on the structure under consideration, but generally share some fundamental
parameters:

• N: internal parallelism of the VN

• wordWidth: bit-width of the quantized data

• GRADE: degree of the VN under exam

Additional parameters necessary for the correct functionality of the structure can be
inserted. Below is represented the code of the constant package for the Single Serial
architecture, which studies degree 2 for the configuration [N, wordWidth] = [4, 3]:

-- constant.vhd (serial_single_LUT, Degree 2, [4,3])
package constants is

constant N : INTEGER := 4; -- Internal parallelism (4/5/6/7)
constant wordWidth : INTEGER := 3; -- Quantized parallelism (3/4/5)

constant GRADE : INTEGER := 2; -- Degree of VN (2/3/4/11)
constant GRADE_length : INTEGER := 1; -- num bits to represent the Degree

constant MAX_N : INTEGER := 7;
constant MAX_wordWidth : INTEGER := 5;

end package constants;

3.2 Parallel Single
The parallel architecture is simpler than the serial one in terms of data flow. The Variable
Node’s structure receives inputs from the Check Nodes in a parallel way, which depends
on the degree value. The degree indicates how many connections the Variable Node in
exam has with the Check Nodes.

In this structure, the elements necessary for managing operations and maintaining proper
timing in the serial architecture are no longer needed. For this reason, register file and
counter are removed, and the control unit simply asserts load signals to maintain the de-
sired timing. This introduces some interesting improvements as it simplifies the structure
and reduces the occupied area of the data flow logic, but at the same time an additional
complexity factor must be considered.
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To execute simultaneous operations and to obtain a data flow that is mostly combinatorial,
we need to repeat quantization and reconstruction blocks for each input data equal to the
degree value.
In the next section we will discuss how the degree changes and what other structures will
be analysed based on it. In the graph presented in 3.4 we showed a VN of degree 2.
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Figure 3.4: Block diagram of the Parallel Single Variable Node (Degree 2)

To maintain combinatorial operations, the accumulator used to obtain the total sum
of inputs in the Serial configuration is replaced with a sum-blocks tree. This change
increase the number of adders from one to a specified degree value. The same is true for
reconstruction blocks: they are replicated in parallel matching the degree value, in order
to provide data simultaneously to the CNs connected to the VN under examination. For
this reason, the logic that precedes them also need a modification. Individual inputs are
subtracted from the sum value of all inputs using subtractors which, as for adders, will
increase by number from one to the specified degree value.

The sections dedicated to quantization and reconstruction are contained within blocks
called IN_R_X for quantization and OUT_Q_X for reconstruction, where X is the
number of the input data to the structure. This substitution has been adopted to facilitate
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the generation of components for the various degree distributions, as will be illustrated in
the section dedicated to the NET architecture.

We decided to introduce the study of parallel architectures due to the trade-off mentioned:
the high value of throughput and the simplicity of the structure is evident, but acquires
a growing cost with the variation of the parameters under consideration. This aspect has
been studied also for the serial configurations previously seen.

We show the resulting CU in figure 3.5 that is simpler than the Serial case. It is necessary
to asserting some signals to maintain the correct timing, due to the combinatorial structure
of the device.

RST_n = '0' load_reg3 = '1' load_pipe = '1'
load_reg4 = '1'

load_pipe = '0'
load_reg4 = '0'

RESET LOAD_3 LOAD_PIPE_4

TC_ext = '1'

Figure 3.5: Control Unit of the Parallel Single Variable Node

3.3 LDPC WiFi codes - Degree Profile
To build an LDPC decoder that can handle error correction, it is necessary to employ a
specific number of Variable Node and Check Node. This allocations are predetermined
based on different parameters. In this scenario a number of VN equal to N = 1296 and a
code-rate = 0.5 are selected, resulting in a corresponding number of Check Node equal to
half the number of VN.

The singles Variable Node used in this structure are not uniform and differ according
to the degree required for each individual element to properly encode the information.
In other word, this indicates the number of connections that each individual VN must
manage with the CNs.
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To know the distribution of these degrees, we examine the matrix H, which defines all the
connections between VN and CN based on the parameters set for N and code-rate. In
our case, the interconnection matrix H used can be observed in figure 3.6 while the degree
distribution is shown in figure 3.7 [7].

Figure 3.6: H interconnection matrix [7]

Figure 3.7: Degree profile. VN in blue, CN in red [7]
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As previously studied for single VNs, the degree corresponds to 2,3,4 and 11 for VNs and
7 and 8 for CNs. In the analysis of the entire VN structure of our interest, 1296 instances
of Variable Node will be instantiated, distributed in accordance with the observed graph
3.7 [7]. Therefore, we will use:

• 600 instances of degree 2

• 490 instances of degree 3

• 50 instances of degree 4

• 156 instances of degree 11

3.4 Serial Net
The previously analyzed structure corresponds to the fundamental building block, neces-
sary in the structure of this application. The Variable Node has been described in a fully
parametric manner, allowing not only the study of metrics as the parameters vary but
also dynamic utilization of them within more complex structures, such as the mentioned
Net.

As highlighted by the WiFi code specifications, the degrees required to define the VN Net
at the Decoder level, with N and Rate specified, are four (2,3,4,11). In the Serial context,
this does not provide heavy modifications to the structure of the individual VN, as the
degree indicates the number of connections with the CNs and, consequently, the number
of inputs in the structure.

This translates into the need to modify, through variables inserted in a package, the
dimensions of the register file and the number of addresses pointed by the counter. A file
is then created to generate the structure called VN_net_GEN, producing 1296 base VNs
with the subdivision defined by the degree profile [7]. The block diagram representing
the structure is shown in figure 3.8, in order to simplify the understanding of the final
architecture.
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VN
Degree 2

VN
Degree 3

VN
Degree 4

VN
Degree 11

VN_NET

1296 VN total

Figure 3.8: VN Net with total degree distribution

Through the constant max_possible_grade, the number of possible different configurations
based on the degree is specified, which will be necessary for scrolling the START and
NUM_COMP vectors containing the number of instances to generate for each degree.
The code used for generation of the Top_Entity is shown below:

-- VN_net_GEN.vhd
GEN_BLOCK: FOR i IN 0 TO (max_possible_grade-1) GENERATE

GEN_GRADE2: FOR j IN START(i) TO (NUM_COMP(i)-1) GENERATE
GEN_VN_NET_Grade2 : TOP_ENTITY_VN_NET

GENERIC MAP (NUM_GRADE(i), NUM_GRADE_length(i))
PORT MAP(

CLOCK => CLOCK,
RESETn => RESETn,
D_IN => D_IN(j),
D_OUT => D_OUT(j),
correction_sum => correction_sum(j),
from_reg_pipe => from_reg_pipe(j),
TC_ext => TC_ext);

END GENERATE;
END GENERATE;
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The code of the constants inside the package is shown below:

package constants is
constant N : INTEGER := 4; -- Internal parallelism (4/5/6/7)
constant wordWidth : INTEGER := 3; -- Quantized parallelism (3/4/5)

TYPE IN_OUT_array IS ARRAY(INTEGER RANGE <>) OF UNSIGNED (wordWidth DOWNTO 0);
TYPE SIGNED_array IS ARRAY(INTEGER RANGE <>) OF SIGNED (N-1 DOWNTO 0);

constant START : GRADE_ARRAY := (0, 600, 1090, 1140);
constant NUM_COMP : GRADE_ARRAY := (600, 1090, 1140, 1296);

constant NUM_VN : INTEGER := 1296; -- Total VN
constant max_possible_grade : INTEGER := 4;

type GRADE_ARRAY is array (natural range <>) of integer;

constant NUM_GRADE : GRADE_ARRAY := (2, 3, 4, 11); -- Grade of VN
constant NUM_GRADE_length : GRADE_ARRAY := (1, 2, 2, 4);

end package constants;

3.5 Parallel Net
The Net structure developed for the parallel architecture follows the same principle as the
Serial one. The Top_entity, which includes the datapath and the control unit of the single
VN, must be replicated a number of times determined by the variable N. This variable is
configured based on the desired WiFi code and so the H matrix used.

However, the implementation in this configuration is more complex. The parallel structure
has the advantage of simultaneously processing all input data, therefore speeding up the
process because the results are calculated in a combinatorial way, leading to a very fast
processing.
This advantage, however, is counterbalanced by the increase in the occupied area, neces-
sary to manage the simultaneous processing of all input data. This results lead an increase
in the number of elements required to handle such the inputs, proportional to the value
of the degree.
Furthermore, it is important to note that in the Net structure, four different configurations
will be generated, depending on the distribution of the degree into four values. These
structures will have the number of inputs proportional to the degree, as well as the number
of adders and subtractors within each VN.

In the section dedicated to the Parallel Single block, an example with a degree 2 has been
studied (as highlighted in figure 3.4), which involves two quantization and reconstruction
blocks for each of the two input data. The logic necessary for data memory has been
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removed as well as the accumulator loop. Instead, trees of adders and subtractors, equal
to the degree value, have been introduced to perform the operations in a combinatorial
way.
The positioning of the adders within the tree structure has been carefully considered.
Operations were scheduled to give symmetry to the tree, in order to avoid potential
inconsistencies in the data, while still respecting the timing. This is evident from the fact
that the sums are not carried out in cascade, but between parallel adders that operate on
different data.

Also, in the block scheme, the R-Q blocks have been included in larger structures to
simplify their generation, especially for high degree. To enhance the understanding of
the block diagrams, these elements are represented as black boxes, named like the latter.
Knowing that we are analyzing cases with degree distribution equal to 2, 3, 4, and 11, the
respective parallel VN have been described in hardware.

The architecture for the degree equal to tree is illustrated in figure 3.9. The structures of
degree 4 and degree 11 follow the same principle: they include a number of adders and
subtractors corresponding to the degree value, as well as the inputs and outputs, which
replicate the black boxes illustrated for the case of degree equal to tree.
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Figure 3.9: Block diagram of the Parallel Single Variable Node (Degree 3)
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To create the structure called Parallel Net, it will be necessary to generate the structure
using the blocks previously shown as fundamental elements. In this case it should be
noted how the complexity of the code will increase, as the number of structures to be
generated will vary depending on the configuration. The block diagram of this architecture
is identical to that already illustrated in figure 3.8.

Below is an extract of the code used to generate the complete VN structure using the
appropriate architectures depending on the grade (VN_net_GEN_parallel.vhd).

-- GRADE 2
GEN_GRADE2: FOR i IN START(0) TO (NUM_COMP(0)-1) GENERATE

GEN_VN_NET_Grade2 : TOP_ENTITY_par_2
PORT MAP(

CLOCK => CLOCK,
RESETn => RESETn,
D_IN(0) => D_IN(2*i),
D_IN(1) => D_IN((2*i)+1),
D_OUT(0) => D_OUT(2*i),
D_OUT(1) => D_OUT((2*i)+1),
correction_sum => correction_sum(i),
from_reg_pipe => from_reg_pipe(i),
TC_ext => TC_ext);

END GENERATE;

-- GRADE 3
GEN_GRADE3: FOR j IN START(1) TO (NUM_COMP(1)-1) GENERATE

GEN_VN_NET_Grade3 : TOP_ENTITY_par_3
PORT MAP(

D_IN(0) => D_IN((3*(j-START(1)))+START(1)),
D_IN(1) => D_IN((3*(j-START(1)))+(START(1)+1)),
[...]
D_OUT(0) => D_OUT((3*(j-START(1)))+START(1)),
D_OUT(1) => D_OUT((3*(j-START(1)))+(START(1)+1)),
[...]);

END GENERATE;

-- GRADE 4
GEN_GRADE4: FOR k IN START(2) TO (NUM_COMP(2)-1) GENERATE

GEN_VN_NET_Grade4 : TOP_ENTITY_par_4
PORT MAP(

D_IN(0) => D_IN((4*(k-START(2)))+START(2)),
D_IN(1) => D_IN((4*(k-START(2)))+(START(2)+1)),
[...]
D_OUT(0) => D_OUT((4*(k-START(2)))+START(2)),
D_OUT(1) => D_OUT((4*(k-START(2)))+(START(2)+1)),
[...]);

END GENERATE;
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-- GRADE 11
GEN_GRADE11: FOR z IN START(3) TO (NUM_COMP(3)-1) GENERATE

GEN_VN_NET_Grade11 : TOP_ENTITY_par_11
PORT MAP(

D_IN(0) => D_IN((11*(z-START(3)))+ START(3)),
D_IN(1) => D_IN((11*(z-START(3)))+(START(3)+1)),
[...]
D_OUT(0) => D_OUT((11*(z-START(3)))+ START(3)),
D_OUT(1) => D_OUT((11*(z-START(3)))+(START(3)+1)),
[...]);

END GENERATE;

3.6 LUT/THERMO architecture for R-Q block
In this section, we will focus on showing how the blocks related to quantization and
reconstruction have been implemented. The architectures for this study are the lookup
table (LUT) and a component called THERMO, which uses a set of comparators adopting
an approach based on a thermometric scale for value assignment.

The main focus of this work is on analyzing the impact that blocks like LUT and THERMO
have on the area and overall performance of the system. This implies the need to easily
modify the structure both to adapt the desired block and to simplify future investigations,
considering the possibility of introducing new blocks for evaluation.
For this reason, has been dedicated time to making the structure as modular as possible,
focusing in particular on these blocks. About the use of LUT or THERMO, the quanti-
zation or reconstruction block maintains the same parallelism for input data and another
one constant for output data.
Furthermore, the choice between serial or parallel architectures does not affect the com-
ponents, which will always be the same in their description, but it modifies their number.
In the parallel configuration, the number of components corresponds to the input data
defined by the degree value.

The THERMO block has been proposed as a potential solution instead the LUT to improve
quantization and reconstruction performance. This work aims to evaluate whether this
approach offers significant advantages, and if confirmed, an actual improvement. Also,
other architectures could be explored to optimize the performance of the entire decoder.

3.6.1 LUT
The use of the lookup table represents the simplest method. The quantization and re-
construction functions simply map the input message entering the block to an output
message. This function can also be executed using a ROM memory.

However, it is important to note how the size of the LUT increases exponentially with
the number of input bits. The input data is used as an address within the LUT, where
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each value is associated with a unique value. The value associated with the input data is
then returned at the desired bit-width. This means that to represent a complete LUT, it
must contain a number of addresses equal to 2N , where N is the parallelism of the data
internal to the structure, and a bit-width of the output data equal to wordWidth. In case
a shorter length is desired, the value of the data will be truncated.
The reconstruction block implemented with LUT is identical to quantization, with the
only difference that the inputs have a parallelism of wordWidth and the outputs of N,
performing the inverse operation of quantization. The structure of the process for quan-
tization and reconstruction is easily visualized in the block diagram shown in figure 3.10.

0 => "10000",
1 => "00111",
2 => "11001",
3 => "11111",

[...]

0 => "1000001",
1 => "0011111",
2 => "1100100",
3 => "1111101",

[...]

LUT_Q LUT_R

N wordWidth NwordWidth

Figure 3.10: Working principle of Quantization LUT and Reconstruction LUT

In the code developed for the study reported in this thesis, the mappings performed by the
LUT are stored within a package that is called by the component whenever quantization
needs to be performed. This grants a greater simplicity in managing the blocks, allowing
data modification without directly intervening on the component.

An extract of the code used to realize the LUT block and the package needed to do the
association, are reported below:

-- LUT_Q_rom.vhd
[...]
TYPE LUT_rom IS ARRAY (0 TO (2**N - 1)) OF UNSIGNED((wordWidth - 1) DOWNTO 0);

SIGNAL LUT_Q : LUT_rom;
BEGIN

g1: FOR i IN 0 TO ((2**N) - 1) GENERATE
LUT_Q(i) <= Data(i)(wordWidth-1 DOWNTO 0);

END GENERATE;
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-- Package for LUT_Q (data_LUT_ROM_Q.vhd)
TYPE Data_Array IS ARRAY(0 TO (2**MAX_N-1)) OF UNSIGNED((MAX_wordWidth-1)
DOWNTO 0);

CONSTANT Data : Data_Array :=(
0 => "10000",
1 => "00111",
2 => "11001",
3 => "11111",
[...]

-- LUT_R_rom.vhd
[...]
TYPE LUT_rom IS ARRAY (0 TO (2**wordWidth - 1)) OF UNSIGNED((N - 1) downto 0);

SIGNAL LUT_R : LUT_rom;
BEGIN

g1: FOR i IN 0 TO ((2**wordWidth) - 1) GENERATE
LUT_R(i) <= Data(i)(N-1 DOWNTO 0);

END GENERATE;

-- Package for LUT_R (data_LUT_ROM_R.vhd)
TYPE Data_Array IS ARRAY(0 TO (2**MAX_wordWidth - 1)) OF UNSIGNED((MAX_N-1)
DOWNTO 0);

CONSTANT Data : Data_Array :=(
0 => "1000001",
1 => "0011111",
2 => "1100100",
3 => "1111101",
[...]

For this reason, although they are relatively simple to study due to their unique associ-
ation with data, they are also difficult to use due to their high cost. The goal, that also
correspond to the scope of this thesis, has been to find valid alternatives to this quanti-
zation method, demonstrating how it is possible to achieve appreciable advantages even
at a macroscopic level.
In this work, the study of LUT will be accompanied by the analysis of the THERMO
block, which will perform the Q-R operation following different approaches.

3.6.2 THERMO
The solution called THERMO represents another approach that performs the same quanti-
zation function but differs in its implementation method. The resources used are different,
and there are slight variations between the quantization and reconstruction blocks. For
this reason, it is interesting to observe the impact of this method on performance and
resource usage. The idea of this implementation was presented in the study conducted by
[19] [17].

The quantization branch involves the use of two distinct blocks: the first, called Compara-
tor, is responsible for comparing the input data with threshold values using comparators.
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An iterative cycle scrolls through a number of values representable by 2wordW idth, com-
paring the input data with the unsigned representation of the pointer. The result of
this comparison is assigned with ’1’ if the threshold is overcome, otherwise ’0’. This ap-
proach is called thermometric code [3], where each threshold is sequentially compared,
and each threshold passed yields ’1’, remembering the mercury column. The structure of
this process is easily visualized in the block diagram shown in figure 3.11.
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Figure 3.11: Working principle of Quantization THERMO - Comparator

The encoded value obtained corresponds to the new input for the second block that
composes the structure, called term_bin_dec. This converts the thermometric code into a
binary representation coded on wordWidth bits, shown in a table 3.1. These two elements
are then grouped within the comparator_Q module.

However, to perform the comparisons, a specific term_bin_dec component is required for
each wordWidth value. This is necessary to maintain the correctness of the hardware as
the parameters vary. For this reason, three blocks corresponding to the values 3, 4, 5
have been developed and instantiated depending on the parameters being studied for that
specific iteration.
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Thermometer Code Binary form
01111111 111
00111111 110
00011111 101
00001111 100
00000111 011
00000011 010
00000001 001
00000000 000

Table 3.1: Mapping relationship for quantization - term_bin_DEC_3

The following is an extract of the code for the comparator and the term_bin_dec (in this
case the wordWidth = 3 is represented):

-- comparator.vhd
input : IN unsigned (N-1 DOWNTO 0);
output : OUT unsigned ((2**wordWidth)-1 DOWNTO 0));
[...]
PROCESS (input)

BEGIN
FOR i IN ((2**wordWidth)-1) DOWNTO 0 LOOP

if input > to_unsigned((2**i)-1, N) then
output(i) <= '1';
else
output(i) <= '0';

end if;
END LOOP;

END PROCESS;

-- term_bin_DEC_3.vhd -> for wordWidth = 3
input : IN unsigned ((2**wordWidth)-1 DOWNTO 0);
output : OUT unsigned (wordWidth-1 DOWNTO 0));
[...]
process(input)

begin
if input = "01111111" then

output <= "111" ;
elsif

input = "00111111" then
output <= "110" ;

elsif
input = "00011111" then
output <= "101" ;

[...]
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The reconstruction block will be implemented using a multiplexer. The input data to be
reconstructed will be associated with the selector of the multiplexer and will be compared
with the corresponding value casted as Unsigned. A package will assign this value to the
respective reconstructed data, which will then be provided as output. The package will
provide unique associations for each value, representing 2wordW idth combinations, and will
return in output the reconstructed data on N bits. The structure is shown more clearly
in figure 3.12. Additionally, an extract of the code describing the previously mentioned
operation is included in the following.
For the implementation of the THERMO component, instead of the memories used by
the LUTs, comparators are instantiated, which could offer high efficiency although very
intensive.

[...]

input

R(0)

R(1)

R(2)

R(3)

R(4)

R(2wordWidth-1)

output

Figure 3.12: Working principle of Reconstruction THERMO

-- reconstructor.vhd
sel : IN unsigned ( wordWidth-1 downto 0 );
output : OUT unsigned ( N-1 downto 0 ));
[...]
PROCESS (sel)

BEGIN
FOR i IN 0 TO ((2**wordWidth)-1) LOOP

IF sel = to_unsigned(i, wordWidth) THEN
output <= Data(i)(N-1 DOWNTO 0);

END IF;
END LOOP;

END PROCESS;
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-- data_reconstructor.vhd
package data_reconstructor is

TYPE Data_Array IS ARRAY(0 TO (2**MAX_wordWidth - 1)) OF
unsigned((MAX_N-1) DOWNTO 0);

CONSTANT Data : Data_Array :=(
0 => "0000000",
1 => "0000001",
2 => "0000011",
3 => "0000111",
4 => "0001111",
5 => "0011111",
6 => "0111111",
[...]
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Experimental Setup

In this chapter, we will present the strategies and software used to simulate and synthesize
the circuits developed for all the combinations of interest, in order to obtain all signifi-
cant results that demonstrate the efficiency of the various architectures, highlighting the
different trade-offs that characterize their performance.

The development of these strategies followed a hierarchical approach, where each compo-
nent was described starting from its fundamental elements. Attention was paid to verifying
the correct functionality of each component using test-benches to validate the expected
behavior. Subsequently, the complete Variable Node was developed by connecting all the
components to create the Data-path of the structure. The Control-Unit was also defined,
and finally, the entire structure was encapsulated within the Top-Entity, which describes
the desired block to be synthesized.
To verify the correct operation of individual components and the hierarchical structure as
a whole, ModelSim was used, a software developed by Siemens for simulating hardware
description languages like VHDL and Verilog. This tool was used to validate the test-
benches created specifically to verify the functionalities of the components.

Our goal is to conduct various synthesis of the described circuits, adopting different tech-
nologies and parameters. The synthesis of a logic circuit is the process by which, starting
from the reference files of the algorithm (described more or less specifically depending on
how much you want to influence design decisions), the logical expressions necessary to
realize the circuit capable of executing the desired function are written.

The description files of the various architectures to be tested were then organized in an
orderly manner within folders, in order to simplify navigation and facilitate the operation
by the scripts during synthesis. Special attention was paid to the constants files containing
the parameters to be modified to test all the combinations in play.
To have a better understanding of the organization of the synthesis, the tree diagram
visible in figure 4.1 was created, showing the structure of the code.
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Figure 4.1: Tree diagram of code organization

During this study, synthesis will be performed on two different platforms in order to
evaluate their performance and conduct a feasibility study. Initially, ASIC (Application
Specific Integrated Circuit) synthesis will be examined, using a 65nm library for silicon
implementation. Subsequently, synthesis will be carried out on FPGA, using a Cyclone
V family board.

4.1 ASIC Synthesis
For ASIC silicon synthesis, the Synopsys software was used, employing libraries imple-
menting the 65nm technology. In particular, libraries providing the worst-case scenario
were utilized. This approach is crucial as it provides the upper limits of performance,
allowing understanding of the extreme limits achievable by the device.

In order to automate the synthesis process for all possible configurations, scripts were
developed to handle loading the design of the entire structure, processing the complete
structure of the Top-Entity, performing compilation, and saving resulting area and timing
reports within files generated by the script itself and placed in the correct folders for an
easy access.
Furthermore, to perform a complete evaluation of the multiple combinations of internal
and external bit-widths of the structure together with the degree value, as will be shown
in the chapter dedicated to results, it was necessary to generate modifications in the files
named constants. This was done so that the script, using nested loops, could acquire the
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appropriate files for each synthesis combination.

A section of the script is provided for better understanding of the workflow (in this case
a script for the Serial-Single-LUT configuration is reported).

# Create a procedure to execute the analysis of VHDL scripts.
proc run_analysis {grado interni esterni} {

# Path to the directory containing the VHDL scripts.
set vhdl_dir "../src/serial_single_LUT/$grado/${interni}_${esterni}/"

# Perform the analysis for each of the VHDL codes.
analyze -f vhdl -lib WORK $vhdl_dir/constants.vhd
analyze -f vhdl -lib WORK ../src/serial_single_LUT/add.vhd
analyze -f vhdl -lib WORK ../src/serial_single_LUT/reg.vhd
[...]
analyze -f vhdl -lib WORK ../src/serial_single_LUT/datapath_VN_net.vhd
analyze -f vhdl -lib WORK ../src/serial_single_LUT/CU_VN_net.vhd
analyze -f vhdl -lib WORK ../src/serial_single_LUT/TOP_ENTITY_VN_NET.vhd

# Instantiate the top entity with the "Structure" architecture.
elaborate TOP_ENTITY_VN_NET -arch Structure -lib WORK

# Link and compile
link
compile

# Report generation of timing and area
report_timing > report/serial_single_LUT/

$grado/${interni}_${esterni}/report_timing.txt
report_area -hierarchy > report/serial_single_LUT/

$grado/${interni}_${esterni}/report_area.txt

# Necessary command to analyze the next architecture
remove_design -all

}

# Iterate over various configurations of degree, in, and ext parameters.
foreach grado {2 3 4 11} {

foreach interni {4 5 6 7} {
foreach esterni {3 4 5} {

# Skip the case where external >= internal.
if {$esterni >= $interni} {

continue
}
# Perform the analysis with the current configuration
run_analysis $grado $interni $esterni

}
}

}
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Regarding the use of THERMO components for R-Q operations, as mentioned earlier in
the previous chapter, the quantization phase is divided into two blocks. One of these
blocks, called term_bin_DEC, depends on the number of bits used for quantization. In
order to properly adapt the architecture to the required specifications, a modification has
been made to the script. This modification allows loading the correct configuration of
the component based on the desired number of external bits (wordWidth). We show the
isolated modification below:

if {$esterni == 3} {
analyze -f vhdl -lib WORK ../src/serial_single_THERMO/
term_bin_DEC_3/term_bin_DEC.vhd

} elseif {$esterni == 4} {
analyze -f vhdl -lib WORK ../src/serial_single_THERMO/
term_bin_DEC_4/term_bin_DEC.vhd

} elseif {$esterni == 5} {
analyze -f vhdl -lib WORK ../src/serial_single_THERMO/
term_bin_DEC_5/term_bin_DEC.vhd

}

A large number of constant files were generated using a second script written in Python,
which differ only in the values of the variables used. The results reports are saved within
directories, divided based on the degree and number of bits set for internal and external
values.

In the reports related to area, the Total Cell Area value is recorded, indicating the total
sum of the area of all components in square micrometers (µm2). We chose to present a
hierarchical area report, as indicated in the script, to analyze the area occupancy of all
fundamental blocks in detail. This approach was useful for studying parallel applications
as it allows easy evaluation of the contribution of each repeated element, considering the
contribution of a specific block.

Regarding timing reports, the Data arrival time value is reported, defining the maximum
period required by the critical path of the structure to complete the operation in nanosec-
onds (ns). A longer period defines a lower operating frequency, highlighting the point
where intervention is needed to optimize the speed of the structure.

The synthesis was conducted using Synopsys software installed on a server provided by
the university, accessed using a terminal provided by the X2GO client. Synthesis times
were prolonged especially for Net circuits, indicating the considerable complexity of the
structure, as expected given the large number of base VN involved. Additionally, synthesis
times may have been influenced by the limited resources allocated by the server for each
connected session.

Microsoft Excel was used for analyzing the data provided by the reports and creating
graphs included in the results chapter, useful also for evaluating trade-offs between differ-
ent architectures due to its ability to represent data in tabular form.
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4.2 FPGA Synthesis
This section focuses on the study of all the configurations, already listed and studied on
silicon for ASIC, on FPGA in order to observe the performance and costs in terms of area,
with particular attention to Adaptive Logic Module (ALM), Adaptive LUT (ALUT) and
Dedicated Logic Registers, to understand if the boards under analysis can be used to
create the structure take in consideration. Unlike Synopsys synthesis, which have place
the elements in software without resource restrictions, on FPGA these are limited, so
optimizing them is necessary.

We used Intel Quartus Prime software for synthesis, selecting the Cyclone V family of
boards and all related devices (E/GX/GT/SX/SE/ST) offered by sellers such as Altera,
Terasic and Arrow. In particular, the 5CGXFC7C7F23C8 device is tested, which contains
up to 56480 ALM units.
The operating conditions were set with a core voltage of 1.1V and a junction temperature
range of 0 to 85 ºC (with the worst-case study focused on 0 ºC).
We have prepared scripts readable by the software to automate operations and save syn-
thesis reports in appropriate folders based on the parameters under consideration. The
reports we have analysed are the following:

• <entity_name>.map.rpt: summarizes the results produced by "Analysis and
synthesis", where in particular we observe the estimation of ALMs blocks utilization,
ALUT usage for logic and dedicated logic registers used for the realization of the
architecture.

• <entity_name>.fit.rpt: contains information on resources instantiated by the
"Place and route", and therefore the final cost, after the Fitter has made the perfor-
mance optimizations.

• <entity_name>.sta.rpt: contains timing information to determine the maximum
working frequency. We look at the case of "Slow 1100 mV 0 °C Model" as the worst
case and, to force an optimization, we set an external clock with 10 ns period to
force the synthesizer to stay within this parameter.

As defined in [1], the Adaptive Logic Module (ALM) blocks constitute the fundamental
modules used by various families of boards, including the Cyclone V of our interest, to
implement the required circuits. Each ALM can support up to eight inputs and eight
outputs and contains two or four logic register cells, two cells for combinatorial logic, two
dedicated full-adders with carry chains, and an adaptive LUT. Multiple functions can
be implemented within a single ALM, and they are interconnected to achieve the overall
function desired by the circuit. Figure 4.2 shows the block diagram of an ALM.
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Figure 4.2: ALM Block Diagram for Cyclone V Devices [4]

In [1], is also possible to understand the meaning of Adaptive Look-Up Table (ALUT),
that is a logical construct that illustrate the functionalities achievable through the combi-
national logic hardware of an Adaptive Logic Module (ALM) with the compatible device
families. About the ALUT utilization, the physical resources represented differ based on
device family.

The Fitter operation in Intel Quartus Prime is responsible for the Place & Route of
the circuit. This procedure, as the name suggests, is divided into two phases, where
the first concerns the initial placement of components and logic within the FPGA. Once
that all elements have been loaded, the subsequent phase follows, aiming to connect all
instantiated elements, creating all the wiring that link them. Additionally, during this
phase, an optimization is performed to maintain the correct logic of the circuit with the
expected connections, respecting the resources available on the board and minimizing
their usage.
As also specified by the Quartus software instructions in [2], the Fitter operation begins
with a random placement of components, subsequently optimizing space by connecting all
components in the most effective manner. All these information and data will be discussed
in the Results chapter.

The general observations on the advantages and disadvantages of the different implemen-
tations of the circuits follow the same ones made previously on ASIC, with the difference
that in this case the resources are real and therefore limited. For this reason, we focus
the study mainly on the number of resources used and the variation of them according to
the architecture used.

It’s important to highlight a synthesis result for the configuration of the complete Variable
Node at the decoder level called Net. Even if a single VN is synthesized, this configuration
with 1296 instances is too large for any FPGA board proposed, both the Cyclone V family
and other proposals from Quartus Prime.
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From the synthesis on ASIC it was evident that an occupation of that area was not
possible because of the order of the couple of millimetres, that is too big to be able to use
in general, but impossible to insert inside of a FPGA, or at least for those studied. This
problem is therefore even more evident in the FPGA, making the Net analysis impossible
in this section.

The Timing Analyzer checks that the required timing relationships between signals match
the design and guarantee the correct functionality of signals observing that data arrives
within the specified times for the inserted constraints. In this context, the objective was
to determine the maximum achievable frequency of the architecture. Therefore, a lighter
constraint of 10 ns was defined to allow evaluation without excessively limiting the circuit
structure, while still preventing the synthesis of a circuit without clock timing restrictions.

# Create Clock
create_clock -name {CLOCK} -period 10.000 [get_ports {CLOCK}]

FPGA synthesis was performed quickly using a local system, with defined performance
specifications:

• Operative System Windows 10 Pro

• Intel Core i5 7500, 3.40 GHz

• 4 DRAM DDR4, 24 GBytes, Dual Channel

• Disk Unit SSD

This probably made FPGA synthesis operations faster, while it was not possible to com-
pare it with the time that need the VN Net operations, which was highly time consuming
for the ASIC synthesis.
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Chapter 5

Experimental Results

The aim of the master’s thesis is to explore the complexity of the Variable Node (VN)
focusing on its key metrics, such as area and critical path, and therefore frequency. In
order to achieve this goal we focused on examining all possible combinations between the
following VN implementations:

• Serial and parallel architecture configuration

• Internal VN bit-width: 4/5/6/7

• Bit-width after quantization: 3/4/5

• Degree (by following the degree profiles [7] of WiFi IEEE 802.11 with Rate = 0.5
and block size N = 1296): 2/3/4/11

• Implementation of quantization and reconstruction: Look-up table (LUT) and
THERMO blocks

In this chapter we show all the results produced by the synthesis of two distinct platforms:
ASIC (application specific integrated circuit) using the 65nm library for the implementa-
tion on silicon via Synopsys and on FPGA (Field Programmable Gate Array), in particular
the family of Cyclone V board, by using Intel Quartus Prime.
For a better understanding of the results and comparisons of the metrics, it can be useful
to observe the tree diagram shown previously in figure 4.1, which illustrates the code
structure and thus the order of the studied outcomes.

5.1 ASIC Synthesis Results
As mentioned above, we have synthesized the circuits of the two different architectures, in
all possible combinations of the listed parameters on silicon using Synopsys software and
using scripts to automate the process and save reports. The library used offers a channel
length of 65nm and in particular the worst-case one was used, useful to understand what
are the performance limitations under the worst conditions or implementation.
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5.1.1 Serial
Below we conduct an analysis on the changes to the parameters within serial configura-
tions. The structure denoted as Single identifies the examination of an individual VN,
dependent on the degree under consideration. With Net we study the case of a complete
VN block at the decoder level composed of N = 1296 instances of VN. These instances
follow a specific distribution of degree described by the WiFi code parity check matrix H,
with a code rate of 50% and N instances.

Single

In this section we present the resources needed in terms of the critical path, the area
occupied by the quantization and reconstruction blocks and the total area of the entire
VN. A comparison is carried forward to analyze the differences between the use of the
look-up tables and THERMO for R-Q blocks in order to study the trade-off between the
two options when changing the afore mentioned parameters.

In figure 5.1 we observe the area occupied by the two configurations of the quantiza-
tion block. The complete data are represented in table 5.1 for LUTs and table 5.2 for
THERMO. The table rows indicate the number of bits studied in the form [N, wordWidth]
with N is the bit-width inside the VN and wordWidth the bit-width of the quantized data,
while the columns indicate the degree under consideration.

The complexity shown in the graph matches the description of the hardware architec-
ture and, therefore, the elements that have been instantiated. The complexity of the
LUT depends on the parameter N, which is the bit length of the input to the block.
The THERMO component requires a number of comparisons determined by the value of
wordWidth, which represents the bit length of the quantized value output from the block.
This implies different advantages of the two structures depending on the parameters used:
for low values of N, the use of LUT remains preferable because, even with reduced values
of wordWidth, the comparators negatively affect performance in terms of area. With high
values of N, the use of comparators improves performance.

In particular, it is observed that for N equal to 4 and 5, the LUT architecture will always
be more advantageous than THERMO, while starting from N = 7, the use of LUT becomes
less advantageous. It is interesting to note that for N = 6, the THERMO configuration
will be preferable unless the value of wordWidth exceeds the 5 bits, in which case the
LUT configuration will become advantageous again.
The purpose of quantization is to reduce the number of bits used; therefore, the value of
wordWidth will always be less than N.

In general, we can infer that for very small internal bit lengths, the use of look-up tables
is advantageous, especially when the values of wordWidth approach those of N, while
for significantly larger N values compared to wordWidth, it will be advantageous to use
THERMO, with some exceptions to consider when the bit lengths are similar.
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This can be deducted from the fact that the use of THERMO eliminates the dependence
on N, which usually takes on high values, while wordWidth remains contained and always
lower than N, transferring the area dependence to a smaller parameter.

The result is of particular interest because it allows to understand the cost in resources
according to the parameters under observation, and therefore, to optimize the use of area
based on specific applications that use a precise number of bits. For the serial case, no
differences arises in terms of degree because it affects only the size of the register file and
the counter inside the VN, therefore the R and Q blocks do not change.

[4,3] [5,3] [5,4] [6,3] [6,4] [6,5] [7,3] [7,4] [7,5]

LUT_Q 28,08 48,24 57,24 105,12 137,16 157,32 209,88 258,48 299,88

THERMO_Q 60,12 62,28 109,44 64,44 111,6 233,28 66,6 113,76 235,44
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Figure 5.1: Relationship of Area between LUT and THERMO Quantization block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 28,08 28,08 28,08 28,08
[5,3] 48,24 48,24 48,24 48,24
[5,4] 57,24 57,24 57,24 57,24
[6,3] 105,12 105,12 105,12 105,12
[6,4] 137,16 137,16 137,16 137,16
[6,5] 157,32 157,32 157,32 157,32
[7,3] 209,88 209,88 209,88 209,88
[7,4] 258,48 258,48 258,48 258,48
[7,5] 299,88 299,88 299,88 299,88

Table 5.1: Area (µm2) of LUT_Q

[N, wordWidth] GRADE
2 3 4 11

[4,3] 60,12 60,12 60,12 60,12
[5,3] 62,28 62,28 62,28 62,28
[5,4] 109,44 109,44 109,44 109,44
[6,3] 64,44 64,44 64,44 64,44
[6,4] 111,6 111,6 111,6 111,6
[6,5] 233,28 233,28 233,28 233,28
[7,3] 66,6 66,6 66,6 66,6
[7,4] 113,76 113,76 113,76 113,76
[7,5] 235,44 235,44 235,44 235,44

Table 5.2: Area (µm2) of THERMO_Q
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The study proceeds with the analysis of the reconstruction block. In figure 5.2 we observe
the impact on the area of the two configurations while the complete data have been
brought back in table 5.3 for the lookup table and in table 5.4 for the THERMO.

The LUT, like in the quantization branch, increases in area exponentially with the bit-
width in input. In this context, the block size will depend on the wordWidth bit-width
since we are in the context of reconstruction. We will then analyze, through the graph,
how its size will increase in relation to the wordWidth parameter.
On the contrary, the THERMO block remains stable, even when the parameters change,
due to the fact that it is implemented using a multiplexer. As the wordWidth width
changes, only the number of wires connecting the reconstruction data changes, showing a
slight increase in area and consequently a constant cost in terms of overall area.
It is interesting to note that for parameters up to [6,4], it is advantageous to use lookup
tables in terms of area. The use of the multiplexer becomes advantageous for high values
of N, but especially for wordWidth.

[4,3] [5,3] [5,4] [6,3] [6,4] [6,5] [7,3] [7,4] [7,5]

LUT_R 14,76 16,92 34,56 20,88 41,04 90,72 23,4 49,32 106,2

THERMO_R 27 36,36 38,52 42,48 44,28 45 42,48 44,28 45
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Figure 5.2: Relationship of Area between LUT and THERMO Reconstruction block
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[N, wordWidth] GRADE
2 3 4 11

[4,3] 14,76 14,76 14,76 14,76
[5,3] 16,92 16,92 16,92 16,92
[5,4] 34,56 34,56 34,56 34,56
[6,3] 20,88 20,88 20,88 20,88
[6,4] 41,04 41,04 41,04 41,04
[6,5] 90,72 90,72 90,72 90,72
[7,3] 23,4 23,4 23,4 23,4
[7,4] 49,32 49,32 49,32 49,32
[7,5] 106,2 106,2 106,2 106,2

Table 5.3: Area (µm2) of LUT_R

[N, wordWidth] GRADE
2 3 4 11

[4,3] 27 27 27 27
[5,3] 36,36 36,36 36,36 36,36
[5,4] 38,52 38,52 38,52 38,52
[6,3] 42,48 42,48 42,48 42,48
[6,4] 44,28 44,28 44,28 44,28
[6,5] 45 45 45 45
[7,3] 42,48 42,48 42,48 42,48
[7,4] 44,28 44,28 44,28 44,28
[7,5] 45 45 45 45

Table 5.4: Area (µm2) of THERMO_R

At this point it is interesting to know the differences in terms of total area. In this
case it fits not only the contribution of the quantization and reconstruction elements but
also the rest of the logic that build the variable node, discriminating as always the two
architectures. Figure 5.3 shows the result in a graph so that it can be easily consulted,
while the complete data are given in tables 5.5 for LUT and 5.6 for THERMO.

In this situation, the contribution of the degree becomes relevant. It mainly affects the
memory block (register file and counter for addressing) as the degree increases. That will
boost linearly the size occupied by the VN. In general, the utilization of comparators in
the THERMO blocks helps to manage the space efficiently.
For reduced bit-width, employing the LUTs remains possible, but on the overall con-
figuration they turn out to be area consuming and therefore impractical for resources
conservation.

This final study shows how, in the case of using a single VN in serial configuration, it is
more convenient to replace R-Q lookup table blocks with alternative solutions due to their
dependency of the area that increases exponentially with the number of input bits to the
block. A first possible solution of this type has been proven to be the use of THERMO
block, implemented with comparators.

[N, wordWidth] GRADE
2 3 4 11

[4,3] 495,72 564,48 626,4 1047,59
[5,3] 612,72 694,44 769,68 1280,16
[5,4] 650,16 731,88 807,12 1317,59
[6,3] 745,56 841,68 930,24 1529,99
[6,4] 808,56 904,68 993,24 1593
[6,5] 889,2 985,32 1073,88 1673,64
[7,3] 943,2 1052,28 1154,16 1843,91
[7,4] 1028,52 1137,6 1239,48 1929,24
[7,5] 1137,6 1246,68 1348,56 2038,32

Table 5.5: Tot. Area (µm2) - LUT blocks

[N, wordWidth] GRADE
2 3 4 11

[4,3] 540 608,76 670,68 1091
[5,3] 646,2 727,92 803,16 1313,64
[5,4] 706,32 788,04 863,28 1373,76
[6,3] 726,48 822,6 911,16 1510,84
[6,4] 786,24 882,36 970,92 1570,68
[6,5] 919,44 1015,56 1104,12 1703,88
[7,3] 819 928,08 1029,96 1719,72
[7,4] 878,76 987,84 1089,72 1779,48
[7,5] 1011,96 1121,04 1222,92 1912,68

Table 5.6: Tot. Area (µm2) - Thermo blocks
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Figure 5.3: Relationship of Total Area between VN using LUT (left) and THERMO
(right) blocks

To provide a complete overview of the ongoing study, we have examined the contribution
of quantization and reconstruction on the total area, expressed as a percentage value. This
supplementary data can be found in tables 5.7 for LUT and 5.8 for THERMO. These data
provide the comprehension of the significance of the area occupied by both R-Q elements
within the total area, offering insight into various configurations.

The percentage is derived by considering the sum of the area occupied by the quantization
block Q and the reconstruction block R, relative to the total area of the corresponding
configuration.

[N, wordWidth] GRADE
2 3 4 11

[4,3] 8,6% 7,6% 6,8% 4,1%
[5,3] 10,6% 9,4% 8,5% 5,1%
[5,4] 14,1% 12,5% 11,4% 7,0%
[6,3] 16,9% 15,0% 13,5% 8,2%
[6,4] 22,0% 19,7% 17,9% 11,2%
[6,5] 27,9% 25,2% 23,1% 14,8%
[7,3] 24,7% 22,2% 20,2% 12,7%
[7,4] 29,9% 27,1% 24,8% 16,0%
[7,5] 35,7% 32,6% 30,1% 19,9%

Table 5.7: totLUTarea/totArea (%)

[N, wordWidth] GRADE
2 3 4 11

[4,3] 16,1% 14,3% 13,0% 8,0%
[5,3] 15,3% 13,6% 12,3% 7,5%
[5,4] 20,9% 18,8% 17,1% 10,8%
[6,3] 14,7% 13,0% 11,7% 7,1%
[6,4] 19,8% 17,7% 16,1% 9,9%
[6,5] 30,3% 27,4% 25,2% 16,3%
[7,3] 13,3% 11,8% 10,6% 6,3%
[7,4] 18,0% 16,0% 14,5% 8,9%
[7,5] 27,7% 25,0% 22,9% 14,7%

Table 5.8: totTHERMOarea/totArea (%)
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Finally, we observe the resulting critical path that we get in the different configurations.
The critical path is identified across the quantization branch. This means that, in this
study, the degree value does not affect performance as the only elements depending on it
(register file and counter) are not part of the path under examination. This conclusion is
supported by the data collected and presented in tables 5.9 for the LUT and 5.10 for the
THERMO.

As the bit-width increases, there is an increase in the period using LUT blocks, while
a reduction in period is observed using THERMO blocks. This result can be explained
by the fact that LUT blocks associate a specific quantization with each value, which can
generate significant internal fan-out, slowing down encoding operations. On the other
hand, the THERMO block utilizes simple comparisons on a reduced number of values,
allowing for faster operations. The values have been inserted in a graph and are observable
in figure 5.4.

In general, this demonstrates an advantage on the statistics for the THERMO block, with
reduced circuit area occupation and operates with lower period, and so, with a higher
frequencies.

[4,3] [5,3] [5,4] [6,3] [6,4] [6,5] [7,3] [7,4] [7,5]

LUT 2,59 3,15 3,3 3,62 3,78 3,73 4,44 4,45 4,54

THERMO 1,47 1,93 1,93 1,77 1,77 1,77 2,03 2,03 2,03
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Figure 5.4: Relationship of the Critical path period (ns) between LUT and THERMO
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[N, wordWidth] GRADE
2 3 4 11

[4,3] 2,59 2,59 2,59 2,59
[5,3] 3,15 3,15 3,15 3,15
[5,4] 3,3 3,3 3,3 3,3
[6,3] 3,62 3,62 3,62 3,62
[6,4] 3,78 3,78 3,78 3,78
[6,5] 3,73 3,73 3,73 3,73
[7,3] 4,44 4,44 4,44 4,44
[7,4] 4,45 4,45 4,45 4,45
[7,5] 4,54 4,54 4,54 4,54

Table 5.9: Critical Path (ns) LUT

[N, wordWidth] GRADE
2 3 4 11

[4,3] 1,47 1,47 1,47 1,47
[5,3] 1,93 1,93 1,93 1,93
[5,4] 1,93 1,93 1,93 1,93
[6,3] 1,77 1,77 1,77 1,77
[6,4] 1,77 1,77 1,77 1,77
[6,5] 1,77 1,77 1,77 1,77
[7,3] 2,03 2,03 2,03 2,03
[7,4] 2,03 2,03 2,03 2,03
[7,5] 2,03 2,03 2,03 2,03

Table 5.10: Critical Path (ns) THERMO
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Net

In this section, we will focus on analyzing a more realistic application of the Variable Node.
The configuration of an LDPC decoder is determined by the interconnection matrix H,
which establishes connections between Variable Nodes (VN) and Check Nodes (CN) within
the entire structure. The configuration varies depending on the type of codes we want to
examine; in our case, it corresponds to N = 1296 instances with a code-rate of 50%.

Through this study, we identify the distribution of degrees necessary to realize a complete
VN with all generated instances, as shown in the chapter dedicated to the architecture.
The main objective is to highlight the impact that this structure has on the occupied area
and the differences that arise depending on what LUT or THERMO blocks are used for
quantization and reconstruction.

The results of the synthesis are shown in figure 5.5 where we can observe the cost in terms
of area occupied by the two configurations under examination. The numerical data are
collected within table 5.11 for LUT and in table 5.12 for THERMO.
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[N, wordWidth] Total Area (µm2)
[4,3] 773858,88
[5,3] 951539,77
[5,4] 1000062,01
[6,3] 1152563,05
[6,4] 1234211,05
[6,5] 1338720,49
[7,3] 1437299,29
[7,4] 1547874,01
[7,5] 1689241,69

Table 5.11: Total Area for NET LUT

[N, wordWidth] Total Area (µm2)
[4,3] 701706,24
[5,3] 839341,45
[5,4] 917256,97
[6,3] 947116,81
[6,4] 1024565,77
[6,5] 1197192,97
[7,3] 1067022,73
[7,4] 1144471,69
[7,5] 1317098,89

Table 5.12: Total Area for NET THERMO

Considering the previous research that highlighted an advantage in using THERMO blocks
for low-cost applications in terms of occupied space and high frequency, it is observed
that this advantage also extends to a higher level, showing the overall benefit of using
THERMO blocks.

It is important to note, however, that despite improvements in resource efficiency, in both
the use of LUTs and THERMO blocks, there is an excessively high area occupation about
two square millimeters.
This data is unsatisfactory for the realization of a complete VN structure, especially
considering that in a fully unrolled architecture [8], the decoding operation will be carried
out iteratively by repeated structures, resulting in the increase in area proportional to the
number of iterations.

In conclusion, it is represented for the Net structure the resulting critical path that deter-
mines the period and so the working frequency. As already shown in the study of individual
elements, there is an improvement in performance thanks to the use of THERMO blocks
that lead to reduced periods remaining almost stable to the change of parameters.
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The graph showing the results obtained is represented in figure 5.6. To better consult the
numerical values, we report below the tables for the LUT in 5.13 and for the THERMO
in 5.14.
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Figure 5.6: Relationship of the Critical Path period (ns) between LUT (blue) and
THERMO (orange)

[N, wordWidth] Critical path (ns)
[4,3] 2,82
[5,3] 3,38
[5,4] 3,54
[6,3] 3,78
[6,4] 3,95
[6,5] 3,9
[7,3] 4,62
[7,4] 4,63
[7,5] 4,74

Table 5.13: Critical path for NET LUT

[N, wordWidth] Critical path (ns)
[4,3] 1,68
[5,3] 2,16
[5,4] 2,16
[6,3] 1,92
[6,4] 1,93
[6,5] 1,93
[7,3] 2,19
[7,4] 2,2
[7,5] 2,2

Table 5.14: Critical path for NET THERMO
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5.1.2 Parallel
In this section, we will analyze parallel architecture, considering the various configurations
previously mentioned for the Serial case, as the parameters vary.

The structure involves the replacing of the necessary elements for serial data management
with a parallel structure that allows simultaneous and combinatorial management of input
data. This will introduce improvements in terms of throughput; however, it will leads
to a significant increase in area, as it will be necessary to replicate the quantization and
reconstruction blocks for each input data to the structure. It becomes therefore of interest
to evaluate how expensive is the increase in area and how many resources are required for
the various parameters under examination, in order to observe the trade-off between the
different structures, depending on the parameters considered.

For this reason, the results provided by the area and critical path syntheses of parallel
structures for architectures that mount both LUT and THERMO blocks will be studied
below. In the next section we will focus on analyzing the differences between a serial and
parallel implementation, always discriminating between the two possibilities listed to see
which configurations are most convenient depending on the desired specific application.

The study is carried out both for the VN taken individually (Single) and for the decoder
structure with the N = 1296 instances (Net) and with the same distribution of degree
shown in figure 3.7.

Single

In this section we analyze the structure of the Variable Node in terms of area and critical
path. The study begins with the analysis of the quantization block observing the dif-
ferences between the implementation with lookup tables and the THERMO block build
using comparators.
It is important to note that in this parallel case, unlike the serial one, the degree affects
the area occupied by this stage since the structure is replicated a number of times equal
to the value of the degree itself.

We report the data of the area occupied in the two representations in table 5.15 for the
LUT and in table 5.16 for the THERMO solution. In order to better understand the
differences, the data is shown in the diagram in figure 5.7.
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Figure 5.7: Relationship of Area between LUT (left) and THERMO (right) Parallel Quan-
tization block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 56,16 84,24 112,32 308,88
[5,3] 96,48 144,72 192,96 530,64
[5,4] 114,48 171,72 228,96 629,64
[6,3] 210,24 315,36 420,48 1156,32
[6,4] 274,32 411,48 548,64 1508,76
[6,5] 314,64 471,96 629,28 1730,52
[7,3] 419,76 629,64 839,52 2308,68
[7,4] 516,96 775,44 1033,92 2843,28
[7,5] 599,76 899,64 1199,52 3298,68

Table 5.15: Area (µm2) of LUT_Q_par

[N, wordWidth] GRADE
2 3 4 11

[4,3] 120,24 180,36 240,48 661,32
[5,3] 124,56 186,84 249,12 685,08
[5,4] 218,88 328,32 437,76 1203,84
[6,3] 128,88 193,32 257,76 708,84
[6,4] 223,2 334,8 446,4 1227,6
[6,5] 466,56 699,84 933,12 2566,08
[7,3] 133,2 199,8 266,4 732,6
[7,4] 227,52 341,28 455,04 1251,36
[7,5] 470,88 706,32 941,76 2589,84

Table 5.16: Area (µm2) of Thermo_Q_par

We can observe from the tables that the values of the indicated area are proportional to
the values shown in table 5.1 where the area of the single element in serial configuration
was studied. This data is consistent with the structure because the parallel architecture
does not modify the quantization and reconstruction blocks that are instead duplicated
according to the value of the degree. For this reason, it is observable as for grade 2 the
area doubles, triples for grade 3 and so on.

As in the Serial case, it is observed that there is a correlation that highlight a greater area
consumption by the THERMO component when the number of parameter bits is reduced.
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When the bit-width value indicated by N is contained, the LUT maintain a limited area.
However, as the value of wordWidth increases, the impact of comparators becomes more
significant, but remains less relevant compared to the growth of LUTs with N.
Starting from N = 6, the THERMO block proves to be more efficient for all wordWidth
configurations, except for the configuration equal to [6,5]. In this case, there is a significant
deterioration in the area, and the use of LUTs becomes relevant again. For N = 7 or higher
values, it is convenient to use THERMO blocks for every wordWidth value.

We proceed with the same study on the reconstruction block that also in this case shows a
predictable trend with the observations already explained. The stability of the THERMO
model turns out to be an excellent general purpose solution and that keeps a complexity
almost constant, but not always the best, especially for low parameter values where the
configuration with lookup table remains preferable.
We have reported the graph in figure 5.8 while the data are available in tables 5.17 for
LUT and 5.18 for THERMO.
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Figure 5.8: Relationship of Area between LUT (left) and THERMO (right) Parallel Re-
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[N, wordWidth] GRADE
2 3 4 11

[4,3] 29,52 44,28 59,04 162,36
[5,3] 33,84 50,76 67,68 186,12
[5,4] 69,12 103,68 138,24 380,16
[6,3] 41,76 62,64 83,52 229,68
[6,4] 82,08 123,12 164,16 451,44
[6,5] 181,44 272,16 362,88 997,92
[7,3] 46,8 70,2 93,6 257,4
[7,4] 98,64 147,96 197,28 542,52
[7,5] 212,4 318,6 424,8 1168,2

Table 5.17: Area (µm2) of LUT_R_par

[N, wordWidth] GRADE
2 3 4 11

[4,3] 54 81 108 297
[5,3] 72,72 109,08 145,44 399,96
[5,4] 77,04 115,56 154,08 423,72
[6,3] 84,96 127,44 169,92 467,28
[6,4] 88,56 132,84 177,12 487,08
[6,5] 90 135 180 495
[7,3] 84,96 127,44 169,92 467,28
[7,4] 88,56 132,84 177,12 487,08
[7,5] 90 135 180 495

Table 5.18: Area (µm2) of Thermo_R_par

At this point, we will examine the contribution of each element within the VN in order
to calculate the value of the total area. This evaluation will take into account both the
quantization and reconstruction blocks for both architectures.
The graph is observable figure 5.9, the corresponding tables are the 5.19 for the LUT and
the 5.20 for the THERMO.
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[N, wordWidth] GRADE
2 3 4 11

[4,3] 536,76 762,84 1008 2268
[5,3] 695,52 977,76 1307,88 2937,24
[5,4] 770,4 1091,16 1457,64 3350,16
[6,3] 867,24 1254,6 1644,12 3939,48
[6,4] 993,24 1444,68 1896,12 4637,16
[6,5] 1154,52 1686,6 2218,68 5557,68
[7,3] 1179 1716,84 2257,2 5549,4
[7,4] 1349,64 1973,88 2598,48 6504,12
[7,5] 1567,8 2302,2 3034,8 7705,8

Table 5.19: Tot.Area (µm2) - LUT_par

[N, wordWidth] GRADE
2 3 4 11

[4,3] 626,04 895,68 1185,12 2757,96
[5,3] 762,48 1078,2 1441,8 3305,52
[5,4] 882,72 1259,64 1682,28 3967,92
[6,3] 829,08 1197,36 1567,8 3729
[6,4] 948,6 1377,72 1806,84 4391,64
[6,5] 1215 1777,32 2339,64 5890,32
[7,3] 930,6 1344,24 1760,4 4183,2
[7,4] 1050,12 1524,6 1999,44 4856,76
[7,5] 1316,52 1925,28 2532,24 6323,76

Table 5.20: Tot.Area (µm2) - Thermo_par

Looking at the complete picture it is possible to observe how the THERMO and LUT
configuration influence the study of the VN, considering also all the other elements of
which it is composed, in terms of resources spent when the parameters grow. Starting
from [6,3] it has a smaller area than the lookup tables, while below this value, the latter
offer a better optimization of the space than the comparators. The isolated case remains
[6,5] which, as the graph shows, prefers the use of LUTs due to the strong dependence of
the area of comparators for the wordWidth parameter. However this trend disappear in
the case [7,5] where, with the same wordWidth, the area of the LUT explodes due to its
exponential dependence with the bit-width of input shown by N.

In the parallel configuration there is a greater number of quantization and reconstruction
elements than the serial architecture, due to the degree under observation. The study of
overhead is interesting to analyze since it shows how important the contributions of R-Q
are compared with the rest of the logic and how much they are more predominant than
the serial case, as shown in the table 5.7 and 5.8. For the parallel case the tables are listed
below, the 5.21 for the LUT and 5.22 for the THERMO.

[N, wordWidth] GRADE
2 3 4 11

[4,3] 16,0% 16,8% 17,0% 20,8%
[5,3] 18,7% 20,0% 19,9% 24,4%
[5,4] 23,8% 25,2% 25,2% 30,1%
[6,3] 29,1% 30,1% 30,7% 35,2%
[6,4] 35,9% 37,0% 37,6% 42,3%
[6,5] 43,0% 44,1% 44,7% 49,1%
[7,3] 39,6% 40,8% 41,3% 46,2%
[7,4] 45,6% 46,8% 47,4% 52,1%
[7,5] 51,8% 52,9% 53,5% 58,0%

Table 5.21: totLUTarea/totArea (%)

[N, wordWidth] GRADE
2 3 4 11

[4,3] 27,8% 29,2% 29,4% 34,7%
[5,3] 25,9% 27,4% 27,4% 32,8%
[5,4] 33,5% 35,2% 35,2% 41,0%
[6,3] 25,8% 26,8% 27,3% 31,5%
[6,4] 32,9% 33,9% 34,5% 39,0%
[6,5] 45,8% 47,0% 47,6% 52,0%
[7,3] 23,4% 24,3% 24,8% 28,7%
[7,4] 30,1% 31,1% 31,6% 35,8%
[7,5] 42,6% 43,7% 44,3% 48,8%

Table 5.22: totTHERMOarea/totArea (%)

70



5.1 – ASIC Synthesis Results

As expected, the insertion of additional R-Q blocks has significantly increased the overall
area, especially with the increasing of degree levels, up to reaching a 50% occupation of
the entire structure. This result is significant as it allows some trade-off analysis and
permit to do specific design choices based on desired functionality objective and the area
we wish to allocate, depending on the available space.

Finally, we observe the results provided by the study of timing, identifying the period of
the critical path, and therefore the working frequency of the different structures. This
path is the same of the Serial architecture, this means that the quantization branch is
involved.
Differently from the Serial configuration, it is observed that the degree variation causes an
increase in logic and critical path. In particular, since the quantization path coincides with
the critical path, we can notice an increase in the number of subtractors, necessary for
performing operations, which however results in a higher fan-out for the register containing
the data to be subtracted. This leads to an increase in the period required to do the
operations, especially for structures with high degrees. The use of LUT is associated with
an increase in period as the parameters grow, while for the THERMO solution, a more
stable yet significantly faster period is observed compared to LUTs.
The results can be consulted from the graph in figure 5.10 and from the tables 5.23 for
LUT and 5.24 for THERMO.
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Figure 5.10: Relationship of the Critical path period (ns) between LUT and THERMO
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[N, wordWidth] GRADE
2 3 4 11

[4,3] 2,61 2,63 2,67 2,91
[5,3] 3,17 3,18 3,2 3,44
[5,4] 3,32 3,34 3,36 3,6
[6,3] 3,67 3,67 3,7 3,98
[6,4] 3,83 3,83 3,86 4,41
[6,5] 3,77 3,78 3,81 4,34
[7,3] 4,48 4,48 4,51 5,1
[7,4] 4,49 4,49 4,52 5,1
[7,5] 4,59 4,59 4,62 5,22

Table 5.23: Critical Path (ns) LUT_par

[N, wordWidth] GRADE
2 3 4 11

[4,3] 1,48 1,49 1,5 1,81
[5,3] 1,95 1,96 1,98 2,17
[5,4] 1,95 1,96 1,98 2,17
[6,3] 1,82 1,82 1,9 2,2
[6,4] 1,82 1,82 1,9 2,46
[6,5] 1,82 1,82 1,9 2,46
[7,3] 2,08 2,08 2,14 2,75
[7,4] 2,08 2,08 2,14 2,75
[7,5] 2,08 2,08 2,14 2,75

Table 5.24: Critical Path (ns) Thermo_par
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Net

The Net architecture is also studied for the previously shown parallel configurations,
following the same definition of the interconnection matrix.
The results of the synthesis are shown in figure 5.11 where we can observe the cost in
terms of area occupied by the two configurations under examination. The numerical data
are collected within table 5.25 for LUT and in table 5.26 for THERMO.
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Figure 5.11: Relationship of Total Area between NET VN using LUT (blue) and
THERMO (orange) blocks

[N, wordWidth] Total Area (µm2)
[4,3] 1115446,33
[5,3] 1435408,58
[5,4] 1611074,9
[6,3] 1848229,94
[6,4] 2140250,43
[6,5] 2518557,15
[7,3] 2542159,47
[7,4] 2939762,2
[7,5] 3444081,88

Table 5.25: Total Area for NET LUT_par
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[N, wordWidth] Total Area (µm2)
[4,3] 1319395,69
[5,3] 1588947,85
[5,4] 1868624,66
[6,3] 1760729,05
[6,4] 2037890,89
[6,5] 2657237,78
[7,3] 1972578,2
[7,4] 2252962,8
[7,5] 2867896,8

Table 5.26: Total Area for NET Thermo_par

The results highlight a proof of the trend observed in previous architectures, with an
advantage in using LUT compared to THERMO comparators for low values of N, which
affect the weight of the LUT. As N increases, the THERMO block demonstrates greater
effectiveness in resource utilization, highlighting the value [6,5], which represents the tran-
sition point of the two trends. For N equal to 6, it is advantageous to use the THERMO
block , but the value of wordWidth needs to remain below 5.
The analysis of overall occupation reveals excessively high data, with area values over the
three square millimeters, making it challenging to apply the Net architecture, especially
for a flooded approach for decoding.

Finally, it is represented for the Net structure the resulting critical path that determines
the period. As shown in the study of individual parallel elements, there is an improve-
ment in performance thanks to the use of THERMO blocks that lead to reduced periods
remaining almost stable to the change of parameters, going against the increase given by
the LUTs.

The graph showing the results is represented in figure 5.12. To better consult the numerical
values, we report below the tables for the LUT in 5.25 and for the THERMO in 5.26.
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[N, wordWidth] Critical path (ns)
[4,3] 3,57
[5,3] 4,17
[5,4] 4,31
[6,3] 4,57
[6,4] 4,68
[6,5] 4,69
[7,3] 5,46
[7,4] 5,46
[7,5] 5,47

Table 5.27: Crit-path for NET LUT_par

[N, wordWidth] Critical path (ns)
[4,3] 2,51
[5,3] 2,92
[5,4] 2,92
[6,3] 2,7
[6,4] 2,7
[6,5] 2,7
[7,3] 3,02
[7,4] 3,02
[7,5] 3,02

Table 5.28: Crit-path for NET Thermo_par
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5.1.3 Trade-off between Serial and Parallel
So far we have evaluated the performance of various Variable Node configurations, focusing
on the differences between the use of lookup tables and THERMO comparators. In this
section we want to observe the results of these R-Q blocks, but comparing the serial and
parallel implementation method, in order to observe their strengths and weaknesses.

The serial configuration has a slight dependency of the area with the grade, which only
changes the size of the memory element. This dependence on the area becomes more
marked with the parallel configuration given the multiple instantiation of the quantization
and reconstruction elements.

This study collides with the timing defined by the critical path that define the working
frequency, which may be better for low degree values given by the greater simplicity of
the structure than the serial, or worse if the degree increase too much, leading to an
growth in combinatorial logic and fan-out of some circuit components. However, it is
important to underline the value of latency since this corresponds to a great advantage of
the parallel configuration that allows its use above the serial one despite the huge increase
in area. Performing operations in parallel allows to obtain a high value of throughput and
especially low latency, which balances the problem of the area. On the contrary, the serial
architecture involves a high latency, having to carry out the operations in series.

Depending on the goal you want to achieve from the structure, it may be useful to eval-
uate what type of approach is worth following. Alternatively, the trade-off of the listed
structures is studied in order to choose the most suitable configuration.

Single

The first comparison that is possible to observe is the total area occupied between the
Serial and Parallel architecture for LUT in figure 5.13 and THERMO in figure 5.14.

The comparison in general terms are predictable for the observations made during this
chapter, despite this, the data are reported to highlight the orders of magnitude. The
resources used grow in a linear way according to the degree studied, and is possible to see
how expensive is the space used for high-grade elements.
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Figure 5.13: Relationship of Total Area between Serial (left) and Parallel (right) configu-
rations - LUT block
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Figure 5.14: Relationship of Total Area between Serial (left) and Parallel (right) configu-
rations - THERMO block
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This result can also lead to another possibility. The idea may be to use another degree
profile, using a parity check matrix with a different code rate from R = 0.5.
Keeping the number of Variable Node always equal to N = 1296, it is possible to modify
the code rate, and put it for example equal to R = 0.75, that allows to get a distribution
of degrees [7] as observable in figure 5.15.

Figure 5.15: Degree profile for Rate = 0.75. VN in blue, CN in red [7]

As is possible to see, in this case the grade of the VN would be distributed between 2, 3
and 6 eliminating the problematic degree 11. This case is not studied in this thesis but
the insertion of the above graphs allows a critical analysis of the function that we want
to obtain and therefore of the circuit that realizes it.

The same type of analysis is carried out on the critical path. This, highlighted by all
the involved structures, remains unchanged, allowing the comparison of results between
different implementations.
As already seen in the previous sections, in the serial case there is no differentiation of the
period as the degree changes because this do not affect the identified path that determines
the working frequency. However, we note that the timing between the two configurations
that are using the same type of blocks (LUT or THERMO) are almost identical for equal
parameters, with the only difference of the degree 11 that in the parallel configuration
introduces a greater delay because of the tree of subtractors that is present between the
two nodes of the critical path.
The graphs are shown in figure 5.16 for LUT and 5.17 for THERMO.
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Figure 5.17: Relationship of the Critical path period (ns) between Serial (left) and Parallel
(right) - THERMO block

The above data shows an higher period for parallel configuration, especially as the degree
increases. However, to show the strong point of the architecture, graphs that highlight
the latency value of the two solutions are reported, in figure 5.18 for LUT and in figure
5.19 for THERMO.
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The use of parallel configuration introduces structural complexity. However, this method
leads to a significant increase in the occupied area. However, this configuration allows
the structure to process all incoming data simultaneously, providing an output with much
lower latency compared to serial configuration. For applications that do not have area
requirements, this solution can be advantageous as it enhances data processing speed.

The graphs below show how important this parameter is for fast applications, and it
becomes even more significant when working with very high-grade VN.
Numerical latency data of serial architecture are visible in tables 5.29 for LUT and 5.30
for THERMO, which are to be compared with tables that report the critical path periods
of the parallel configuration in 5.23 and 5.24, where the result is showed in the graph
above in 5.18 and 5.19.
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Figure 5.19: Relationship of Latency (ns) between Parallel (left) and Serial (right) -
THERMO block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 5,18 7,77 10,36 28,49
[5,3] 6,3 9,45 12,6 34,65
[5,4] 6,6 9,9 13,2 36,3
[6,3] 7,24 10,86 14,48 39,82
[6,4] 7,56 11,34 15,12 41,58
[6,5] 7,46 11,19 14,92 41,03
[7,3] 8,88 13,32 17,76 48,84
[7,4] 8,9 13,35 17,8 48,95
[7,5] 9,08 13,62 18,16 49,94

Table 5.29: Latency (ns) Serial LUT

[N, wordWidth] GRADE
2 3 4 11

[4,3] 2,94 4,41 5,88 16,17
[5,3] 3,86 5,79 7,72 21,23
[5,4] 3,86 5,79 7,72 21,23
[6,3] 3,54 5,31 7,08 19,47
[6,4] 3,54 5,31 7,08 19,47
[6,5] 3,54 5,31 7,08 19,47
[7,3] 4,06 6,09 8,12 22,33
[7,4] 4,06 6,09 8,12 22,33
[7,5] 4,06 6,09 8,12 22,33

Table 5.30: Latency (ns) Serial THERMO

81



Experimental Results

Net

In this section, we proceed to show the relationships between the data obtained for serial
and parallel configurations in the NET architecture. In this context, the results will
demonstrate, considering the already highlighted observations, a greater area occupation
by the parallel structure compared to the serial one. The results will be presented in order
to highlight the level of difference that separates the two configurations.
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Figure 5.20: Relationship of Total NET Area between Serial (blue) and Parallel (orange)
configurations - LUT block

These graphs delineate the resource consumption in terms of area in relation to the vari-
ation of parameters, allowing to evaluate the trade-off between the two structures and
decide which configuration to select depending on the available space for a possible appli-
cation.
From the analysis of graph in 5.20, we can observe that the maximum value of the serial
configuration, corresponding to case [7,5], is reached already, in terms of area occupation,
in the parallel case related to [5,4]. On the contrary, it is interesting to note how in the
THERMO case in figure 5.21, the serial implementation is consistently superior to the
parallel one, showing a greater resource utilization by the latter for reduced parameters.
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A similar trend is also observed in the study of the critical path, which highlights the
differences in such structures. In figure 5.22, the contribution of the lookup table is shown,
while in figure 5.23, the use of comparators introduced by the THERMO architecture is
illustrated.
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Figure 5.23: Relationship of NET Critical path period (ns) between Serial (blue) and
Parallel (orange) - THERMO block

Similarly, we will observe a slightly longer period for the parallel configuration, due to the
presence of more components along the critical path that slow down the output calculation.
However, as previously mentioned, the parallel configuration offers better throughput,
making it the optimal choice in terms of latency compared to the serial configuration.
For this reason, it is appropriate to consider this choice if an high-performance architecture
is needed.
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5.2 FPGA Synthesis Results
In this section, we will observe the results obtained from the synthesis of the same architec-
tures previously studied, realized by the Intel Quartus Prime software for implementation
on FPGA.
In this case, considering the loading of the circuit description in a physical board with a
limited number of resources, we will observe parameters different from area occupancy,
focusing instead on the number of allocated resources, in order to understand the overall
usage compared to the available resources.

The FPGA contain fundamental blocks known as ALM (Adaptive Logic Module), which
contain programmable logic to realize the desired circuit function. In addition to ALM,
we will also examine the ALUT (Adaptive Look-Up Tables) used and the dedicated logic
registers. In this specific case, the device used is the 5CGXFC7C7F23C8 from the Cyclone
V board family, which has a total of 56480 ALM blocks.

Initially, we will examine the results produced by the preliminary synthesis for all three
of these parameters. Then, we will analyze the results provided by the Fitter, responsible
for the Place & Route operation. This process is essential during the circuit synthesis
on FPGA because, given the limited number of resources on the device, the aim is to
optimize the available space. In this phase, the components necessary for the desired
function are placed, and in the subsequent phase, they will be connected in an optimal
way to maximize resource efficiency.

The graphs presented will show the changes from the preliminary analysis to the data
produced by the Fitter for all configurations previously analyzed, excluding, however, the
analysis of the complete VN architecture at the decoder level with the 1296 iterations
described by the H matrix. Such circuits require a high amount of resources and are
impossible to use for FPGA implementation, as already highlighted by the study of total
area in ASIC analysis.

Finally, we will examine the results produced by the Timing Analyzer for the Slow 1100
mV 0 °C model in order to evaluate the variations in working frequency in relation to the
parameters [N, wordWidth], and degree. This analysis is significant because it represents
the worst-case scenario, showing the maximum frequency guaranteed by the circuit under
any circumstance.

After examining the optimizations performed by the Fitter, we will complete the study by
observing the differences between these data for the different architectures. In particular,
we will evaluate the variations in the use of LUT and THERMO blocks for quantization
and reconstruction operations in Serial and Parallel structures.
Finally, we will observe the differences between Serial and Parallel architectures, consid-
ering the use of LUT or THERMO blocks.
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5.2.1 Serial - Single
LUT

ALM modules decrease after the Place & Route operation, given the optimization that
the Fitter performs. From the diagram 5.24 it is little visible since, for low degree, a
variation of one or two units is observed. As the degree increases, the saving of logic
becomes more marked, more visible from the tables 5.31 for Analysis and 5.32 for Fitter.
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Figure 5.24: Relationship of ALMs - Synthesis (left) and Fitter (right) - LUT block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 18 21 25 49
[5,3] 22 25 30 58
[5,4] 27 31 34 62
[6,3] 24 28 34 67
[6,4] 28 31 36 70
[6,5] 29 33 39 73
[7,3] 43 48 50 84
[7,4] 50 52 56 87
[7,5] 55 57 60 93

Table 5.31: ALMs for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 17 21 23 38
[5,3] 19 24 26 47
[5,4] 26 30 31 55
[6,3] 22 27 28 53
[6,4] 26 28 31 54
[6,5] 27 29 33 56
[7,3] 42 47 47 68
[7,4] 49 51 54 79
[7,5] 54 56 59 83

Table 5.32: ALMs for Fitter
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The same cannot be said for the ALUT modules used that instead increase a bit after
the Fitter. The usage varies from boards used, as they depend on the physical resources
that are present in the specific device family. There is therefore the possibility that, in
order to achieve optimization, it is necessary to use a greater number of ALUT. The data
can be found in tables 5.33 and 5.34.
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Figure 5.25: Relationship of ALUTs - Synthesis (left) and Fitter (right) - LUT block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 32 34 35 58
[5,3] 37 40 42 75
[5,4] 48 52 55 95
[6,3] 39 41 42 69
[6,4] 46 50 49 80
[6,5] 47 51 50 81
[7,3] 68 70 71 103
[7,4] 79 83 82 116
[7,5] 84 88 87 121

Table 5.33: ALUTs for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 33 35 36 59
[5,3] 38 41 43 76
[5,4] 49 53 56 96
[6,3] 40 42 43 70
[6,4] 47 51 50 81
[6,5] 48 52 51 82
[7,3] 69 71 72 104
[7,4] 80 84 83 117
[7,5] 85 89 88 122

Table 5.34: ALUTs for Fitter
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Following the same thoughts previously made for the fitter, the number of Dedicated
Logic Register used to perform optimization slightly increases. The tables are given in
5.35 and 5.36.
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Figure 5.26: Relationship of Logic Reg - Synthesis (left) and Fitter (right) - LUT block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 31 36 40 70
[5,3] 36 42 47 84
[5,4] 37 43 48 85
[6,3] 41 48 54 98
[6,4] 42 49 55 99
[6,5] 43 50 56 100
[7,3] 46 54 61 112
[7,4] 47 55 62 113
[7,5] 48 56 63 114

Table 5.35: Logic Reg for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 32 38 42 74
[5,3] 38 42 51 88
[5,4] 38 47 52 88
[6,3] 41 50 56 98
[6,4] 46 50 56 105
[6,5] 44 53 58 104
[7,3] 48 56 62 116
[7,4] 49 59 65 118
[7,5] 49 59 66 117

Table 5.36: Logic Reg for Fitter
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Let us now observe the Fmax summary working frequencies of the various structures
as the parameters taken into account change. We can observe quite variable values but
that in general tend to a decrease in the frequency with the increase of the internal and
external bit-widths and with a not too marked dependence on the degree. The objective
of maintaining limited bit-widths is highlighted by the graph 5.27 and table 5.37 that
allows to obtain higher speeds.
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Figure 5.27: Timing Analyzer - Fmax Summary (MHz) - LUT block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 241,49 235,68 237,36 216,08
[5,3] 228,68 232,61 245,7 234,63
[5,4] 204,75 162,76 215,7 183,89
[6,3] 178,95 191,2 190,48 183,55
[6,4] 167,25 174,19 169,78 157,88
[6,5] 156,49 158,33 147,06 165,76
[7,3] 180,41 172,38 178,32 178,19
[7,4] 153,33 152,79 159,97 150,63
[7,5] 153,3 155,98 155,13 156,99

Table 5.37: Fmax Summary (MHz) - Slow 1100mV 0 °C Model
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THERMO

In this section we observe the same parameters for the THERMO block. We will observe
that the trend of the results does not change a lot from those that use the LUT block, then
it can be noted that also here, ALM modules decrease after the Place & Route operation.
In this section we report the values of the ALMs logic for the Synthesis in table 5.38 and
for the Fitter in table 5.39.
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Figure 5.28: Relationship of ALMs - Synthesis (left) and Fitter (right) - THERMO block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 19 22 25 49
[5,3] 23 26 31 59
[5,4] 24 27 32 60
[6,3] 27 30 35 69
[6,4] 26 29 35 69
[6,5] 27 31 37 71
[7,3] 38 42 46 83
[7,4] 42 45 49 85
[7,5] 39 42 47 85

Table 5.38: ALMs for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 17 21 22 38
[5,3] 21 25 27 48
[5,4] 21 25 26 49
[6,3] 25 27 31 53
[6,4] 24 26 30 53
[6,5] 25 27 32 54
[7,3] 36 39 42 67
[7,4] 40 43 45 67
[7,5] 37 39 42 68

Table 5.39: ALMs for Fitter
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As for Look-Up tables, the THERMO block report a slight increase of combinational
ALUTs, but it is reduced only to a couple of additional elements compared to the syn-
thesis. The tables can be found below in 5.40 and in 5.41.
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Figure 5.29: Relationship of ALUTs - Synthesis (left) and Fitter (right) - THERMO block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 33 35 36 59
[5,3] 40 43 45 76
[5,4] 40 43 45 76
[6,3] 45 49 48 79
[6,4] 43 47 46 77
[6,5] 45 49 48 79
[7,3] 65 69 68 102
[7,4] 70 74 73 107
[7,5] 65 69 68 102

Table 5.40: ALUTs for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 34 36 37 60
[5,3] 41 44 46 77
[5,4] 41 44 46 77
[6,3] 46 50 49 80
[6,4] 44 48 47 78
[6,5] 46 50 49 80
[7,3] 66 70 69 103
[7,4] 71 75 74 108
[7,5] 66 70 69 103

Table 5.41: ALUTs for Fitter
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Based on the earlier considerations done during the fitter analysis, there is a slight increase
in the number of Dedicated Logic Register utilized for optimization. This can be
visible in tables 5.42 and 5.43.
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Figure 5.30: Relationship of Logic Reg - Synthesis (left) and Fitter (right) - THERMO
block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 31 36 40 70
[5,3] 36 42 47 84
[5,4] 37 43 48 85
[6,3] 41 48 54 98
[6,4] 42 49 55 99
[6,5] 43 50 56 100
[7,3] 46 54 61 112
[7,4] 47 55 62 113
[7,5] 48 56 63 114

Table 5.42: Logic Reg for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 32 39 44 74
[5,3] 40 43 50 89
[5,4] 39 44 48 85
[6,3] 42 49 56 103
[6,4] 43 50 58 103
[6,5] 44 51 58 104
[7,3] 49 56 66 116
[7,4] 49 58 66 119
[7,5] 49 61 63 118

Table 5.43: Logic Reg for Fitter
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Now we observe the Fmax summary working frequencies across different structures as
the considered parameters change. We notice a range of values, but overall, there is a
trend for working frequency to decrease with the increasing of internal and external bit-
widths, with a not define dependence on the degree. The objective of maintaining limited
bit-widths is highlighted also for the THERMO solutions by the graph 5.31 and table 5.44
that allows to obtain higher speeds.

0

50

100

150

200

250

300

[4,3] [5,3] [5,4] [6,3] [6,4] [6,5] [7,3] [7,4] [7,5]

Fm
ax

 s
u

m
m

ar
y 

(M
H

z)

[N ; wordWidth]

Timing - Slow 1100mV 0 °C Model - Serial Sigle THERMO

GRADE 2 GRADE 3 GRADE 4 GRADE 11

Figure 5.31: Timing Analyzer - Fmax Summary (MHz) - THERMO block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 260,35 250,25 235,46 222,87
[5,3] 240,62 231,54 207,3 245,7
[5,4] 227,17 183,49 208,25 205,38
[6,3] 170,59 161,08 151,63 169,75
[6,4] 157,01 161,5 153,61 157,68
[6,5] 145,52 166,94 162,39 154,85
[7,3] 159,69 157,93 155,55 162,76
[7,4] 154,13 156,59 154,01 170,77
[7,5] 154,39 147,62 144,43 158,33

Table 5.44: Fmax Summary (MHz) - Slow 1100mV 0 °C Model
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5.2.2 Parallel - Single
LUT

In this section we continue the analysis with the parallel configuration for both LUT and
THERMO blocks. The observed logic is similar for the same change of metrics.
The parallel case reflects the observations made in the ASIC study, for this reason we
observe an increase of the logic utilization ALMs necessary to achieve higher grade VN
and higher bit-width. Figure 5.32 shows how challenging it is to manage grade 11 for both
Analysis and Fitter strategies, which show a little variation between them. The results
are most visible in Tables 5.45 and 5.46.
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Figure 5.32: Relationship of ALMs - Synthesis (left) and Fitter (right) - LUT block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 16 25 30 72
[5,3] 20 32 37 87
[5,4] 26 40 51 110
[6,3] 23 35 44 106
[6,4] 31 47 61 151
[6,5] 33 51 65 162
[7,3] 63 95 123 321
[7,4] 76 114 150 393
[7,5] 86 130 170 449

Table 5.45: ALMs for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 15 23 28 65
[5,3] 18 30 35 80
[5,4] 28 38 48 104
[6,3] 23 35 44 104
[6,4] 31 47 60 148
[6,5] 33 52 64 159
[7,3] 62 94 123 319
[7,4] 75 114 149 390
[7,5] 85 129 169 446

Table 5.46: ALMs for Fitter
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The argument for the parallel configuration that uses the look-up tables is similar to what
is said in the serial section but with the same complexity of ALUTs for increasing degree
introduced by the parallelization of the structure. The proof is seen in the tables below
in 5.47 and 5.48 and in the graph in figure 5.33.
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Figure 5.33: Relationship of ALUTs - Synthesis (left) and Fitter (right) - LUT block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 28 44 54 128
[5,3] 35 58 68 157
[5,4] 48 74 94 200
[6,3] 38 59 74 173
[6,4] 52 80 102 250
[6,5] 54 83 106 261
[7,3] 93 142 184 471
[7,4] 115 175 228 592
[7,5] 125 190 248 647

Table 5.47: ALUTs for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 29 45 55 129
[5,3] 36 59 69 158
[5,4] 49 75 95 201
[6,3] 39 60 75 174
[6,4] 53 81 103 251
[6,5] 55 84 107 262
[7,3] 94 143 185 472
[7,4] 116 176 229 593
[7,5] 126 191 249 648

Table 5.48: ALUTs for Fitter
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Unlike all the other cases, the Dedicated Logic Registers are almost identical both for
the Analysis and for the optimization of the Fitter, showing therefore that from this point
of view it is not possible to optimize the already instantiated resources. These results are
visible in tables 5.49 and 5.50 and in the graph in figure 5.34.
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Figure 5.34: Relationship of Logic Reg - Synthesis (left) and Fitter (right) - LUT block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 24 32 40 96
[5,3] 27 36 45 108
[5,4] 29 39 49 119
[6,3] 30 40 50 120
[6,4] 32 43 54 133
[6,5] 34 46 58 143
[7,3] 33 44 55 138
[7,4] 35 47 59 148
[7,5] 37 50 63 154

Table 5.49: Logic Reg for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 24 32 40 97
[5,3] 27 36 45 108
[5,4] 29 39 49 119
[6,3] 30 40 50 120
[6,4] 32 43 54 133
[6,5] 34 46 58 143
[7,3] 33 44 55 138
[7,4] 35 47 59 148
[7,5] 37 50 63 154

Table 5.50: Logic Reg for Fitter
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Finally, we observe the Fmax summary maximum frequency, as always studied in the
worst case with the junction temperature at 0 °C.
Here we note an interesting detail: in the serial configuration there was a deterioration
of the working frequency with the increase of the bit-widths reaching a stability around
the 150 MHz. In this parallel configuration instead we note the same stability, but with
worse frequencies especially for degree 3 and 4.
In general, for the application on FPGA, the parallelization of operations does not seem
to offer greater advantages (as instead introduced on silicon) but on the contrary it seems
to maintain the same frequencies of the serial architecture and, at the same time, deteri-
orating the cost in area, especially as the degree increases. The graph is reported in 5.35
while the table in 5.51.
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Figure 5.35: Timing Analyzer - Fmax Summary (MHz) - LUT block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 254,91 196,27 165,37 216,03
[5,3] 239,35 162,73 134,81 219,78
[5,4] 173,19 142,55 143,88 208,16
[6,3] 167,64 148,96 139,84 193,87
[6,4] 141,76 128,68 124,19 151,68
[6,5] 152,42 126,31 123,5 174
[7,3] 166,89 135,54 140,55 158,05
[7,4] 161,79 138,47 120,51 162,58
[7,5] 159,26 129,02 121,92 156,67

Table 5.51: Fmax Summary (MHz) - Slow 1100mV 0 °C Model
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THERMO

In this section we will cover the results of logic utilization in ALMs regarding the
THERMO block in the parallel configuration. The first observations show, as usual,
a slight improvement by the Fitter, and an increasing number of instantiated resources
with the increasing of bit-widths.
Graphs and tables concerning the number of instantiated ALMs can be displayed in 5.36
and 5.52 (for Synthesis) and 5.53 (for Fitter) respectively.
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Figure 5.36: Relationship of ALMs - Synthesis (left) and Fitter (right) - THERMO block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 16 26 30 74
[5,3] 21 33 39 87
[5,4] 22 34 40 90
[6,3] 29 44 56 139
[6,4] 27 42 53 129
[6,5] 30 45 58 142
[7,3] 51 77 99 245
[7,4] 60 90 118 251
[7,5] 51 78 101 249

Table 5.52: ALMs for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 15 24 28 66
[5,3] 20 31 37 80
[5,4] 20 32 37 83
[6,3] 29 44 56 137
[6,4] 27 41 52 126
[6,5] 29 44 56 137
[7,3] 51 77 99 243
[7,4] 57 87 113 249
[7,5] 51 78 100 243

Table 5.53: ALMs for Fitter
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As the previous section, also in this case we do not notice a particular difference between
the two types of synthesis in ALUTs but also for these elements we have a remarkable
advantage over the LUT blocks.
The reference graph is visible in Figure 5.37. The tables in 5.54 and 5.55.
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Figure 5.37: Relationship of ALUTs - Synthesis (left) and Fitter (right) - THERMO block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 28 46 54 131
[5,3] 37 61 72 157
[5,4] 37 62 72 161
[6,3] 50 77 98 239
[6,4] 46 71 90 217
[6,5] 50 77 98 239
[7,3] 87 133 172 438
[7,4] 97 148 192 438
[7,5] 87 133 172 438

Table 5.54: ALUTs for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 29 47 55 132
[5,3] 38 62 73 158
[5,4] 38 63 73 162
[6,3] 51 78 99 240
[6,4] 47 72 91 218
[6,5] 51 78 99 240
[7,3] 88 134 173 439
[7,4] 98 149 193 439
[7,5] 88 134 173 439

Table 5.55: ALUTs for Fitter
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Again, there are no appreciable differences between the two synthesis strategies for Dedi-
cated Logic Register. The values are shown in the table 5.56 and 5.57 to better observe
the few oscillations that take place.
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Figure 5.38: Relationship of Logic Reg - Synthesis (left) and Fitter (right) - THERMO
block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 24 32 40 96
[5,3] 27 36 45 108
[5,4] 29 39 49 119
[6,3] 30 40 50 120
[6,4] 32 43 54 131
[6,5] 34 46 58 142
[7,3] 33 44 55 132
[7,4] 35 47 59 143
[7,5] 37 50 63 154

Table 5.56: Logic Reg for Synthesis

[N, wordWidth] GRADE
2 3 4 11

[4,3] 24 32 40 98
[5,3] 27 36 45 108
[5,4] 29 39 49 119
[6,3] 30 40 50 125
[6,4] 32 43 54 133
[6,5] 34 46 58 143
[7,3] 33 44 55 132
[7,4] 35 47 59 143
[7,5] 37 50 63 154

Table 5.57: Logic Reg for Fitter
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As for the Fmax summary, we can conclude by making the same observations in the
previous section for frequency, also given that similar data are reported, even if the quan-
tization and reconstruction block has been modified. To verify this the graph and the
tables are reported in 5.39 and 5.58 respectively.
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Figure 5.39: Timing Analyzer - Fmax Summary (MHz) - THERMO block

[N, wordWidth] GRADE
2 3 4 11

[4,3] 257,67 155,18 181,26 231,05
[5,3] 248,08 150,04 147,12 226,45
[5,4] 232,99 147,3 163,4 198,53
[6,3] 147,73 120,66 114,59 150,78
[6,4] 154,23 130,68 123,2 144,49
[6,5] 157,53 124,05 120,73 163,03
[7,3] 157,53 119,69 136,59 155,69
[7,4] 154,8 126,45 124,33 155,91
[7,5] 159,24 125,13 123,98 162,05

Table 5.58: Fmax Summary (MHz) - Slow 1100mV 0 °C Model
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5.2.3 Trade-off between Serial Single - LUT and THERMO
In this section, we will focus on illustrating the differences in the number of elements used
for Single Serial configuration, depending on whether the LUT or the THERMO block is
used for the quantization and reconstruction blocks. The number of instantiated ALMs
is shown in figure 5.40, represented in this way to facilitate a better understanding of the
differences in results.

The tables containing the data presented in the graph have already been shown in table
5.32 for the LUT and in table 5.39 for the THERMO.
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Figure 5.40: ALMs - Serial Single - LUT (left) and THERMO (right)

Similar values are observable in the overall configuration. However, it is highlighted how,
especially with the increase of bit-widths of the metrics, there is a decrease in the ALMs
required by the architecture adopting the THERMO block. This further confirms the
observations made for ASIC synthesis, highlighting how for high parameters, THERMO
proves to be more efficient in terms of resources used.

In figures 5.41 and 5.42, respectively, graphs for ALUT and Dedicated Logic Register with
the same configuration are presented. We can observe very similar values for both cases,
with THERMO employing some additional dedicated registers but optimizing the number
of ALUTs used, especially for high parameters.
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Figure 5.41: ALUTs - Serial Single - LUT (left) and THERMO (right)
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Figure 5.42: Logic Register - Serial Single - LUT (left) and THERMO (right)

The frequency graph highlights similarities in the trend of the two configurations. How-
ever, it can be observed that the THERMO architecture offers higher frequencies for
reduced metric values. As these metrics increase, both configurations tend to converge
towards the same performance with some little improvements from the LUT in some
isolated cases. The observable working frequency is influenced by how the circuit is syn-
thesized and can provide better optimizations than others depending on the parameters
used. Therefore, this study proves that can be important do the evaluation of this results
to know the best performances.
The graph of the frequencies is reported in 5.43:
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Figure 5.43: Timing Analyzer - Serial Single - LUT (left) and THERMO (right)

The tables containing the data for ALUT, Dedicated Registers and Frequencies have
already been previously provided. Therefore, below are reported the references to these
tables:

• Single Serial LUT - ALUT usage - 5.34

• Single Serial LUT - Logic Register usage - 5.36

• Single Serial LUT - FMAX Summary - 5.37

• Single Serial THERMO - ALUT usage - 5.41

• Single Serial THERMO - Logic Register usage - 5.43

• Single Serial THERMO - FMAX Summary - 5.44
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5.2.4 Trade-off between Parallel Single - LUT and THERMO
In this section, we will focus on analyzing the same comparisons made previously, focusing
on the differences between the two distinct R-Q blocks on the parallel architecture. The
number of instantiated ALMs is shown in figure 5.44.

The tables containing the data presented in the graph have already been shown in table
5.46 for the LUT and in table 5.53 for the THERMO.
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Figure 5.44: ALMs - Parallel Single - LUT (left) and THERMO (right)

Observing the large number of instantiated elements allows us to identify the use of
the parallel architecture. THERMO blocks demonstrates a better space management,
and then, the utilization of elements in terms of the number of ALM and ALUT. The
results show a general similarity in effectiveness, but with improvements achieved by the
THERMO blocks for high values of [N, wordWidth] for all degrees under consideration.
However, similar results are observed in the number of dedicated registers used, which are
almost identical for both configurations.
The previously data obtained for ASIC synthesis is also confirmed on FPGA, showing
an advantage of using THERMO blocks within parallel architectures as the parameters
increase. The contributions offered by ALUTs and Logic Registers are shown respectively
in figure 5.45 and 5.46.
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Figure 5.45: ALUTs - Parallel Single - LUT (left) and THERMO (right)
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Figure 5.46: Logic Register - Parallel Single - LUT (left) and THERMO (right)

The frequency shows similar trends for both configurations, but higher frequencies are
noted for degree 2 and degree 11 applications, indicating slowdowns for the other degrees,
probably due to necessary synthesis required by the structures at the cost of operating
frequency. The graph is reported in figure 5.47.
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Figure 5.47: Timing Analyzer - Parallel Single - LUT (left) and THERMO (right)

The tables containing the data for ALUT, Dedicated Registers and Frequencies have
already been previously provided. Therefore, below are reported the references to these
tables:

• Single Parallel LUT - ALUT usage - 5.48

• Single Parallel LUT - Logic Register usage - 5.50

• Single Parallel LUT - FMAX Summary - 5.51

• Single Parallel THERMO - ALUT usage - 5.55

• Single Parallel THERMO - Logic Register usage - 5.57

• Single Parallel THERMO - FMAX Summary - 5.58
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5.2.5 Trade-off between Single LUT - Serial and Parallel
In this section, we will present the results obtained from the synthesis of two different
architectures, serial and parallel, while keeping the Look-Up tables as quantization and
reconstruction blocks.

The observed results are predictable and consistent with the analyses conducted previ-
ously: the parallel architecture necessarily requires a greater number of ALM, ALUT,
and Logic Register components, given the nature of the structure. Graphs are provided
to simplify the analysis of the performances of these variations.

Graphs are provided for the utilization of ALMs in 5.48, ALUTs in 5.49, Logic Registers
in 5.50.
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Figure 5.48: ALMs - Single LUT - Serial (left) and Parallel (right)
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Figure 5.49: ALUTs - Single LUT - Serial (left) and Parallel (right)
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Figure 5.50: Logic Register - Single LUT - Serial (left) and Parallel (right)

Regarding performances in terms of frequency, the use of the parallel configuration de-
crease the values, except the applications for degree 2 and degree 11, where, in most cases,
better results are observed compared to serial structures. This phenomenon highlights the
difficulties encountered by the FPGA in effectively synthesizing these architectures, as al-
ready reported in previous sections. Graph for frequency is reported in 5.51.
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Figure 5.51: Timing Analyzer - Single LUT - Serial (left) and Parallel (right)

The tables containing the data for ALM, ALUT, Dedicated Registers and Frequencies
have already been previously provided. Therefore, below are reported the references to
these tables:

• Single LUT Serial - ALM usage - 5.32

• Single LUT Serial - ALUT usage - 5.34

• Single LUT Serial - Logic Register usage - 5.36

• Single LUT Serial - FMAX Summary - 5.37

• Single LUT Parallel - ALM usage - 5.46

• Single LUT Parallel - ALUT usage - 5.48

• Single LUT Parallel - Logic Register usage - 5.50

• Single LUT Parallel - FMAX Summary - 5.51
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5.2.6 Trade-off between Single THERMO - Serial and Parallel
In this final section, the results generated by the synthesis for both Serial and Paral-
lel architectures will be presented, while keeping THERMO as the block used for data
quantization and reconstruction.

A predictable quantity of ALM and ALUT components is highlighted, although smaller
than the use of LUT. Additionally, it is observed that the number of components remains
almost constant with varying wordWidth parameter, maintaining the same value of N.
However, significant differences are noted with variations of N or degree.

The number of Logic Registers used in the Parallel architecture is lower for all degrees,
except for degree 11 which shows a more intensive use of such registers.
Graphs are provided for the utilization of ALMs in 5.52, ALUTs in 5.53, Logic Registers
in 5.54.
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Figure 5.52: ALMs - Single THERMO - Serial (left) and Parallel (right)

111



Experimental Results

0

50

100

150

200

250

300

350

400

450

500

[4,3] [5,3] [5,4] [6,3] [6,4] [6,5] [7,3] [7,4] [7,5] [4,3] [5,3] [5,4] [6,3] [6,4] [6,5] [7,3] [7,4] [7,5]

#n
u

m
b

er
 o

f 
el

em
en

t

[N ; wordWidth]

#Combina�onal ALUT for logic - Single THERMO -
Serial and Parallel

GRADE 2 GRADE 3 GRADE 4 GRADE 11

Figure 5.53: ALUTs - Single THERMO - Serial (left) and Parallel (right)

0

20

40

60

80

100

120

140

160

180

[4,3] [5,3] [5,4] [6,3] [6,4] [6,5] [7,3] [7,4] [7,5] [4,3] [5,3] [5,4] [6,3] [6,4] [6,5] [7,3] [7,4] [7,5]

#n
u

m
b

er
 o

f 
el

em
en

t

[N ; wordWidth]

#Dedicated Logic Register - Single THERMO - Serial and
Parallel

GRADE 2 GRADE 3 GRADE 4 GRADE 11

Figure 5.54: Logic Register - Single THERMO - Serial (left) and Parallel (right)

The working frequency perform a decrease with the increasing of parameters, for both Se-
rial and Parallel architectures. This trend confirms the observations made in the previous
section about the advantages offered by degrees 2 and 11, maintaining values similar to
Serial implementations, except for applications with reduced parameters like [4,3], [5,3],
and [5,4].
In this case, it is noted how the Parallel architecture influences the intensive use of re-
sources. However, it is also observed that the use of THERMO blocks allows, in some
cases, achieving better performance in terms of resource utilization or working frequency.
Graph for frequency is reported in 5.55.
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5.2 – FPGA Synthesis Results
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Figure 5.55: Timing Analyzer - Single THERMO - Serial (left) and Parallel (right)

The tables containing the data for ALM, ALUT, Dedicated Registers and Frequencies
have already been previously provided. Therefore, below are reported the references to
these tables:

• Single THERMO Serial - ALM usage - 5.39

• Single THERMO Serial - ALUT usage - 5.41

• Single THERMO Serial - Logic Register usage - 5.43

• Single THERMO Serial - FMAX Summary - 5.44

• Single THERMO Parallel - ALM usage - 5.53

• Single THERMO Parallel - ALUT usage - 5.55

• Single THERMO Parallel - Logic Register usage - 5.57

• Single THERMO Parallel - FMAX Summary - 5.58
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Chapter 6

Conclusion

The presented thesis aimed to explore the complexity of the Variable Node (VN) in
an LDPC decoder, with the objective of investigating the Reconstruction-Computation-
Quantization (RCQ) paradigm for the decoding. This approach involves the quantization
of the data inside the VN structure from an internal parallelism to an external one with a
lower number of bits, in order to reduce the computational load on the Check Nodes (CN),
another component of the decoder. Subsequently, the quantized data are reconstructed
inside the VN to return to their original form, at the original bit-width.

The main focus of the study was directed towards analyzing the components involved in
quantization and reconstruction within the VN, considering different configurations as the
key metrics vary. The observed metrics include the number of bits internal to the VN
(N), the number of external bits (wordWidth) for the quantized data, and the degree of
the structure, which identifies the number of inputs to a single VN.

Various architectures of the VN were studied and described in VHDL language, both
serial and parallel, considering both the single VN and its complete configuration with
the distribution of degrees described by the H interconnection matrix, in order to find
the optimal parameters to optimize the occupied area, frequency, and critical path of the
structure.
Additionally, two different approaches for quantization and reconstruction were examined,
one based on Look-up tables (LUT) and the other using a block called THERMO, which
employs comparators for data quantization.

The circuits were simulated to verify the correctness of the data flow and then synthesized
to collect all the necessary data to outline a complete overview of the performances.
Synthesis campaigns were conducted both on silicon for ASIC using 65nm technology
through Synopsys software, and on FPGA using Intel Quartus Prime. The results were
collected through scripts, which automated the synthesis processes of all configurations
with all combinations of the observed metrics.
The data showed how the use of comparators in the THERMO block for quantization
and reconstruction led to significant improvements in the area occupied by the blocks,
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Conclusion

especially for high values of the parameters N and wordWidth. However, for VN operating
on reduced metrics, the use of LUT is still convenient. Furthermore, the use of THERMO
blocks reduces critical path periods, allowing for a higher working frequency compared to
that provided by the LUT.

Several analyses were performed by mixing different architectures and block implementa-
tions to provide a comprehensive study of VN complexity, highlighting the strengths of
the structure depending on the chosen parameters.

This study can provide useful information on the parameters to use for a design of a circuit
that must meet specific requirements in terms of area or timing.
Furthermore, this work provide the basis for future work that may expand the study
by exploring additional structures for quantization and reconstruction branches, different
architectures for the VN, or the use of other parameter values, in order to identify the
optimal structure to use in the design of a circuit with specific requirements.
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