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Abstract

The advancement of nanofabrication techniques is essential for meeting the escalating
demands of the semiconductor industry in terms of device miniaturization and perfor-
mance enhancement. This study focuses on exploring deposition techniques, particularly
selective Atomic Layer Deposition (ALD), to propose a feasibility study of molecular
Field-Coupled Nanocomputing (molFCN) devices preliminary prototyping. The primary
objective is to demonstrate deposition selectivity on substrates with different termina-
tions to enable precise metallic pattern deposition for molFCN fabrication. Specifically,
the study examines the potential barriers of half-reactions during ALD of metals (Au,
Cu, and Pt) on silicon substrates either stripped or with -H and -OH terminations. The
analysis has been carried out through ab initio geometry optimizations, Nudge Elastic
Band analysis, and Molecular Dynamics simulations utilizing Orca and QuantumATK as
computational tools.

The findings reveal variations in potential barriers influenced by the interactions between
chosen precursors and the substrate terminations. Specifically, the insights gained into
precursor-substrate interactions and the effectiveness of hydrogen passivation revealed
that the dangling bonds on the stripped silicon substrate are more reactive than their
passivated counterpart, the evidence for this preferential behaviour is evident for Au,
less so with Cu and Pt. These findings offer valuable contributions to nanopatterning
processes despite the adopted approximations in results due to computational constraints
and complexities. Moreover, this analysis provides ground for further investigation po-
tentially addressing the existing gap in the literature on the topic.

Future studies are necessary to evaluate the scalability and sustainability of the proposed
techniques to extend the study to larger and more complex samples. Moreover, great
emphasis goes to the need for comprehensive force field evaluations to address challenges
encountered in molecular dynamics simulations. Additionally, the instability and reac-
tivity of some precursors posed unexpected challenges, therefore further investigation on
precursor synthesis stability to improve computational analysis and data reliability.
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Chapter 1

Introduction

1.1 FCN

1.1.1 Introduction to molecular Field-Coupled Nanocomputing

With the increasing demand for faster and more efficient computing systems, Field-
Coupled Nanocomputing devices present as a revolutionary computing paradigm as it
is proposed as a means to overcome CMOS technology’s physical and technological limits
such as the limitations imposed by Moore’s Law in terms of transistor scaling. FCN
stands for Field-Coupled Nanocomputing, which is a computational model that utilizes
nanometric molecules to encode and propagate information through local magnetic or
electrostatic intermolecular interactions, it poses as the perfect solution as it has potential
for digital information processing with low energy dissipation, allows room temperature
operation and higher device concentration. By utilizing nanoscale devices and quan-
tum effects, FCN has the potential to revolutionize various fields, including computing,
communications, biomedical engineering, etc. FCN has been studied and analyzed from
both a low-level analysis of single molecules and a circuit design perspective, to assess its
potential and feasibility; momentarily delving into some of the possible applications, de-
vices as field-coupled nanomagnets, can be used for logic gates and magnetically coupled
ferromagnetic dots can be engineered for digital information processing (Csaba 2022).
However, the application of more relevance to us concerns molecular electrostatic in FCN
and QCA, which is a specific implementation of FCN that utilizes quantum dot cells as
the building blocks for digital computation. [1]. These devices have attracted significant
attention due to their potential for surpassing the limitations of traditional computing
systems.

Diving into FCN technological setup, it is mainly structured as follows: A Silicon (Si)
trench is etched on the wafer’s substrate, a metal nanowire (possibly Gold) is then de-
posited at the bottom of the trench, as well as Gold electrodes on the sides of the trench for
the clocking mechanism. Afterwards, molecules such as Biscerrofene are bonded through
thiol groups to the Nanowire in question which acts as a bonding and conducting agent
for the molecules.
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Figure 1.1. molFCN implementation, molecules anchored on a gold nanowire

The information encoding is a quite simple endeavour: the nanometric molecule charge
distribution is induced by an external electric field and then propagated through local
interactions between the molecules. Therefore, the charge distribution of molecules is
used to represent and manipulate information in molecular FCN technology. To encode
the two logic states of ’0’ and ’1’, two neighbouring oxidized molecules are juxtaposed,
creating a QCA (quantum cell automata). The charge distribution and oxidation state
of the molecules will repel each other, creating two possible configurations that will be
exploited to encode the aforementioned logic states.

1.1.2 Technological issues

For a single MFCN wire, there is a need for a track a few nanometers (even Armstrong)
wide, hence, exceptional surface control is imperative both to avoid any verification and
synchronization issues due to grain discrepancies and to ensure accurate deposition and
etching processes. For more complex patterns, the issues become much greater; most
of the already available technological processes cannot guarantee the required level of
precision necessary for reliable routing [2], device integration (which involves connect-
ing and organizing the individual components), and surface control. Clocking is also
a concern, as it requires an extremely smooth metal deposition and perfect control of
the trenches’ depth to guarantee coherent synchronization. Nanolithography techniques,
such as electron beam lithography and nanoimprint lithography, which can be used to
pattern the nanoscale components of these devices are still not viable at large scale and
some cannot even reach the needed atomic-level resolution. This brings about the need
to address some fabrication challenges such as scalability, reliability, and yield to achieve
the full potential of FCN and QCA. Scalability can be defined as the ability of a system
to maintain performance and functionality when dealing with large-scale production. Re-
liability pertains to the stability and functionality of devices with long-term use, even in
very different operating conditions. Yield, on the other hand, refers to the percentage of
functional devices achieved from the large-scale fabrication process. Deposition methods,
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1.1 – FCN

such as physical vapour deposition, chemical vapour deposition, or Atomic Layer Depo-
sition, can be used to deposit the required materials onto the substrates, however, they
can prove to be incredibly expensive and present with their set of difficulties which will
be examined at a later date.

Ultimately, the thesis’s main focus will be a discussion on selective deposition techniques
that are relevant to the fabrication of FCN and QCA and how those inspired the analysis
that will follow. One such technique is hydrogen depassivation lithography (HDL). This
thesis will therefore tackle atomic layer deposition (ALD), which will be the simulated
technique using NEB (nudged elastic bands) method.
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1.2 Introduction to Atomic Layer Deposition (ALD)

1.2.1 The ALD process

Atomic Layer Deposition (ALD) is a thin film deposition technique that meets the high
standard of conformal deposition and atomic layer control exploiting self-limiting surface
reactions in order to reach precise thickness and composition control of thin films at the
atomic scale.

Most ALD processes are carried out in pulsed mode: The substrate is alternately exposed
to precursor gas phases, where the substrate is exposed to the precursors, and purge
phases, where the gases are removed from the chamber, this process is repeated until the
film reaches the desired thickness. Each precursor gas, when introduced in the chamber,
will react with the substrate surface in a self-limiting manner, forming a monolayer of
deposited material. This process can be called self-limited since the reaction sites on
which the precursor is usually chemisorbed are finite, hence, once the adsorbates have
saturated the sites on the surface, the condition for the reaction vacates, preventing any
further growth. Therefore, process repetition allows for precise control of film thickness
and uniformity. The purge phases in between the precursor phases are necessary to
separate the reaction into two half-reactions to prevent any gas phase reactions and
avoid substrate contamination during the deposition process.

Figure 1.2. ALD process: introduction of the first precursor in the chamber and first
half-reaction during the first pulse, the chamber is purged by any by-products before pro-
ceeding to the second pulse, where the second precursor is introduced. On the right, the
final product after 4 deposition cycles

In Atomic Layer Deposition (ALD), Growth per Cycle (GPC) is an important parame-
ter that determines the linear growth of the desired material and ensures layer-by-layer
deposition. Ideally, it should remain constant as it indicates one mono-layer deposited re-
gardless of precursor exposure time. This condition should guarantee linear film growth.
However, due to factors such as reactivity, surface site availability, and steric hindrance
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(Steric hindrance defines the inability of a molecule to chemisorb on the surface due to
the adsorbed molecule dimension which physically inhibits further site occupation), the
growth rate can deviate from its ideal value. This leads to two scenarios: substrate in-
hibition growth, which slows down the growth rate, and substrate enhancement growth,
which accelerates it. Moreover, temperature plays a crucial role in determining the GPC.
The ALD window 1.3 denotes the temperature range within which self-limiting reactions
occur.

Figure 1.3. ALD temperature window representation

GPC presents as a constant value when inside the ALD window and varies greatly with
temperature:

• Lower temperature, lower GPC: low energy doesn’t allow for suitable reactions
between the precursor and the substrate.

• Lower temperature, higher GPC: Chemisorption is no longer the preferred ad-
sorption mechanism, the precursor is Physisorbed. Physisorption is much weaker
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than chemisorption and doesn’t guarantee self-limiting reactions, leading to non-
conformal and multi-layered films.

• Higher temperature, lower GPC: the chemical reactions on the adsorption sites
become unstable due to the higher energy, and the precursor desorbs from the
surface.

• Higher temperature, higher GPC: the precursors become themselves unstable, de-
composing into other species and introducing contaminant species into the reaction
chamber.

Given the process depicted above, one can understand that ALD is an intrinsically slow
process: as a result of its layer-by-layer growth and due to its cyclic nature it has an
exceptionally slow deposition rate which typically ranges from 0.1Ångstrom to a few
Ångstrom per cycle varying with deposition conditions (such as Temperature and Pressure
and so on), chosen precursor and material. However this drawback is counteracted by the
fact that usually the necessary thicknesses are awfully small, hence the deposition time
becomes reasonable despite the slack process, making ALD an incredibly powerful tool
and the most prominent deposition technique in the industry.

Moreover, ALD offers several advantages in the fabrication of any type of atomic-scale
device. It assures high-quality film deposition with excellent film conformity, even on
complex three-dimensional structures, which is one of the most appealing selling factors.
The intrinsic self-limiting nature of ALD processes ensures incredibly precise control
over film thickness and composition, ideally resulting in uniform and defect-free films.
Additionally, ALD allows for the deposition of a wide range of materials, including metals,
oxides, and nitrides, offering flexibility in device fabrication.

Researchers can overcome challenges associated with traditional deposition techniques by
utilising Atomic Layer Deposition. ALD provides a powerful tool for fabricating nanoscale
components with precise control over film properties. In conclusion, the advancements
in ALD technology can and will contribute to the development of high-performance FCN
and QCA devices.

1.2.2 ALD issues

Despite the many advantages that such advanced technology brings to the table, ALD is
renowned for its capabilities in oxide deposition and presents various flaws when switching
to metals. Some of the most prominent issues that metal ALD faces are:

• Precursor Selection and Reactivity: The stability of metal precursors is crucial for
the repeatability of the process. Some precursors may degrade or decompose over
time, affecting the consistency of film growth and some metal precursors may have
limited reactivity or may they can be too reactive and decompose in an undesirable
manner. Moreover, most metal precursors present as very big molecules and their
size alone can prove to be a major nucleation issue.
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• Sensitivity Substrate: materials may interact with the ALD precursors, affecting
film quality or causing substrate damage.

• Thermal Decomposition: The temperature at which thermal decomposition occurs
is a critical parameter in ALD. It needs to be optimized to ensure efficient pre-
cursor decomposition without causing undesired side reactions or damaging the
substrate [3]. The thermal decomposition of metal precursors can result in byprod-
ucts or residuals. The kinetics of the thermal decomposition reaction play a role in
determining the growth rate and uniformity of the thin film, hence thermal decom-
position can be at fault for both slow growth rate and for poor film conformity and
purity.

• Nucleation and Initiation: Some metals exhibit poor nucleation behaviour, leading
to non-uniform or incomplete film coverage[4] [5].

• Growth Purity: Cross-contamination between metal precursors or reactions with
residual reactants from previous cycles can lead to the incorporation of unwanted
elements into the film, affecting its properties. [6]

• Film Stress and Adhesion: film stress can arise from the lattice mismatch between
the film and substrate, it can also arise from thermal expansion coefficient differ-
ences, or inherent stress during the deposition process. Poor adhesion can lead to
film delamination and peeling, jeopardizing the integrity of the entire structure,
chemical interactions with metals at the film-substrate interface are more suscepti-
ble to weak adhesion [7] [5].

• Film Conformity: Achieving conformal coverage on three-dimensional structures
relies on controlling nucleation at various points on the substrate surface. This
can be particularly challenging when dealing with complex or high-aspect-ratio
structures, especially with such big precursors, nucleation and site saturation can
be incredibly challenging.

• Equipment Compatibility: ALD equipment can be complex and expensive. More-
over, not all the already existing equipment can sustain metal ALD, this entails
costly modifications or even more costly new machinery.

1.2.3 ALD precursors

As cited in the previous paragraph, one of the crucial features that can determine a
successful and controlled deposition is the choice of Precursor. The precursor is a synthe-
sized molecule composed of the species we wish to deposit and some other elements that
provide stability to the molecule and that can react with the second precursor or reactant
so that the end result is a conformal monolayer of the desired material. Moreover, the
choice of precursor also influences other critical factors such as the temperature window
necessary for correct operation and determines film properties, for instance, growth rate,
roughness and thickness. Our analysis is mainly focused on how to achieve a good metal
nanowire deposition, hence, literature research was focused on metal precursors. Most
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of the investigated precursors present similar chemical structures or are composed of the
same chemical elements (such as Hydrogen, Carbon and Oxygen) hence, only some of the
precursors are reported in this dissertation. It is to be noted that for some of these met-
als, information is quite scarce since the process is very rarely sanctioned and examined.
Some of the data collected regarding film properties for different metals can be found in
the table 1.1.

Figure 1.4. Precursors chosen for the Gold, Copper and Platinum analysis, respectively
Me3AuPMe3, Cu(acac)2, Me2CpPtMe3

Conclusively, it is necessary to call to attention that this work will mainly be focused
on Gold, Copper and Platinum, with particular regard to Gold, as it would be the ideal
metal for FCN nanowire production; Copper and Platinum are found to be good sub-
stitutes for Gold, and Copper, in particular, makes a valid adhesion layer between the
substrate (Silicon) and another metal (such as Gold). The choice in precursors for each of
these metals fell respectively on Me3AuPMe3, Cu(acac)2, Me2CpPtMe3 3.1, mainly be-
cause of the presence of exhaustive, although non-complete, literature on the molecules
and because are regarded as some of the most stable metal precursors synthesized. They
are also volatile, stable and self-limiting, essential qualities for ALD processes, making
them the best candidates to proceed with the investigation.
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Introduction

1.3 Selective Deposition Techniques
The development of selective Deposition techniques will play a crucial part in bettering
any type of fabrication process, especially for what concerns nanometric and atomic scale
devices, such as FCN.

Such techniques revolve around the possibility of exploiting certain material and chemical
properties to make the substrate either more or less susceptible to deposition and etching.
Since most of these procedures rely on molecular interactions, they intrinsically possess
nanometric resolution. One such technique which has been the origin of this analysis is
HDL.

1.3.1 Hydrogen Depassivaton Lithography

Hydrogen depassivation lithography (HDL) can create atomic-scale patterns on a passive
surface, which can be transferred into nanoscale structures for applications like quantum
computing and etch masks [20]. It represents an incredibly innovative approach to litho-
graphic processes that possess the potential for atomic scale resolution and could prove
to be essential for the fabrication of molecular Field coupled Nanocomputing Devices.
molFCN are a technological implementation of the computational paradigm Quantum-
dot Cell Automata, for which, although for another technological setup than the one of
interest, HDL has already been exploited [21]. HDL is based on the selective removal of
hydrogen atoms from a surface, using the tip of an STM (Scanning Tunnelling Micro-
scope) which can remove hydrogen atoms from a silicon surface, enabling precise atomic
patterning for applications like nanoelectromechanical systems and bio-interfaces [22], for
example, atomic precise manufacturing [23] aids the creation of advanced configurations
like that of quantum dots, that can be also exploited for another technological implemen-
tation for QCA [24]. The substrate is first polished and removed from any contaminants
and then, the present dangling bonds are passivated with hydrogen atoms; subsequently,
an STM tip is positioned above the passivated surface and a voltage is applied. The
applied voltage enables the tip to remove selected hydrogen atoms allowing precise in-
tricate patterning and optimized design implementation. Theoretically, this technique
would enable precise patterning which is required for the creation and design of quantum
dots and other nanoscale components.
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1.3 – Selective Deposition Techniques

Figure 1.5. STM tungsten tip on an H-passivated silicon substrate, actively removing H
atoms (HDL process visualization)

HDL can be exploited in several types of applications: for example, by manipulating
individual dangling bonds and erasing them, errors that may occur during the lithogra-
phy can be corrected [25]; STM-induced desorption and lithographic patterning of Cl-
terminated Si(100)-(2x1) surfaces enable the development of halogen-based chemistries
for acceptor-based device fabrication[26]; Laser direct oxidation on hydrogen-passivated
silicon surfaces allows for the generation of wafer-scale patterns with nanometer resolu-
tion, compatible with scanning probe lithography[27]; it can be also exploited to improve
the carrier mobility and interface quality of chemical vapour deposited monolayers [28]
and it can be a robust approach for fabricating devices with precise control of dopant
number, enabling single Phosphorous atoms incorporation at each site of interest using
one-dimer patches[29]. As per its general application, HDL can be used to simplify the
fabrication process as it reduces the number of processing steps compared to traditional
lithography, also, digital fabrication of atomic-resolution patterns on Si surfaces using
H depassivation lithography offers high reliability, error checking, and complex system
creation.[30] [31]. Ultimately, not only, HDL has been found to be a contender for CMOS
consumer electronics production[32], but it has also shown much promise in overcoming
traditional lithographic technique challenges like the limited resolution [33] and it could
potentially be automated through tools like neural networks[34]; it also offers a method for
atomically resolved and controlled nanofabrication with precise control over feature size
and density[35]. Furthermore, HDL allows for nanometer-scale metal lines with widths of
10 nm while maintaining resist integrity[36] guaranteeing selective-area growth of metal
nanostructures on Si substrates, a very favourable course of action to achieve precise and
controlled deposition, moreover, patterned H-resist effectively controls the 3D growth of
nanostructures on Si(100) surfaces, limiting precursor adsorption[37] further facilitating
deposition purity and accuracy.
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Chapter 2

Theoretical background

2.1 DFT

2.1.1 Introduction to the Density Functional Theory

Density Functional Theory (DFT) is regarded as one of the most powerful computational
tools in quantum mechanics. It aims to provide a systematic and efficient approach to
studying atomic, molecular, or condensed-phase many-body systems.

Developed by Hohenberg, Kohn, and Sham in the late 1960s, DFT has become an indis-
pensable method in theoretical computational chemistry and condensed matter physics.
The fundamental premise and advantage DFT proposes lies in the description of the
electronic density distribution (density of particles in the ground state of a quantum
many-body system), rather than the wave functions of individual electrons; basically, all
properties of the system can be considered to be unique Functionals of the ground state
density.

This approach significantly reduces computational complexity, enabling the study of
larger and more complex systems since it doesn’t directly solve the many-body Srödinger
equation to obtain complete wavefunction, exploiting the concept of electron density, the
whole electronic structure can be approximated to a simple Hamiltonian.

The Kohn-Sham equations form the core of DFT, introducing a set of fictitious non-
interacting electrons that yield the same electron density as the real system. Despite
its approximations, DFT has demonstrated remarkable accuracy in predicting various
electronic and structural properties. Following, a brief overview of density functional
theory (DFT) will be given. To get a deeper understanding of DFT please refer to [38]
and [39].

2.1.2 DFT conceptualization

As mentioned in the brief introduction above, the main objective that led to DFT for-
mulation is the need for an exact theory which can describe any many-body system. A
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system constituted by nuclei and electrons is described with its associated many-body
Schrödinger equation and Hamiltonian (which is defined as a differential operator de-
scribing the total energy of the system in question).

The approximation employed to solve Shrödinger equation and to define the Hamiltonian
below is the Born-Oppenheimer approximation, hence the nuclei are considered much
heavier than the electrons, and considered in a fixed position.

H = −1
2

q
i ∇2

i +
q

i Vext(r̄i) + 1
2

q
i /=j

e
|r̄i−r̄j |

The foundation for DFT mathematical implementation is Hohenberg Kohn theorems
(1964).

The first theorem states that for any system of interacting particles in an external po-
tential Vext(r̄), the potential Vect(r̄) is determined uniquely by the ground state particle
density n0(r̄), except for a constant. This entails that the Hamiltonian is fully deter-
mined except for a constant energy shift, hence, the many-body wavefunctions for all
states (both ground and excited) are determined. Therefore, all proprieties of the system
are completely determined given only the ground state density n0(r̄).

This theorem is demonstrated through some hypothesis reduced to the absurd: assuming
the existence of two different external potentials which lead to the same ground state
density. However, the definition of two external potentials suggests the existence of
two different Hamiltonians, with two different ground-state wavefunctions that should
however have the same ground-state density. This poses an impossible inequality for non-
degenerate states, so, it can be established that there cannot be two different external
potentials which give rise to the same non-degenerate state density. The density uniquely
determines the external potential (within a constant) and the Hamiltonian is uniquely
determined by the ground density (except for a constant); consequently, the wavefunction
of any state is determined by solving the Shrödinger equation with its Hamiltonian.
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2.1 – DFT

Following, a schematic illustration portraying the Hohenberg-Kohn theorem described
above:

Vext(r̄) n0(r̄)

Ψi(r̄) Ψ0(r̄)

KS

Figure 2.1. schematic illustration for H-K theorem

Despite the appeal of this result, no precise indication has been given to solve the problem,
all that was proved is that n0(r̄) uniquely determines Vext(r̄), and the core issue persists,
we are still left with the problem of solving the original many-body problem of many
interacting electrons moving in the presence of an external potential Vext(r̄).

Summarizing and providing a somewhat more quantitative description of the issue, n(r̄)
determines N (number of electrons), the potential Vext and all the properties of the ground
state, for example, the kinetic energy T [n], the potential energy V [n] and the total energy
E[n].

The dependence on the external potential of the energy functional can be written as:

Evext = T [n] + Vne[n] + Vee[n] =
s

n(r̄)Vextdr̄ + T [n] + Vee[n]

Evext =
s

n(t̄)Vext dr̄ + FHK [n]

The term due to el-el interaction may be written as :

Vee[n] = J [n] + nonclassicalterms

where J [n] is the classical repulsion. The non-classical term is the energy term related to
the "exchange-correlation".

J [n] = 1
2

s
dr̄dr̄′ n(r̄)n(r̄′)

|r̄−r̄′|
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The second theorem providing a foundation to DFT states that a universal functional E[n]
defining the energy in terms of the density can be defined, and is valid for any external
potential Vext(r̄). For any particular Vext(r̄), the exact ground state of the system is
the global minimum value of this functional, and, the density n(r̄) that minimizes the
functional is the exact ground state density n0(r̄)

For a trial density ñ(r̄), such that ñ(r̄) ≥ 0 and
s

ñ(r̄)dr̄ = N (number of electrons):

E0 ≤ E[ñ(r̄)]

Where E[ñ] is the energy functional of the density in question. This is analogous to the
variational principle for wavefunctions[40].

The immediate consequence of the stated theorem is that the energy functional E[n] is
sufficient to determine the exact ground state energy and density. In general, the excited
states of electrons must be determined by other means.

The proof of this theorem is based on the assumption of the previous: the density deter-
mines its very own external potential, Hamiltonian and wavefunction; the latter is treated
as a trial function for the problem at hand. Exploiting this second theorem to find the
ground state of the trial function and applying the usual constraints requiring that the
ground state satisfies the stationary problem, the functional can be written as :

E[n] = ENe[n] + FHK [n]

where ENe[n] is defined as everything that depends on the system and FHK [n] is the
Hohenberg-Kohn functional, the part considered universally valid. If the nature and
value of the Hohenberg-Kohn functional FHK [n] were known, the equations for the ground
state electron density would be known and exact. Moreover, FHK [n] is independent on
the external potential Vext(r̄); this means that FHK [n] is a universal functional of the
density.

Once a definite form for FHK [n] is defined, this resolution method can be applied to solve
any system. However, accurate calculation and implementation of DFT are far from easy
to achieve because the functional FHK [n] is hard to come by in explicit form.

2.1.3 Khon-Sham method

Hohenberg-Kohn theorems provide a theoretical foundation and define tools which would
guarantee ease in resolution when faced with a many-body problem, however, they fail
to supply a practical way to compute the ground state energy E0 of a system. The
functional FHK [n] can be defined as follows: FHK [n] = T [n] + J [n] + Emol[n], where T [n]
is the kinetic energy for the functional, J [n] The classical Coloumb contribution of the
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2.1 – DFT

electron-electron interaction and Encl[n] is the non-classical contribution to the electron-
electron interaction energy, of these, only J [n] is known, while the explicit forms of the
other two contributions remain undefined and unknown.

To resolve this, Kohn and Sham replaced the original many-body system with an auxiliary
independent particle problem introducing a non-interacting reference system built from
one electron function, so that the kinetic energy T can be computed with reasonable
accuracy. This leads to an exact calculation of the properties of the many-body system
using independent-particle methods which makes for remarkably successful approximate
formulations.

In more concise terms, Kohn-Sham assumes the ground state density of the original
interacting system to be equal to that of the same chosen non-interacting system. Hence,
the main assumptions that build this method are:

• The exact ground state density can be represented by the ground state density of
an auxiliary system of non-interacting particles

• The auxiliary Hamiltonian is chosen to have the usual kinetic operator and an
effective local potential Veff (r̄) acting on an electron of spin σ at point r̄.

To briefly analytically expand on this, the kinetic energy T can be decomposed into two
terms, that of the non-interacting system TS and the residual part of the true kinetic
energy TC :

T [n] = TS [n] + TC [n]

The Hohenberg-Kohn functional is then defined as:

FHK [n] = TS [n] + TC [n] + J [n] + Encl[n] = TS [n] + J [n] + EXC [n]

where EXC [n] is the so-called exchange-correlation energy

EXC [n] ≡ TC [n] + Encl[n]

the exchange-correlation energy as defined above, relates all unknown quantities.

Once defined the variables, to compute the ground state energy E0 it is necessary to solve
the following equations:

(−1
2∇2 + Veff (r̄))Φi = ϵiΦi where i = 1,2, ..., N.

From which the electron density can be derived:

n0 =
q

i

q
s |Φi(r̄, s)|2
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now the ground state energy E0 can be easily derived.

The exact form for the exchange-correlation energy EXC intrinsically influences the value
for E0, if known, Kohn-Sham’s strategy would lead to the exact energy, hence, the Kohn-
Sham approach does not intrinsically introduce any approximations. The approximation
only comes into play when the explicit form of the unknown functional is to be derived.
In conclusion, DFT allows for access to the ground state energy of a many-body system
solving N one-electron Kohn-Sham equations instead of the much more complicated many-
body Schrödinger equation. Ideally, there would be no information loss if the exchange-
correlation energy is known in its exact form, however, since EXC is unknown, its explicit
form is up to guesswork, indeed, introducing an approximation. Kohn-Sham equations
can be computationally solved, with well-oiled and relatively straightforward numerical
methods, readily implemented in software. Some of the most used computational tools
that exploit DFT are VASP, Quantum ESPRESSO or ORCA. A flow chart depicting the
computational algorithm some of the listed software adopt is reported below.
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2.2 NEB

2.2.1 Introduction to Nudge Elastic Band

Nudge Elastic Band (NEB) simulations are a powerful technique mainly exploited in com-
putational materials science and computational chemistry, more generally speaking this
technique finds relevance in the field of atomistic simulations. This method is primarily
employed to study the mechanisms and pathways of chemical reactions, phase transitions,
and other dynamic processes in materials. NEB simulations can be particularly useful for
systems with multiple possible reaction pathways, this makes them the perfect tool for
ALD reaction analysis as it allows for energy assessment for all possible reaction path-
ways. Moreover, at its core, the Nudge Elastic Band method aims to find the minimum
energy pathway between the two given configurations. The following paragraph will delve
into the theory behind Nudge Elastic Band (NEB) simulations in more detail.

2.2.2 The basis for NEB simulations

Interactions between the atoms composing a system can be modelled through interatomic
potentials or force fields. These interactions give rise to a collection of energies describing
different atomic configurations, creating a so-called energy landscape. To better explain,
during a chemical reaction, the reactants, intermediates, and products will each corre-
spond to a different configuration composing the energy landscape. The energy landscape
can be described by a potential energy function U(r̄) where r̄ represents the coordinates
of all atoms in the system. The system is made up of N atoms (r̄ is a 3N dimensional vec-
tor). To better define the instances that compose the energy landscape, it is imperative
to use a reaction pathway 4.1.

A Reaction pathway is defined as a series of intermediate configurations that connect the
initial and final states of a reaction. In more complex systems, there might be multiple
possible reaction pathways, each with its energy barrier.

The reaction pathway is composed of M images, each with its configuration coordinates
ri. These images are generated through a coordinate interpolation between the initial
and final states of the system in analysis. The pathway is parameterized by exploiting a
reaction coordinate s, where s = 0 corresponds to the initial state and s = 1 corresponds
to the final state.

The NEB method aims to find the lowest energy pathway connecting the initial and
final state of the given configuration. The pathway is represented as a chain of images,
each image corresponds to a configuration along the pathway. Once defined through the
interpolation of the system coordinates, the images are connected by imaginary springs
(or imaginary spring-like forces), which provide an elastic restoring force that pushes and
pulls, the images towards the lowest energy path.

The forces are decomposed into two components:
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2.2 – NEB

• The tangential component Ft,i(s) that goes along the pathway and drives the images
along the reaction coordinate;

• The perpendicular component Fp,i(s) which ensures that the images remain evenly
spaced along the pathway.

As mentioned above, the images are connected by springs along the reaction pathway,
these springs provide an elastic restoring force. Let ri(s) denote the position of the i-th
image as a function of the reaction coordinate s. The total potential energy of the system
is given by:

U((ri(s)) =
qM

i=1 E(ri(s)) +
qM

i=1
k
2 ||ri+1(s) − ri(s)||2

where k is the spring constant and || · ||2 is the squared Euclidean norm.

The images are nudged iteratively along the pathway to minimize the total potential
energy. This is typically done by steepest descent or conjugate gradient methods. The
force on each image is calculated as the negative gradient of the potential energy:

Fi(s) = − ∂U
∂ri

To find the transition state of a reaction a variant of the standard NEB method, known
as Climbing Image NEB (CI-NEB), is often used. In CI-NEB, one of the images is
designated to be the climbing image, and its position is updated using an additional
correction term that drives it along the direction of the maximum force. This greatly
helps the convergence efficiency of the transition state.

The optimization process continues until the forces on all images are sufficiently small,
indicating convergence to a minimum energy pathway.

Overall, NEB simulations provide valuable insights into phase transitions and chemical
reactions, allowing behavioural predictions at the atomic level. In conclusion, the NEB
algorithm employs coordinates interpolation, elastic band force representation, and nu-
merical iterative optimization to find the minimum energy pathway between two given
configurations. This pathway provides valuable information on the kinetics of chemical
reactions and phase transitions. More on this can be found at [41].
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2.3 MD

2.3.1 Introduction to Molecular Dynamics

Molecular Dynamics (MD) is a numerical method that utilizes classical mechanics to
describe the state of a system in terms of space and time. MD solves Newton’s equation
of motion for a fixed amount of time (time-steps). Time steps are employed to determine
the physical interaction among all particles within a given time frame.

MD is a powerful tool that can provide a reliable estimation of the dynamic evolution of
a system. It is instrumental when investigating intricate processes in the fields of physics,
chemistry, and biophysics. In materials science and engineering, MD is employed as a
computational chemistry technique that aids in the study of chemical processes.

By simulating the motion of single atoms in atomic or molecular systems, MD allows for
a comprehensive description of the particle system’s behaviour. Ab initio approach is
based on solving the Schrodinger equation for each particle in the system. While highly
accurate, it is also computationally expensive and requires substantial resources. As a
result, it is only suitable for a limited number of particles. Nevertheless, despite the
difference in accuracy, MD can be used as an exploratory tool to gain initial insights
into a system. It also allows for the understanding of systems that are not accessible
through experimental techniques. When experimental and simulated results align, it
is reasonable to attribute the explanation of the experimental results to the simulation
model. However, it is crucial to critically analyze MD results as they may not always
be correct, since mainly reliant on classical physics which doesn’t account for several
microscopic effects.

2.3.2 The MD method

The main objective of an MD simulation is to monitor the movement and the evolution of
the atoms in the ensemble in time. A given system with N number of atoms or particles
can be described through sets of vectors carrying their respective data for the coordinates
and the velocities of each of the particles, during the simulation, the values for position
and velocity will be updated for each time instance. The main computational flow will
now be quantitatively described and subsequently illustrated by a flow chart which can
be found below;

The first computational step is to set up the simulation with the initial positions (and
coordinates) and velocities for each particle belonging to the system. Once initialized, the
simulation can begin; firstly Newton’s laws come into play: the force that each particle
exerts on its neighbours is computed:

fij = −∇iV (rij)

where V (rij) is the potential energy function and rij = ||rj − ri|| is the distance between
the two neighbouring particles. Since the force that particle j exerts on particle i has
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the same magnitude but in the opposite direction to the force that particle i exerts on
particle j (Newton’s third law), the total force acting on one particle i is:

Fi =
qN

i /=j fij

Proceeding to the following step, Newtonian mechanics can be exploited:

Fi = mir̄i = mi
d2ri
dt2

To assess the time integration of the position and velocity vectors numerical methods are
needed. The most accurate, reliable and most exploited numerical method is the Varlet
algorithm

vi(t) = ri(t+∆t)−ri(t−∆t)
2δt

ri(t + ∆t) = 2ri(t) − ri(t − ∆t) + Fi(t)
mi

(∆t)2

Nonetheless, any would suffice, for example, Taylor expansion at the first order:

vi(t + ∆t) = vi(t) + ∂vi(t)
∂t ∆t

ri(t + ∆t) = ri(t) + ∂ri(t)
∂t ∆t

However, the simulation would suffer from poor accuracy. The integration leads to the
guess for velocity which is then used to compute the kinetic energy and temperature of
the system.

As per what concerns the thermodynamics of the system in analysis, all that’s left is to
account for the total energy of the system:

E(t) = Utot(t) + Ktot(t)

For which the potential component can be computed as the sum of all the potential
energies (potential for each pair present in the ensemble):

Utot(t) = 1
2

q
i,j V (rij)

and the Kinteic as the summed-up Kinetic components of the N particles

Ktot(t) =
qN

i=1 V (rij)1
2mi||vi(t)||2

Once the Energy of the system is defined, the correlation between the Kinetic component
and the temperature is immediate:

2
3kBT = Ktot(t)

As per the definition of the pressure of the ensemble:

P = NkBT
V +

qN

i=1 Fi·ri

3V

Now the position and velocity of every particle of the system have been calculated and
updated through time integration and the algorithm can be repeated for the next time-
step.
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2.3.3 The ensambles

The word ensemble has been used quite a bit in the previous paragraph, it refers to
the entities that compose the system. It is defined as the N number of particles that
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occupy a fixed volume V and has a fixed total energy. The system needs to be completely
isolated from the external world and external forces. This system can also be called a
micro-canonical ensemble or NVE ensemble, however, in order to have external control
over the thermodynamics of the MD simulation, two other ensembles have been defined
NVT and NPT:

• NVT also called canonical ensemble, sets a fixed temperature by simulating the
presence of a heat sink coupled with the system during the simulation. Since the
Temperature is externally fixed, the kinetic energy will also be maintained constant.
As mentioned, the thermal energy is exchanged through an external thermostat
(heat sink), the most used are the Berendsen, the Nosé-Hoover and the Langevin
thermostat;

• As per the NPT, also called an isothermal-isobaric ensemble, it was previously
mentioned, the NVE ensemble is set to have a fixed volume V, hence during the
simulation, the pressure will change continuously, to keep the pressure constant, the
volume is set to be variable and is adjusted through a barostat, some commonly
used are the Berendsen and the Hoover barostat.

A more detailed analysis of the discussed theory can be found [42] [43] [44] [45] [?]

2.3.4 Force Fields

Selecting an appropriate potential set for a molecular dynamics simulation depends on
the accuracy and efficiency required. MD simulations support various force fields and
parameter sets for different materials. Here are a few of the most used potential sets:

• Universal Force Field (UFF); UFF is a general-purpose force field, used for an
incredibly wide range of materials, it can be useful for exploratory simulation since
it won’t make the simulation too computationally expensive, however, this comes
at the cost of accuracy since the model lacks quantum mechanical corrections.

• Reactive Force Fields (ReaxFF); ReaxFF is most suitable for any system that
includes a chemical reaction since it is very accurate when dealing with bond break-
ing and bond formation.

• Tersoff potential; Tersoff is most often used for silicon-related simulations, it is
much less accurate for metals.

• EAM (Embedded Atom Method); EAM is a classical potential, most suited
for metallic systems. It is modelled around the electron density of each atom and
it is well supported by many software.

• MEAM (Modified Embedded Atom Method); MEAM is an extension of the
Embedded Atom Method, it provides an even more accurate description for metallic
systems.
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to read more about the different models consult the literature and documentation for
each potential set to better understand its strengths and limitations [46].

Some factors need to be addressed before making an informed choice:

• Accuracy; If the simulation requires quantum mechanical corrections, there might
be a need for a more sophisticated potential set such as ReaxFF or even to perform
a DFT calculation.

• Computational Resources; Computational power poses a hard limit to the sim-
ulation, hence, the potential model needs to be in line with the available computa-
tional resources.

• Compatibility; The chosen model and potential set, need to be compatible with
the software employed for the simulation.

The parameters required for a molecular dynamics simulation such as force field param-
eters or potential set parameters, are typically derived from experimental data or theo-
retical calculations. These parameters can be obtained through literature and Database
research, or computed ex novo through ab initio simulations. To avoid computationally
expensive ab initio simulations, one could check scientific literature and databases for
studies on the materials employed in the simulation, since, usually published work is
supplemented with force field parameters and potential sets.

Moreover, many force fields, such as ReaxFF, EAM, and Tersoff, come with associated
manuals or original papers that provide detailed information on the parameterization
process.

Furthermore, some databases specialize in providing materials-related data, including
force field parameters, and, some research groups or institutions maintain repositories of
potential sets and force field parameters.

Conclusively, some of the softwares employed to perform the MD simulations, for example,
QuantumATK, include documentation which carries information on available force fields
and potential sets, along with any required parameters. When possible, parameters are
often determined through fitting experimental data or quantum mechanical calculations,
and the details of this process are typically described in the literature.
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Chapter 3

Methodology

As briefly mentioned in the introduction of this work, the investigation aims to provide a
quantitative analysis of the selectivity of a passivated substrate in regard to its stripped
counterpart. The study is mainly focused on three metal precursors

• Me3AuPMe3, chosen ALD precursor for Gold (Au) [8] [9]

• Cu(acac)2, chosen ALD precursor for Copper (Cu) [13] [14]

• Me2CpPtMe3, chosen ALD precursor for Platinum (Pt) [10][11][12]

and it will simulate their interaction with the surface of

• stripped Si100 (Silicon) substrate (dangling bond - precursor interaction)

• H-passivated Si100 (Silicon) substrate (H - precursor interaction)

• OH-passivated Si100 (Silicon) substrate (OH - precursor interaction)

during a supposed ALD half-reaction process.

The inquiry on the half-reaction is intended to produce an energy pathway which should
have a greater energy barrier for the interaction of the precursors with the H-passivated
substrate, thus demonstrating a preferential deposition on the stripped Silicon, the OH-
terminated substrate was intended to be a control sample, however, was not found to be
compliant, this point will be expanded upon in the Results chapter.

The simulation setup is composed of two steps:

• Geometry optimization

• NEB simulation
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Methodology

3.1 Geometry Optimization

In order to perform an accurate and somewhat reliable energy evaluation of the system
analyzed, an optimization of the plotted configurations has to be performed.

Firstly, to help with simulation time and computational resources, to be able to evaluate
the absorption energy and to guarantee that the structures are in their minimum energy
state, the precursors and substrates were optimized separately

Figure 3.1. Precursors chosen for the Gold, Copper and Platinum analysis

Figure 3.2. Silicon100 substrates samples with the different terminations (Dan-
gling Bonds, -H, -OH)

and then the initial and final molecular structure configurations were set up by combining
the precursor and the chosen substrate and optimized
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3.1 – Geometry Optimization

Figure 3.3. Example step1 - initial configuration (in this case Au on H terminated substrate)

Figure 3.4. Example step2 - final configuration (in this case Au on H terminated substrate)

This process was carried out through the software Avogadro [47]. The molecular coordi-
nates were carefully examined to ensure that they were suitable for ORCA inputs. This
process involved checking for correct atom types, atom coordinates and overall geometry.
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The Geometry Optimizations (GO) in this study were conducted using the quantum
chemistry software ORCA [48] (version 5.0.4). ORCA was chosen due to its capability
to perform electronic structure calculations such as geometry optimizations which makes
it the optimal choice for exploring molecular structures.

The choice of basis set and quantum chemical method is incredibly significant since their
selection can make the difference between accurate electronic structure calculations and
implausible results. The chosen basis set was def2-TZVP, were:

• D: double-zeta (split into two sets of basis functions: one for core electrons and one
for valence electrons)

• E: inclusion of polarization functions, they account for the electron cloud’s ability
to deform in response to the presence of an electron or electron pair and improve
the description of electron correlation

• F2 [49]: specifies that the basis set includes a set of "diffuse" functions, they describe
electron density that extends further from the nucleus.

• TZVP [50]: "Triple-Zeta Valence Polarized" basis set. This means that the basis
set includes three sets of basis functions for valence electrons (one for each level of
polarization).

As per what concerns the resolution method, the Perdew-Burke-Ernzerhof(PBE) [51]
exchange-correlation functionals have been selected. The Perdew-Burke-Ernzerhof func-
tional, developed by John P. Perdew, Kieron Burke, and Matthias Ernzerhof in 1996, is a
widely used Density Functional Theory (DFT) functional in computational chemistry. It
is a part of the generalized gradient approximation (GGA) family of functionals. In the
PBE functional, the exchange-correlation energy is approximated based on the electron
density and its gradients, it also includes non-local exchange effects.

Notably, the simulations also include the dispersion and the counterpoise corrections;
The D3 dispersion correction [52] [53] is used to account for Van der Waals interactions,
and the counterpoise typically accounts for basis set superposition errors in calculations
involving multiple interacting molecules.

The geometry optimization was performed to locate the minimum energy structure of the
molecule. The process iteratively adjusts atomic coordinates until SCF Self-Consistent
Field (SCF) convergence is achieved. The key parameters, such as the convergence thresh-
old and the maximum number of iterations, were set considering the computational re-
sources available.
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3.2 – NEB

3.2 NEB
The Nudged Elastic Band (NEB) [54] method was employed to investigate the reaction
pathway and energy changes between the initial and final states of the molecular trans-
formation. This technique provides insights into the mechanisms of chemical reactions
by sampling the minimum energy path connecting these states.

As mentioned, NEB calculations require well-defined initial and final states. The struc-
tures were produced through Avogadro and based on the desired chemical transformation.
These systems were optimized individually using the methodology outlined in GO before
being set up in the NEB simulation.

The NEB setup, carefully outlined in the previous chapter, (also performed by exploiting
the computational software ORCA, with the same initial setup for the input file as the
GO) is based on the interpolation of coordinates, that generate a path of images between
the initial and final states. These images, also called beads serve as intermediates of the
chemical reaction in analysis. The set of images is then distributed along the pathway,
and each bead is subsequently optimized to reach the minimum energy state guaranteeing
a smooth transition between adjacent images, an example can be found here 4.1.

Key parameters for the NEB calculation include the number of images (7 in our case) and
convergence criteria for each optimization step. The convergence criteria for the NEB
calculation were defined to ensure that the optimization process adequately sampled the
reaction coordinate. The convergence of the NEB calculation was monitored by tracking
the forces on each bead, ensuring that the forces reached a minimum and the band
retained its smoothness, indicating a converged reaction pathway. Post-processing for
the NEB analysis involved extracting relevant information from the optimized pathway,
mainly the reaction coordinate profile, the system structural changes and energy barriers.

3.3 MD
To further our investigation we would also like to perform some Molecular Dynamics
simulations in order to check the selectivity of the deposition on a larger scale.

The objective is to:
• Examine a larger substrate, mostly passivated, but patterned.

• Suppose the SPUTTERING process for the deposition

• Verify the efficiency of the "Masked" (Passivated) surface

• Exploiting QuantumATK TremoloX tool to build your own Force Field

• Sputtering yield plot for different angles and energies

Some of these objectives were unfortunately unattainable, nevertheless, a good insight
into the used tools was acquired.
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Chapter 4

Results

4.1 NEB simulations results
After having laid out the basic methodology employed to carry out the simulations, it’s
time for a discussion on the obtained data and how it pertains to the findings in the
reviewed literature.

Indeed, this section presents the findings obtained from the simulative analysis conducted
to address the questions illustrated in detail in the previous chapters, that fueled and
motivated this study. Thus, this chapter is mainly focused on data collection, analysis
and interpretation and its aim is to provide critical insights into barrier analysis and
passivation efficiency, hence, exactly how effective H-masking can be for nano-precise
metal Atomic Layer Deposition.

These results are presented both through graphical representation and through numerical
data and are displayed to highlight the key patterns and trends discovered during the
research process.

This brief introduction serves as a roadmap for navigating the following sections. The
findings will be divided into sub-categories, namely by metal deposited and are system-
atically presented to provide a comprehensive overview of the case study.

As we dive into the results, it is essential to be mindful of the limitations, mainly com-
putational, and challenges faced during the analysis, which will be reported in detail in
the following text. Contextualizing the results is important, the findings are completely
dependent on the model used for the simulations to better suit the research goal.

In summary, the results section carries the core of the research endeavour, delineating
empirical evidence that substantiates the hypotheses posed as a preface for this subject
matter.
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Results

4.1.1 Gold

Considering that the main purpose that motivates this research is Field-Coupled Nano-
computing devices prototyping, and, one of the best materials to fabricate the needed
nanowire is Gold, the first simulations that were carried out were in fact centred on this
element. Admittedly, Gold is notorious for being one of the most finicky elements to work
within the realm of Atomic Layer Deposition, and any fabrication process in general, from
deposition to etching is found to be very tedious, mainly because of factors like thermal
decomposition, film adhesion and the difficulty in precursor synthesis, hence why it was
analyzed first.

The first simulation intended to reproduce the first half-reaction in an ALD process is
depicted in figure 4.1.

Figure 4.1. Reaction pathway, interpolated images 1 to 9 for Au precursor
reaction on stripped substrate

Reading the images from left to right and top to bottom, the first portrays the precursor
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4.1 – NEB simulations results

(trimethyl(methyl phosphine)gold(I)) hovering on a sample of a Si100 substrate, the
surface is completely stripped, hence, the interaction will be between the precursor and
the available dangling bonds. The last image represents the final state of the interaction,
the precursor is now bonded to the substrate, more precisely, the precursor has been freed
from one of its methyl groups which bonded with one of the available silicon dangling
bonds, and the recently freed gold electron latches onto another surface silicon atom.

The other images are the result of the NEB coordinate interpolation between the initial
and final step and show the most probable pathway the system pursues to reach the final
configuration.

For each of these images, or beads, the simulation will provide the total energy of the
depicted configuration as output. These data are reported in the figure below 4.2

Figure 4.2. Energy pathway of Au precursor reaction on stripped Si100 substrate
(step 1 with fixed precursor)

As evident from the plot 4.2, the collection of energy values gathered for each image,
results in an energy curve that can be considered as a baseline energy path for the
outlined reaction.

More specifically, in this case, the system is found to be highly unstable, the energy falls
rapidly, and each of the interpolated images is found to be more energetically inexpensive
than the previous, hence, the lack of an energy barrier renders the chemical reaction
inevitable.
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This result was predictable since the geometry optimization simulation performed on the
initial configuration wasn’t successful: the precursor bonded with the substrate even if
the starting configuration was set up to have a very large gap between the precursor
and substrate. In fact, in order to proceed with the NEB analysis, it was necessary to
apply further constraints to the structure: the constraints were extended to include the
precursor, not only the "bulk" bit of the substrate, with the pretence that during the
reaction in question, in a specific instance in time, the structure would have to assume
that specific configuration. The purpose of fixing in space the precursor was to "freeze"
that frame and exploit it as the starting point of the NEB simulation.

Indeed, the NEB simulation was exceptionally insightful, since it provided a graphical
explanation (4.2) to the seemingly inexplicable reaction happening during the Geometry
Optimization. To put it into better words, there didn’t exist a configuration that mini-
mized the total energy of the system where the precursor wasn’t bonded to the surface,
the evidence of this result can be found in the lack of energy barrier in 4.2.

The simulation can be considered successful overall, however, some arising issues are
notable:

• The simulation converged, still, the Climbing Image (CI) never activated, the
simulation had to approximate to a Unit tangent to the TS (Transition State) mode
at the saddle point, hence, No barrier was found. This caused the simulation to be
abruptly terminated, yet the output data was deemed solid.

• The inclusion of Counterpoise Corrections [55] caused the element Au to be treated
as Cu, because of contrasting basis set inclusions in ORCA Different basis set in
ORCA and otoolgcp. All this was necessary to avoid excessive approximations or
errors due to overlapping basis sets.

Due to the underlined issues and the complexity of the configuration, several attempts
were made before achieving reasonable results, it was indeed quite difficult to overcome
some computational limitations, especially considering the length (time-wise) and the
convergence issues encountered.

The following step is to pass onto the analysis of the structure with the passivated sub-
strate; the reaction pathway can go one of two ways, either CH3 detaches from the
precursor, bonds with an H atom from the substrate surface and then the freshly created
dangling bond reacts with the Au 4.3, or the precursor splits in half, the P-Au bond breaks
and trimethyl-phosphate bonds with the Hydrogen that detached from the substrate and
the trimethyl-gold reacts with the newly formed dangling bond 4.5.

The initial and final configurations for the first case are depicted in figure 4.3, respectively
the upper left and bottom right images.
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4.1 – NEB simulations results

Figure 4.3. Reaction pathway, interpolated images 1 to 9 for Au precursor on H-passivated
substrate (CH4 detachment case)
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The energy pathway for this configuration is shown in the figure below 4.4

Figure 4.4. Energy pathway of Au precursor reaction on H passivated Si100 substrate -
CH4 detached from the precursor

The simulation reached convergence, admittedly after a few failed trials, however, not
many issues were encountered, this attests to the stability of this configuration, further
underlining the dangling bonds as cause for the issues in convergence in the previous
system.

The barrier found, considerably higher than before, further proves the selectivity and the
efficiency of the passivation layer.

Two local maxima, one in image 4 and the higher one in energy at image 6 are visible
in the plot 4.4, and a considerable decrease in energy for the final step is observed. This
indicates that the final configuration is far more energetically stable than the initial,
however in order to reach the more stable confirmation, it is necessary to overcome the
barrier, in more simple words, it is necessary to provide energy to the system.
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4.1 – NEB simulations results

Now, for the second configuration, the pathway images can be visualized in 4.5:

Figure 4.5. Reaction pathway, interpolated images 1 to 9 for Au precursor reaction on
H-passivated substrate (Me3P detachment case)

Here one maximum, again in image 6, the final configuration (image 9) has higher energy
than the first (image 1), hence, this pathway 4.6 will be less probable than the previous.
As per what concerns about the convergence of this simulation setup, the NEB section
reached convergence, however the subsequent SFC optimization reached the maximum
number of iterations without getting to completion.
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Figure 4.6. Energy pathway of Au precursor reaction on H passivated Si100 substrate -
Me3P detached from the precursor

To gain a better insight and understanding of the main differences between the energy
pathways, a comprehensive plot has been made 4.7. The difference in the potential
barriers between the passivated and stripped configurations is glaring. Also, the difference
in final energies is evident, and, as mentioned before, it gives us an esteem of the preferred
path of the chemical reaction.

Figure 4.7. Energy pathways comparison for all the Au reactions: in yellow, the reaction
with the stripped substrate, in blue the reaction with the H-passivated substrate, the
case in which the CH4 is detached from the precursor, in orange, the reaction with the
H-passivated substrate, the case in which the Me3P detached from the precursor
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4.1 – NEB simulations results

To sum up the considerations that have been made, Gold remains one of the trickiest
metals to work with in terms of deposition, even in the simulative realm, however, despite
its difficulties and limitations, passivation effectiveness was indeed demonstrated. A more
detailed and quantitative data collection which further settles this point can be found at
the end of this section 4.1.
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4.1.2 Copper

The same process was employed for copper, in this case, Copper(II) Acetylacetonate was
the chosen precursor.

The technological setup is comparable to the previous, an overview of the structure is in
figure 4.8.

Figure 4.8. Reaction pathway, interpolated images 1 to 9 for Cu precursor
reaction on stripped substrate
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4.1 – NEB simulations results

Starting with the stripped surface configuration, many of the same difficulties were en-
countered during the simulation, the substrate indeed being too reactive led to having to
constrain the precursor during the Geometry Optimization of step 1 (top left corner of
4.8).

The precursor breaks one of its oxygen-copper bonds and they respectively bind with two
silicon atoms. The molecule is also subjected to a torsion, the Acetyl groups folding in
order to find energetical balance in the structure.

As per the energy pathway 4.9, differently from the gold case, it presents a slight rise in
energy around image 5, right before a drastic drop, which is probably the cause of the
premature reaction happening during the geometry optimization with the unrestrained
precursor. As per what pertains the convergence of the simulation, despite being one of
the most lengthy, the NEB section reached convergence without many issues, the same
cannot be said for the SCF iteration that reached the maximum allowed number without
converging.

Figure 4.9. Energy pathway of Cu precursor reaction on stripped Si100 sub-
strate (step1 fixed precursor)
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Moving on to the passivated structure 4.10, the chemical reaction in the figure involves
a hydrogen atom that detaches from the substrate and creates a bond with an oxygen
atom that was previously bound to copper, this was deemed the most likely reaction
considering that Acetyl groups are very likely to form a hydrogen bond in order to create
an Acetylacetone-like molecule, which is a very stable compound.

Figure 4.10. Reaction pathway, interpolated images 1 to 9 for Cu precursor reac-
tion on H-passivated substrate

The reaction pathway 4.11 presents a well-pronounced dome-like shape, with a max-
imum reached around image 5, the last configuration (image 9) has a lower total energy
than image 1, a sign that the final state is indeed advantageous and more stable for the
structure.

The simulation was convergent both for the NEB section and the SCF cycle and was set
up to include counterpoise corrections [55].
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4.1 – NEB simulations results

Figure 4.11. Energy pathway of Cu precursor reaction on H-passivated Si100 substrate

The figure 4.12 overlaps both the plot in 4.9 and 4.11, and highlights the rise in energy
barrier when dealing with the passivated substrate, again, demonstrating the efficacy of
passivation when dealing with deposition selectivity.

Figure 4.12. Energy pathways comparison for all the Cu reactions: in blue the
reaction with the stripped substrate substrate, in orange, the reaction with the
H-passivated substrate
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It should also be mentioned that there were several trials made with an OH-passivated
surface, however, the OH terminations and the precursor don’t seem to be compatible, not
even during the Geometrical Optimization step, the precursor was subjected to strange
torsions and was pushed away from the substrate, and even when trying to force the
reactions, the NEB simulation was never successful in converging.
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4.1 – NEB simulations results

4.1.3 Platinum

The following metal analyzed was platinum, with Trimethyl(methylcyclopentadienyl)platinum(IV)
as the precursor of choice.

In figure 4.13 the chemical reaction path for the stripped substrate-precursor interaction is
outlined. The first instance portrays, as usual, the precursor hovering over the substrate,
this time, however, there were no difficulties in the geometry optimization, attesting to
the great stability of the precursor in question.

Figure 4.13. Reaction pathway, interpolated images 1 to 9 for Pt precursor
reaction on stripped substrate
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As shown in the bottom right image of 4.13, in the final configuration the precursor lost
one of the methyl groups in order for the platinum to bind to the substrate, and, the
roaming CH3 also bonded with one of the available dangling bonds.

In figure 4.13 the reaction pathway for the plotted images is shown, and further cor-
roborates the ease in optimization. The chemical reaction is evidently not spontaneous,
however small, there is an energy barrier, although the final image does indeed present as
a much lower minimum. The NEB simulation section of the analysis converged, however,
the SCF cycle reached the maximum number of iterations, and was unable to terminate.

The energy barrier is to be found around images 3 and 4 and it is greater than the one
established for the Copper case 4.8. A much more detailed quantitative analysis can be
found in the table 4.1

Figure 4.14. Energy pathway of Pt precursor reaction on stripped Si100
substrate (GPC included)
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4.1 – NEB simulations results

After the energy barrier evaluation for the stripped substrate system, it’s time for the
passivated substrate-precursor interaction analysis.

Figure 4.15. Reaction pathway, interpolated images 1 to 9 for Pt precursor reaction on
H-passivated substrate (with counterpoise corrections included)

This time in order for the reaction to take place, one of the hydrogen atoms needs to free a
silicon dangling bond, this will link with the platinum, and the hydrogen, in combination
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with a CH3 will create a CH4 molecule, as sown in 4.15.

The simulation was partially convergent, the NEB terminated successfully, but, the SCF
reached the maximum number of iterations without reaching completion.

Figure 4.16. Energy pathway of Pt precursor reaction on H-passivated
Si100 substrate (GPC included)

In the figure above4.16, the energy curve is shown, the maximum energy is reached
between images 3 and 4, and then the plot gradually descends assuming the usual dome
shape. The barrier found is quite high, reiterating the validity of the hypothesis.

The setup of this simulation included counterpoise corrections [55], which caused the
simulation to treat the platinum as Nikel (a warning much like the one given for gold).
This issue arises from the basis set differences. To better gauge how much the counterpoise
corrections contribute to the simulation and to better assess the need for their inclusion
in the analysis, a simulation excluding them was performed 4.17.
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4.1 – NEB simulations results

Figure 4.17. Reaction pathway, interpolated images 1 to 9 for Pt precursor reaction on
H-passivated substrate (counterpoise corrections not included)

The reaction analyzed in 4.17 is the same as 4.15, with few inevitable variation due to
the nature of the coordinate interpolation mechanism.
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The results from this simulation are not comparable with the ones including counterpoise
corrections.

Figure 4.18. Energy pathway of Pt precursor reaction on H-passivated Si100
substrate (GPC not included)

A better comparison can be viewed in figure 4.22.
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The last successfully performed simulation was attained on an OH-terminated substrate
interacting with the precursor. Platinum was the only metal for which the NEB section
of this simulation converged, however, due to some computational difficulties, the SCF
cycle never terminated.

The reaction path is shown in the figure below 4.19:

Figure 4.19. Reaction pathway, interpolated images 1 to 9 for Pt precursor reaction
on OH-terminated substrate

As shown in figure 4.19, the bonding happens through the detachment of an OH termina-
tion from the surface and a methyl group from the precursor, this allows for the platinum
to bond with the Silicon.
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The reaction pathway has quite a peculiar shape 4.20, it has various local maxima, ap-
proximately in image 3, image 5 and image 7, and the final configuration (image 9), has
much higher total energy than the first (image 1), hence, the reaction is less likely to
happen, since the resulting structure is less energetically efficient.

Figure 4.20. Energy pathway of Pt precursor reaction on OH-terminated Si100 substrate

The plot shown next 4.21, better highlights the differences in energy pathways for the
different configurations previously laid out.
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4.1 – NEB simulations results

Figure 4.21. Energy pathways comparison for all the Pt reactions: in blue the reaction
with the stripped substrate substrate, in yellow, the reaction with the H-passivated sub-
strate including counterpoise corrections, in orange, the reaction with the H-passivated
substrate without the inclusion of counterpoise corrections, in purple the reaction with
the OH-terminated substrate

The following figure 4.22 instead, underlines the effects of counterpoise corrections.

Figure 4.22. Pt - comparison between GPC inclusion (orange line) and no GPC (blue line)
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4.1.4 Final Data and Considerations

In conclusion, to have a better picture of the extracted data already graphically portrayed
in the figures above, a summary table 4.1 has been exploited. It displays the quantitative
results extracted from the discussed simulations. The table is set out to report the
Absorption energies that the reaction is set out to have; the absorption energy is defined
as :

Eads = Estep1 − ESubstrate − EP recursor;

where the energy for the substrate, for the system in step one and the precursor, were
extracted with Matlab exploiting the data from the geometry optimizations performed.

The final energy is the Total energy for the final step of the simulation, and the maximum
energy is the value indicating the energy barrier height.

On the table are also reported the energies extracted from the geometry optimizations of
the isolated precursors and substrates, this data has been included to justify the much
higher values in absorption energies for the Gold processes, indeed the isolated precursor
presents with much higher energy. This higher energy state further attests to the lack
of stability and explains the difficulties in finding a potential barrier in the reaction with
the stripped substrate.
With the extracted data at hand, some considerations need to be made, these results,
although in agreement with the initial assumptions, are strongly conditioned by the ap-
proximations employed to serve the limits in computational power and by the convergence
issues extensively laid out in previous paragraphs.

Ultimately, considering the shown data, in line with the predicted results, the interac-
tions with the passivated silicon substrate always presented a considerably higher energy
barrier. This would indicate preferential deposition onto the stripped substrate, hence,
when presented with a patterned substrate, the passivated sections (HLD), being there
more friction in reacting with the precursors, should effectively act like a mask and induce
atomic-scale precision for metal deposition, making selective deposition techniques viable
option for nanodevices fabrication.
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4.2 Molecular Dynamics
After having quantitatively demonstrated H-passivation efficiency in masking substrates
during Atomic Layer Deposition processes, the next objective is to prove selective de-
position techniques efficiency when dealing with less controlled and precise deposition
processes like Sputtering.

The choice to simulate sputtering mainly comes from the need for a deposition process
that would not require precursors, to better analyze the metal deposition without worry-
ing about byproducts and chemical interactions not directly involved in the deposition.
Also, another important factor that skewed the choice was the ability to simulate at a
much larger scale, and, a sputtering molecular dynamics simulation would enable it.

The first intention of this study was to set up a large piece of silicon 100 substrate,
passivate it with hydrogen atoms, reconstruct its geometry through a geometry optimiza-
tion process and then design a simple pattern, nanowire shaped, and then proceed to
a molecular dynamics simulation of the sputtering process. The expected result would
show preferential metal deposition on the stripped section of the substrate.

The simulation was set up through QuantumATK:

• Using the Builder tool, a slab of Silicon was sliced along the face 100 (Miller indices
indication) through the surface (cleave) function, the lattice size was 8x8x4.

• The substrate was completely passivated 4.23 with the Passivate the configuration
with Hydrogen function (both the top and bottom, the bottom was passivated to
avoid any unwanted interaction and simulate bulk-like behaviour).

Figure 4.23. Passivated Silicon Slab view from the y-axes direction
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• from the face Y of the configuration, alternating rows of Hydrogen atoms were
removed 4.24.

Figure 4.24. Passivated surface with Alternating rows of H removed (oovito view
on the left, iboView on the right)

• The configuration was subjected to a geometry optimization, in order to favour
surface reconstruction 4.25.

Figure 4.25. Reconstructed and passivated silicon substrate (oovito view on the
left, iboView on the right)
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• Patterning of the silicon surface (simple nanowire pattern)4.26.

Figure 4.26. Final patterned silicon substrate (oovito view on the left, iboView on the right)

Several trials have been made, however, the limiting factor was the Force Field evaluation,
more specifically the force field describing the Cu-H interaction.
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4.2.1 MD QuantumATK method

To gain a deeper insight into the issues encountered and the limiting factors for this
analysis, it is necessary to have a better understanding of the tools at our disposal.

QuantumATK is able to perform MD simulations but it never could do deposition pro-
cesses with MD, because the starting geometry had always been fixed to the geometry
constructed in the builder given as the input, however, most recently, they added another
tool called multiple surface process that is based on repetitive iterations of molecular
dynamics simulations, and it can effectively reproduce the effects of a sputtering process.

Figure 4.27. GUIs for the multiple process simulation tool setup

For the setup, the desired substrate is needed and can be easily inserted, and then through
the GUI, one can choose both the element we wish to deposit and an array of energies and
angles at which the deposition will happen, these additional elements (usually in a simu-
lative sputtering process one poses one angle and one energy for the impinging element)
provide with some very useful information, for example, 2D plots of the sputtering yield,
colour-graded to give a better understanding of the best angle and energy that need to be
used for the sputtering process, other than this, the only other data needed is a suitable
force field or potential set that can describe the interaction between the elements present
in our simulation.

This last step is the hurdle that requires the most attention. QuantumATK comes with
a vast collection of potential sets, very few of the potential sets already present included
the necessary elements, the sputtering process was meant to be performed for Copper,
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hence the required elements were copper, silicon and hydrogen.

Of the four already in the system that can be found in the bibliography [56] [57] [58] [59],
only one [56] gave a sensible output, which was still unusable since it disregarded some
of the interaction between the atoms, the others outputted an error message, and the
simulation was unable to terminate.

Now that the problem was evident, another useful tool was exploited: TremoloX Po-
tential Builder.

Figure 4.28. GUI for the potential builder TremoloX

This interface was exploited in its entirety, firstly, the merge function was used, in order
to try and combine some pre-existing potential sets (already included in QuantumATK),
several combinations were explored, some would cause errors and abrupt interruptions
of the simulations, the most stable combination was between a MEAM [60] set which
modelled adequately Copper and Silicon and a Tersoff potential [61] that accounted for
Si-H interactions, however, this combination was insufficient since it never accounted for
Cu-H potential.

Next, to supply the toll with the missing interaction contributions, several attempts with
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some other potential sets were made with some ReaxFF potential sets [62] [63] [64] (some
of the resources were found at the link in the bibliography [65]), nonetheless, ReaxFF
model doesn’t mix well with other types of Force Fields many of these endeavours resulted
in errors and simulation crashes.

The last attempts were made exploring the potential builder section of the tool in the
bottom left 4.28, a configuration from the builder was inserted and the UFF potentials
were auto-generated. Unfortunately, these simulations were also unsuccessful.

Despite the many trial runs, none of the combinations of potential sets correctly accounted
for the interaction between Cu-H, and if they did, the potentials weren’t compatible with
each other and the simulation would abruptly be terminated with an error message.

However, to evaluate the actual efficacy of the multiple surface processes tool, a few
attempts were conducted with only silicon and copper.
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These are the results obtained from the simulation:

Figure 4.29. MD simulation results, Copper deposition on top of the Si100 substrate, the
simulation was run with 200 events (oovito view above, iboView below)

82



4.2 – Molecular Dynamics

Figure 4.30. 2D plot of the Sputtering Yield

The simulation was carried out with the NVT Beredsen ensemble at 300 K and repeated
for 200 deposition events. The deposition angles and energies varied as follows:

• Angle array: 85◦, 45◦, 10◦

• Energy array: (1, 2, 3) eV

As predicted, the sputtering yield is higher for lower deposition angles and higher energies.

Although no suitable potential set or potential set combination was found, this work
was essential in gaining a deeper insight into the inner workings of the tools provided
by QuantumATK and provided valuable knowledge on how those tools can be exploited
to work around some computational difficulties that other softwares are subjected to.
Moreover, another glaring advantage QuantumATK possesses is the ability to perform
all the required steps necessary for the setup of a Molecular Dynamic simulation, from
the builder, which allows for the geometry creation, to the DFT Geometry Optimization,
and the MD simulation in itself, other than providing ease in the post-processing step,
since it already yields the necessary extracted data and a suitable GUI, convenient for
the visualization of the results.
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Chapter 5

Conclusion and future
perspectives

This thesis has produced a deep analysis of the inner workings of ALD half-reactions
and explored the efficiency of selective deposition techniques like HDL in providing a
mask layer and improving deposition patterning accuracy. The deposition process has
been thoroughly investigated with quantum mechanical ab initio simulations with sev-
eral surface terminations and includes the analysis of several chemical reactions between
precursors and substrates. Then, despite the lack of suitable force fields, a larger-scale
process was employed to find the suitability of QuantumATK as a tool to perform molec-
ular dynamics simulations. The simulations were able to nicely assess the viability of
hydrogen as a passivation layer for a Si100 substrate and predicted an increase in en-
ergy barrier that fluctuates between 1.79 and 1.58 eV for Gold, 1.18 eV for Copper and
2.45 eV for Platinum, which is a notable increase in energy for chemical reactions in
deposition processes. Next, the exploration of the software QauntumATK allowed for an
assessment of its properties and allowed for the extraction of data like Sputtering yield
which is usually unviable for MD processes. The extracted quantities were in line with
the expectations of a simple sputtering process, which gives a good future perspective
on the employment of this tool. Finessing the inputted data or finding a suitable Force
Field for the simulation will open new ventures and give even more leeway to Molecular
Dynamics analysis.

Nonetheless, this work leaves room for improvement. As mentioned, some of the NEB
simulations never reached SCF convergence, and, with more computational power, which
indeed was a bit of a limiting factor, some modifications to the convergence conditions
and convergence mode can be made to achieve a finished simulation and possibly even
more accurate results. Secondly, it would be favourable to address the lack of a suitable
Force Field to carry out the larger-scale analysis, so as to have a different model that
corroborates hydrogen selectivity.

Conclusively, this work effectively combines ab initio quantum mechanical simulations
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with Newtonian Molecular Dynamics to both pave better ground for molecular Field-
Coupled Nanocomputing devices prototyping and systematically produce selective de-
position simulations, hence, advancing one step closer to moving on from the CMOS
technology to provide faster and more efficient electronic devices. bridges the simulations
to systematically produce selective deposition analysis
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Appendix A

This appendix will provide some code examples for the input files used for the simulations
discussed.

For the Geometry Optimizations, an example :

! PBE opt D3 def2-TZVP GCP(DFT/TZ)

%scf
scfmode direct
maxiter 300

end

%pal
nprocs 6

end

* xyz 0 2
Cu -1.5879006599 -8.2765653181 3.2191391455
O -2.7772343369 -9.0790092581 4.4170432654
O -0.7059047033 -9.7070280481 2.4091667604
O -2.5497434405 -7.1650066416 2.0807939104
O -0.3721048329 -7.1462596314 4.0923598057
C -1.0907544121 -10.9513376823 2.7832841473
C -2.2922495968 -11.1653257193 3.3601558121
C -3.2994672461 -10.0616772751 3.5768330990
C -4.6289908319 -10.5669268636 4.1188729748
H -5.3409717877 -9.7180130262 4.1936163889
H -4.4944274698 -11.0214981640 5.1226942258
H -5.0566767982 -11.3208910544 3.4242748803
C -0.1577278671 -12.1042943838 2.5567153098
H -0.6357433637 -12.8613553511 1.9000301952
H 0.0951780343 -12.5761588628 3.5309760590
H 0.7821871491 -11.7557831862 2.0800696070
C -2.2518173226 -5.8476173063 2.1201471319
C 0.0418788338 -6.3482128052 3.0235829987
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C -1.0620257667 -5.4128548294 2.5844900660
C -3.2814961624 -4.8603738321 1.6568750817
H -2.8831469994 -4.2528670396 0.8179528337
H -3.5568922943 -4.1882800424 2.4981801885
H -4.1970152580 -5.3890648411 1.3169444803
C 1.3167853943 -5.5990789955 3.3928255588
H 1.6589298222 -4.9865335613 2.5312515194
H 2.1163683115 -6.3273375594 3.6428890028
H 1.1400417170 -4.9363729836 4.2664477403
H -0.8725564859 -4.3417500172 2.6085985227
H -2.5637671561 -12.1786651963 3.6491205929

*

The coordinates reported refer to the chosen precursor for copper and should be substi-
tuted with the needed coordinates for the system in analysis.

NEB simulation setup example :

! PBE D3 def2-TZVP GCP(DFT/TZ) NEB-TS
%scf

scfmode direct
maxiter 300

end
%pal

nprocs 12
end

%geom
Constraints

{C 8:51 C}
end

end

%neb
neb_end_xyzfile "step1_Si_Cu.xyz"
nimages 7
maxiter 1000

end
* xyzfile 0 2 step0_Si_Cu.xyz

Here, again the name for the input and output configurations change with the different
simulation types.

As per what concerns the post-processing, the implemented Matlab codes will roughly
show how the data extraction was executed.
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%Cu
% Neb_SiCu
fd = fileread("C:\Users\mrz-b\Desktop\poli\00_tesi\my_NEB\Cu\Cuacac2\cuacac2.engrad");
Precursor= regexp(fd, "\s\s(-*\d+.\d+)",'tokens');
Precursor_En = str2double(cell2mat(Precursor{1}))*ConvConst;

fd1 = fileread("C:\Users\mrz-b\Desktop\poli\00_tesi\my_NEB\Cu\Si_substrate\
Si_substrate.engrad");
Substrate= regexp(fd1, "\s\s(-*\d+.\d+)",'tokens');
Substrate_En = str2double(cell2mat(Substrate{1}))*ConvConst;

fd2 = fileread("C:\Users\mrz-b\Desktop\poli\00_tesi\my_NEB\Cu\0_Si_Cuacac2\
step0_Si_Cu.engrad");
Step1= regexp(fd2, "\s\s(-*\d+.\d+)",'tokens');
Step1_En = str2double(cell2mat(Step1{1}))*ConvConst;
AdsorptionEnergy = Step1_En - Substrate_En - Precursor_En;

% NEB
fileInterp = fileread("C:\Users\mrz-b\Desktop\poli\00_tesi\my_NEB\Cu\NEB_SiCu\
neb_Cu.final.interp");
ImageEnergies= regexp(fileInterp, "(\d.\d+)\s+(\d+.\d+)\s+([+-]?\d.\d+)\s+",'tokens');
ii = 1; imNum = 0;
while(imNum ~= 1)

imNum = str2double(cell2mat(ImageEnergies{ii}(1)));
imEn(ii) = str2double(cell2mat(ImageEnergies{ii}(3)));
ii = ii+1;

end
FinalEnergy= imEn(length(imEn))*ConvConst;
TS_En = max(imEn);
TS_En(1) = TS_En*ConvConst;
%print reaction Coordinate
imEn = imEn.*ConvConst;
reactCoord = linspace(1,length(imEn),length(imEn));
figure()
plot(reactCoord, imEn, 'LineWidth', 2.5)
grid on
box on
title("Cu on stripped Si100 substrate step1 fixed precursor",'fontname', "Helvetica",
'fontsize',14)
xlabel("Reaction Coordinate")
ylabel("Energy (eV)")

Of course, the file directories are unique to each calculator. Several codes were exploited
to extract the necessary data, this served as a sample of the main structure.
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