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Abstract

The rapid expansion of technology has resulted in a substantial rise in data generated
by online applications, platforms, and digital services. This stream of information
brings both advantages and challenges, specifically in the fields of data analysis and
cybersecurity. This thesis focuses on using Splunk Enterprise and Splunk Infosec
software and tools to further enhance network anomaly detection and security
event analysis. Its primary objective is to develop a simple application that can be
deployed within any Splunk infrastructure which allows to gain a general insights
into network security as well as effective investigation of possible security threats.

Splunk Enterprise is a powerful and versatile tool known for its capabilities in
data analysis, visualization, and monitoring. It provides a platform for ingesting,
searching, and analyzing diverse datasets from different sources, including log
messages, network traffic data, and security event logs. Additionally, Splunk
Infosec provides specialized features and configurations specifically for security
applications, offering dashboards, alerts, and visualizations designed to assist
security monitoring and incident response.

To properly set up the infrastructure for ingesting, parsing, and normalizing rel-
evant network data, this research explores into the essential tools offered by Splunk.
This includes advanced analytics, real-time monitoring and alerting, and interactive
visualization tools. By integrating various data sources and implementing risk-
based alerting mechanisms, the aim is to establish a security monitoring solution
capable of identifying patterns and behaviors suggestive of security breaches.

The methodology adopted involves implementing and testing different detection
techniques, including the detection of network scanning activities and command
and control attacks. By simulating attack scenarios throughout an event generator
tool and analyzing the effectiveness of the queries and algorithms implemented,
the thesis aim to evaluate the performance and reliability of the proposed security
monitoring solution. The customization and configuration options available within
Splunk can also optimize the detection capabilities and enhance the usability of
the solution in different environment and systems, depending on the size of the
monitored infrastructure.
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Chapter 1

Introduction

In the past decade, the landscape of personal computing has witnessed significant
changes, accompanied by the rapid expansion of networking capabilities. This
technological evolution has led to the development of increasingly complex and
compute-intensive applications that serve companies and their clients with faster
and more efficient devices. However, the rapid growth of technology has resulted in
a massive stream of data generated by the communication and interconnection of
those software and applications, presenting challenges in data analysis and security
implementation.

For businesses operating in this dynamic environment, the effective detection of
network anomalies has become crucial to maintaining a safe and secure work envi-
ronment within their systems. As data complexity grows, it becomes necessary to
adopt advanced methodologies that facilitate easy and efficient anomaly detection.

This thesis aims to address the need for effective network anomaly detection using
Splunk, a powerful and versatile tool for data analysis and security applications,
and to assist organisations in identifying and mitigating potential threats within
their network infrastructure by offering an easily comprehensible approach, and
reducing the need for substantial effort or a high level of expertise. Through the
exploration of Splunk’s capabilities and methodologies, is it possible to provide
valuable insights into the process of detection of network anomalies, ultimately
contributing to enhanced security and productivity within companies.

Splunk’s capability to handle multiple data formats, including logs, authentica-
tion information, and web responses, makes it a powerful software for enhanced
security monitoring and investigations. This flexibility not only accommodates
the large amount of data generated in today’s environment but also enables the
definition of complex queries and algorithms.
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Introduction

1.1 Overview
This thesis work involves an initial phase of studying various applications and
infrastructure within the Splunk platform. The study begin with an in-depth
exploration of the Splunk Infrastructure, focusing on understanding the diverse
resources and their functionalities within the system. Subsequently, the thesis
examine into Splunk Fundamentals, describing the various methods by which
Splunk Enterprise acquires data from different sources.

To further enrich the research, this work emphasizes the role of two integral
components of Splunk’s security and information management capabilities: Splunk
InfoSec and the Common Information Model (CIM). These components are funda-
mental in facilitating robust security event analysis, threat detection, and incident
response.

The Security Essentials application offers useful guidelines on the discover of
security content within the system, and allows to explore use cases and map data
to well known cybersecurity frameworks.

The Splunk InfoSec application provides predefined configurations, dashboards
and alerts which extend the potentiality of the underlying Splunk infrastructure, and
allows organizations to gain visibility into security events across their network and
applications. It enables security teams to develop and build real-time monitoring,
detect anomalies, and conduct effective incident investigations.

Complementing the capabilities of Splunk InfoSec, the Common Information
Model serves as a standardized framework for data normalization and standardiza-
tion. By employing CIM, the thesis demonstrates how security data from various
sources can be consistently translated into a common format, enabling seamless
integration, correlation, and analysis of security events.

To ensure the availability of relevant and realistic data for experimentation, the
project employs Splunk Eventgen for data generation, simulating various network
anomalies and security events. The use of Splunk Eventgen facilitates the creation
of data-sets representative of actual security scenarios, allowing for comprehensive
testing and evaluation of the implemented security techniques.

Throughout the thesis, special attention will be given on defining the visualization
of identified anomalies and exploring communication paths within a dashboard.
Additionally, the performance of the provided queries will be evaluated to ensure
that the infrastructure can effectively operate without delays or overloads.
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Chapter 2

Splunk Enterprise:
Architecture and Security
Applications

This chapter provides an in-depth introduction to the Splunk software and its
underlying architecture, highlighting how various applications can enhance the
potentiality and flexibility of data analysis.

It begins by exploring the structure of the Splunk Enterprise tool and its
data analysis capabilities, powered by the Splunk Processing Language (SPL).
Subsequently, the focus shifts to the Common Information Model (Splunk CIM), a
standardized framework designed to seamlessly integrate and normalize a wide range
of diverse data sources. The chapter then examines into the sophisticated security
features offered by the Splunk InfoSec app. This app empowers organizations to
fortify their cybersecurity posture by proactively detecting potential threats and
responding to security incidents. Moreover, the chapter explores the significance
of event detection and response in an automated environment. Splunk’s robust
capabilities enable the identification of critical events and the automation of
predefined response actions, ensuring timely and efficient incident management. In
conclusion, it is provided an overview of two distinct Splunk applications employed
to generate and manage logs for the experimental section of the thesis: Splunk
Eventgen and the Splunk Fortinet FortiGate Add-On. The former is responsible
for generating test events using sample data and customizing log creation, while
the latter serves to parse and standardize logs originating from Fortinet FortiGate
firewalls.

3



Splunk Enterprise: Architecture and Security Applications

2.1 Exploring the Structure of Splunk Enterprise
Splunk is a well-known data analytics tool with strong capabilities for collecting,
indexing, and analyzing immense quantities of machine-generated data. It offers
a scalable and effective method for processing numerous data sources, making
it a valuable tool for a wide range of businesses and use cases. The Splunk
interface enables users to analyze log messages originating from diverse systems
or devices. Its primary objective is to identify and investigate potential failures
or anomalies efficiently. Furthermore the software excels in security applications
since it enables businesses to effectively recognize and take action against security
threats in real-time.

The graphical user interface (GUI) visible in the Figure 2.1, comprehends
extracted fields from the data, the actual log itself, and additional information
provided directly by Splunk, enabling efficient searching of desired logs.

Figure 2.1: Splunk graphical user interface including extracted fields and searched
logs.

Some of the key features and characteristics of Splunk Enterprise are:

1. Data Input: Splunk Enterprise can ingest data from a wide range of sources,
including log files, metrics from applications, network devices, cloud services,
and more. It supports various input methods such as file monitoring, network
inputs, scripted inputs, and HTTP Event Collector (HEC).

2. Data Indexing: Once the data is received, Splunk performs various operations,
such as parsing, breaking, and timestamping of the events, to correctly index
the data. This indexing process ensures fast and efficient data retrieval. The
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indexed data is then stored in compressed and optimized data structures
known as buckets.

3. Search and Analysis: Splunk provides a powerful search language called the
Splunk Processing Language (SPL), which allows users to run searches and
create complex queries to analyze the indexed data. Users can apply filters,
aggregations, and transformations to gain meaningful insights from their data.

4. Dashboards and Data Visualization: Splunk offers a variety of visualization
tools, including charts, graphs, tables, and dashboards. These tools empower
users to craft interactive and customizable visual representations, effectively
showing complex data insights in a clear and insightful manner. Dashboards
play a central role in consolidating and presenting metrics and statistics,
allowing users to monitor real-time data trends, identify anomalies, and make
data-driven decisions.

5. Alerting and Monitoring: Splunk allows users to set up alerts based on
scheduled searches and predefined conditions, ensuring prompt notifications
of critical events or anomalies. These alerts can trigger automated actions
or notifications, ensuring timely and appropriate responses to the identified
events.

6. Data Models: provide a semantic layer that facilitates the organization and
correlation of data from diverse sources. These models define the relation-
ships and field extractions necessary to create unified and coherent data
representations, enabling users to analyze complex datasets more effectively.

7. Apps and Add-ons: Splunk’s modular architecture allows users to enhance
its capabilities through apps and add-ons. These pre-built extensions provide
specific functionality, such as security analytics, network monitoring, and
application performance monitoring.

8. User Access and Roles: Splunk offers robust user access controls and role-based
permissions to ensure that the right users have appropriate access to data and
functionalities. It is also possible to configure access to the system to adopt
various authentication scheme such as LDAP.

2.1.1 Data Processing Tiers
In the Splunk Enterprise architecture, each instance serves a specific purpose and is
categorized into one of the three processing tiers, each corresponding to a primary
processing function:

5
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Figure 2.2: Scenarios and environments in which Splunk can be used to perform
analysis, alerting and monitoring of the collected data

• Data input tier

• Indexing tier

• Search processing tier

Each instance within these tiers has a unique functionality and name, determined
by its specific role in the data processing journey.

Data Input Tier: Forwarders

The components known as Forwarders belong to the data input tier and are
solely responsible for collecting data from various sources and forwarding it to the
indexing tier. Splunk offers a specialized agent called Splunk Universal Forwarder,
a lightweight software component capable of monitoring files and directories on
machines. Its primary function is to send the collected data to the indexing tier
while providing the option to include additional metadata to enhance the events
context. Notably, a forwarder can be any third party agent with the capability to
transmit data via HTTP, TCP, UDP, or other protocols.

Indexing Tier: Indexers

The indexer plays a crucial role in a Splunk infrastructure as it is responsible for
receiving, processing, and storing the data ingested from various sources. When

6
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data is forwarded from the different collectors, it arrives at the indexer, which is
in charge of parsing and breaking the events into key-value pairs and extracting
relevant fields and metadata from the raw data. After parsing, the component
indexes the data in a high-performance database optimized for searching called
index. The Indexed data is subsequently stored in buckets, which are compressed
and optimized data structures used to efficiently store large volumes of data over
time.

In a distributed Splunk environment, multiple indexers may be deployed for
redundancy and high availability, where the indexers handle data replication,
ensuring that events are securely and redundantly stored across multiple nodes
to prevent data loss in case of failures. The indexer also manages the retention
and lifecycle of data, allowing administrators to define how long data should be
preserved and when it should be archived or deleted. This capability is essential
for compliance, storage optimization, and data governance. Indexers also assume
the responsibility of extracting results from user-submitted queries, performing the
search, and leveraging the index to efficiently retrieve relevant data. The efficient
indexing and search capabilities of the indexer contribute to Splunk’s real-time
data analysis and visualization capabilities.

Search Processing Tier: Search Heads

Splunk Enterprise offers a web page endpoint that serves as the primary interface
connecting the powerful capabilities of the Splunk platform with end-users. This
web interface and its functionalities are typically managed by a component known
as the Search Head. The Search Head acts as a central hub, providing users with
an intuitive and user-friendly way to interact with the Splunk system and access
its features and insights.

As the primary component handling user interactions, the Search Head facilitates
the execution of search queries submitted by users. It is essential for converting
users’ search requests into efficient and optimized queries that leverage the indexing
and data processing capabilities of the underlying indexers. By orchestrating
these searches and interacting with the indexers, the SH ensures that users receive
relevant and timely results for their queries. Moreover, the SH offers a range
of features that allow users to create, save, and manage their search queries,
visualizations, and dashboards. Through the graphical interface, users can customize
and adapt search results to meet their specific requirements, enabling them to
obtain valuable information and discover meaningful patterns in the data. Search
Head provides users with the possibility to configure access controls, define roles,
and manage permissions, ensuring secure and controlled access to sensitive data
and functionality in Splunk environments. This capability is especially important
in large organizations, where data access and security are crucial aspects of data

7



Splunk Enterprise: Architecture and Security Applications

governance and compliance.

Figure 2.3: Example scheme of a clustered Splunk infrastructure

2.2 Search Processing Language
The Splunk Processing Language (SPL) is a powerful query language designed
specifically for data analysis and retrieval within the Splunk platform. As the core
of Splunk’s search functionality, SPL enables users to efficiently search, analyze,
and visualize large volumes of machine-generated data in real-time. The indexed
data of the Splunk platform is used by SPL, which enables users to utilize a variety
of search and filtering methods to identify specific events or patterns in the data.
The language offers an extensive set of commands and functions that enable data
manipulation, aggregate and extraction, giving users the ability to uncover useful
information from raw log data.

The SPL offers a comprehensive set of functionality that ensures efficiency and
simplicity in the data searching process. Some of its key features include:

1. Search and Filtering: SPL supports a rich set of search commands that allow

8
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users to define precise queries and filter data based on specific criteria. With
intuitive syntax, users can combine multiple search conditions, enabling the
retrieval of targeted information quickly.

2. Transformations and Aggregations: SPL provides commands for transforming
and aggregating data, allowing users to group events, calculate statistics, and
generate summary metrics. These transformations allow to simplify complex
data sets and focus on critical information.

3. Field Extractions: SPL allows users to extract additional fields from the
raw data, converting unstructured logs into structured events. This feature
enhances the analysis process, as extracted fields become attributes that can
be used for searching, filtering, and visualizing data. Splunk offers built-in
automation for the extraction of specific fields from ingested logs, which is
based on the source type of the data. This automated process streamlines the
extraction of relevant information from raw logs, making it more convenient
and efficient for users to work with the data.

4. Visualization and Dashboards: SPL integrates the search results with Splunk’s
visualization tools, enabling users to create interactive and customizable charts,
graphs, and dashboards.

5. Advanced Data Analysis: SPL offers advanced functions and techniques for
time series analysis, predictive analytic, and data modeling. With the ability
to perform complex calculations and predictive tasks, users can gain deeper
insights and make data-driven decisions.

6. Real-time Analysis: One of the core strengths of SPL is its real-time data
analysis capabilities. As data is ingested into Splunk, SPL is able to processes
and indexes it, allowing users to perform searches and visualize results on-the-
fly.

Figure 2.4: Example of a SPL query executed on the Splunk web interface to
extract and visualize logs

As it is possible to notice in the Figure 2.5 there are significant information provided
by splunk for each log: the host, the source and the sourcetype. The host attribute
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designates the origin of the log, signifying the machine or device responsible for
generating the data. The source field identify the specific file name, input source or
data stream from which the logs was collected. Additionally, the sourcetype field
categorizes the log data based on its format, facilitating the interpretation process
or the extraction of data with the same format.

SPL is an essential tool for data analysts, security experts, and IT operations
teams due to its adaptability and versatility. It permits to transform raw logs
into valuable information creating new fields starting from the data present in
the original logs and compute statistics or troubleshoot anomalies. This is made
possible by its notable characteristics, along with a simple syntax, which enables
users to promptly explore and make complex data sets more meaningful.

Figure 2.5: Example of log visualization within Splunk graphical interface.

2.2.1 Main SPL Commands and Functionalities
The following list represent the most common used SPL commands to efficiently
extract the needed information from the raw events, to compute additional values
starting from the fields already present and to perform statistics and aggregate
information. All commands are listed sequentially and preceded by the pipe
character "|" to denote that the output of the preceding command is passed as
input to the subsequent command in the pipeline.

Some of the most common SPL commands are:

• search: used to start a new search and generate events from the specified
sources. The command cab be omitted if it is used in the first line of the
query, and can be added later to start a subsearch to include events retrieved
from different sources or indexes with respect to the initial ones.

10
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• eval: used to calculate an expression and assign the result to a variable that
becomes a result field. Within this command other useful operation can be
performed to evaluates mathematical, string, and boolean expressions, such
as if and case instruction, string and numerical comparison or generation of
multi-value fields [1].

• stats: used to compute aggregated statistics such as average, count, and sum,
over the results set. In the output result a row is generated for each distinct
value specified in the by clause [2].

• timechart: used to perform statistical aggregation applied to a field to produce
a chart, with time used as the X-axis. The operation that can be applied are
similar to the the one of the stats command but the output includes always
the time filed. Mainly used to display the information in a timeline chart.

• where: used to compare a field with a specific value or with a different field to
filter the events.

• lookup: used to extract fields from a KV store or CSV lookup table, to include
information to the previously searched events. It is possible to assign to each
event a specific value from the lookup table by matching the events with the
fields included as argument to the command.

• rex: used to extract new fields using regular expression named groups starting
from the raw logs of from an already extracted field.

2.2.2 Scheduled Searches and Alerts
Scheduled searches and alerts are integral components of Splunk’s functionality,
playing an important role in proactive monitoring, incident detection, and timely
response within an organization’s data environment. These features promote rapid
awareness of important events and trends, enabling immediate intervention that
strengthens security and performance optimization.

Scheduling of alerts and reports in Splunk involves the execution of underlying
scripts, primarily written in the Python language, and are scheduled through the
utilization of the ’crontab’ scheduler. These scripts are responsible for orchestrat-
ing various tasks within Splunk, including the acceleration of data models and
generation of lookup files. The crontab scheduler operates within the operating
system environment and enables the periodic execution of these Python scripts,
ensuring timely and automated scheduling of alerts and reports as required by the
Splunk configuration.
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Scheduled Searches

Scheduled searches enable splunk users to automate the execution of specific
searches on a predefined schedule. These queries can be configured to run at precise
intervals, ranging from daily to weekly or with more a detailed cron schedule.
The outcomes of these searches can be stored, indexed, or transformed into alerts,
reports, or visual representations.

This automation capability simplify the data query process and ensure con-
sistent generation of critical information without requiring manual involvement.
Additionally, these results can be seamlessly integrated into dashboards, reducing
the need to repeatedly execute searches when visualizing the different panels. This
integration enhances efficiency and usability, promoting the optimal utilization of
search results for informed decision-making.

Alerts

Alerts in Splunk are automated notifications triggered by predefined conditions or
thresholds in the data. Alerts are used to promptly notify relevant stakeholders
or execute an automated response when specific events or patterns occur within
the data. This proactive approach to monitoring ensures that potential issues
or security threats are detected in real-time, allowing for a rapid response and
mitigation.

Alerts provide continuous monitoring of incoming data to detect specific con-
ditions. They operate through scheduled executions of searches that users define.
These searches can be customized to identify specified conditions and thresholds,
leveraging various data attributes and patterns. Alerts can be configured to send
notifications via email, SMS, or integration with third-party tools, such as incident
response platforms. Additionally, it is possible to execute custom scripts that
perform specific actions when an alert is triggered, enhancing the automation of
error response processes.

2.3 Data Models
Data Models in Splunk are mostly used to facilitate the process of normalization
by enabling the integration and organization of data from diverse sources and types
into a consistent and structured format.

Data Models provide a logical framework for structuring and categorizing data,
without considering the data source. They offer a standardized schema that
defines fields, relationships, and semantics. This schema is crucial for achieving
data normalization, as it transforms different data into a unified format, enabling
seamless analysis and correlation. Data Models are designed to accommodate a
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Figure 2.6: Alert editing page with possible customization and action to perform
at the moment of the triggered event

wide array of data, including logs, events, and transactions, thus enhancing the
efficiency and accuracy of data analysis processes. Within the security landscape,
standardization of data models is necessary to facilitate communication among
diverse software and tools. This standardization ensures uniformity in naming
conventions and information structure, allowing Splunk to effectively exchange and
interpret data without discrepancies or interoperability issues.

Data models are knowledge objects generated by initially searching for specific
logs, such as Authentication events, and labeling all extracted data with event
types and tags. By Utilizing these designated tags, it is possible to extract all
related events without the need to search for a specific index or sourcetype, enabling
immediate access to data with shared attributes. In the model creation interface,
users can then link all necessary tags to the data model, establishing a naming
convention for the extracted fields.

13



Splunk Enterprise: Architecture and Security Applications

Pivot tool

All data models in Splunk offer a valuable feature for creating a Pivot directly from
the model. A Pivot serves as a Splunk knowledge object, enabling users to search
for logs and data within the data model without needing to write specific queries
using the Search Processing Language to extract events. Instead, it is possible to
utilize predefined structures available in the interface, such as column and field
selection, filtering options, visualization tools, and time range definition to create
the desired output. These features prove especially beneficial when non-specialized
users needs to create and search for specific events efficiently.

Figure 2.7: Pivot dashboard of the Network Traffic data model with configurable
options to define expected visualization.

2.3.1 Normalization Through Data Models
Data Models enable normalization by offering predefined data structures that
categorize similar data elements into common fields. This process involves mapping
disparate field names, data types, and units of measurement into standardized
attributes. For instance, different log sources might use variations of terms like
"user," "username," or "account" to represent the same entity. Data Models unify
these variants under a single attribute, ensuring uniformity in data representation.

By performing the normalization of different logs is it possible to ensure consistent
field naming conventions and units of measurement across different data sources,
eliminating ambiguities and simplifying the analysis. Furthermore, normalized
data becomes highly correlated, enabling effective cross-referencing and correlation
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between information from various sources. This correlation enhances the ability to
detect patterns, trends, and anomalies.

In the field of data analysis, the normalization procedure introduces a certain
degree of simplicity. The need for complex queries to decode different formats is
unnecessary, thus accelerating and simplifying the analysis process. Additionally,
the normalization process offers the invaluable potential to enrich the events
extracted from the logs with metadata and contextual information, which improves
the understanding of the underlying patterns, relationships, and insights hidden
within the data landscape.

Figure 2.8: Edit page of the Authentication Data Model. Is it possible to see the
search and tags that are used to identify authentication logs from different sources
and the computed standardized fields

2.3.2 Accelerated Data Models
When managing large sets of information the efficiency and speed of the search
and analysis processes are fundamental. Splunk’s accelerated data models can be
adopted to achieve these goals by providing pre-built, optimized structures for data
analysis. Accelerated data models are designed to expedite the analysis process,
particularly for complex and high-volume data sources. They combine the power
of Splunk’s data processing capabilities with the efficiency of accelerated search
techniques, resulting in significantly faster query performance and enhanced user
experience.
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The pre-processed nature of these models eliminates the need for manual data
transformations and complex query formulations. Furthermore, accelerated data
models take advantage of Splunk’s underlying architecture, optimizing the storage
and retrieval of data. This means that queries and searches conducted on accelerated
data models yield results with remarkable efficiency, providing real-time insights.

The Process of Data Model Acceleration

The process of accelerating data models in Splunk involves optimizing the structure
and indexing of data for faster and more efficient analysis. This acceleration is
achieved through a combination of pre-computation, data summarization, and
indexing techniques:

1. Pre-built Structures: Accelerated data models are pre-built templates that
include field extractions, knowledge objects, and predefined relationships.
These templates are designed to capture domain-specific information and
insights, ensuring that the analysis process is improved.

2. Data Summarization: One of the core techniques in accelerating data models
is data summarization. This involves pre-computing and summarizing key
statistics and metrics within the data. These summaries are stored alongside
the raw data, enabling faster retrieval during analysis. By summarizing data,
the system reduces the need to perform complex calculations during query
execution, which significantly speeds up the analysis process.

3. Data Aggregation: Accelerated data models leverage data aggregation to
consolidate information across different dimensions. Aggregation involves
grouping data by specific attributes, such as time, source, or event type. This
process reduces the volume of data that needs to be processed during queries,
enhancing query performance and responsiveness.

4. Indexing Techniques: Splunk’s underlying architecture relies on indexing to
facilitate quick data retrieval. Accelerated data models utilize optimized
indexing techniques that align with the specific structure of the data model.
These indexes allow the system to pinpoint relevant data more efficiently,
minimizing the time taken to retrieve information.

5. Metadata and Lookups: Accelerated data models often incorporate metadata
and lookup tables. These elements enrich the data by adding context and
additional information. During acceleration, metadata and lookup data are
computed during the build phase and indexed, allowing for rapid access in
the analysis.
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6. Caching: Splunk employs a caching mechanism to store intermediate results
of queries. This caching optimizes the query execution process by reusing
previously calculated results when similar queries are executed. Caching
reduces redundant calculations and improves overall performance.

2.3.3 The Common Information Model
The Common Information Model is a standardized framework within Splunk that
facilitates the integration, normalization, and correlation of diverse data sources.
CIM acts as a common language that allows different data formats and sources to
be understood and correlated, simplifying the process of data analysis and making
it easier to derive meaningful insights. The primary objective of CIM is to provide
a consistent and structured way to interpret data, regardless of its origin or format.

A significant majority of the applications available within Splunkbase, which
serves as the official repository for a wide range of add-ons that can be seamlessly
integrated as applications within a Splunk installation, have been designed to be
compliant to the Common Information Model standards. These CIM-compliant
applications are crafted with the aim of ensuring compatibility and consistency
in terms of data interpretation, formatting, and correlation within the Splunk
ecosystem, allowing for flawless integration and interoperability between various
applications and data sources.

Some of the key features provided are:

1. Normalization: One of the fundamental functions of CIM is data normalization.
It defines a standardized set of field names and definitions for various types of
data, such as network traffic, security events, and system logs. This ensures
that data from different sources adheres to a common naming convention,
reducing ambiguity and enhancing interoperability.

2. Unified Data Model: CIM offers a unified data model that presents a compre-
hensive view of data attributes across various domains. This model includes
essential fields and attributes for different data categories, making it easier to
correlate and analyze data from different sources.

3. Field Mapping: CIM maps fields from different data sources to standardized
CIM field names. This mapping allows data analysts to compare and com-
bine data from various sources without needing to understand the specific
terminology used by each source.

4. Data Enrichment: CIM provides a framework for enriching data by adding
context and metadata to events. This context helps in better understanding
the significance of events and enables more accurate analysis.
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5. Normalization and Tagging Add-ons: Splunk offers CIM-compatible add-ons
that can be installed to normalize and tag data. These add-ons translate data
from specific sources into the standardized CIM format, ensuring consistent
and coherent data interpretation.

Common Information Model: Network Traffic

The CIM Data Model for Network Traffic is designed to enhance the understanding
and analysis of network data, which is crucial in the context of cybersecurity,
network monitoring, and threat detection. It provides a common language and
structure for describing network-related events, allowing to efficiently manage and
respond to security incidents, performance issues, and anomalies. The CIM Data
Model for Network Traffic encompasses a range of fields and event types related
to network interactions. These include details about source and destination IP
addresses, ports, protocols, bytes transferred, and timestamps. By organizing
these attributes into a structured format, the Data Model facilitates consistent
interpretation and correlation of network data across various data sources, devices,
and applications.

Figure 2.9: CIM Network Traffic Data Model with the corresponding search used
to identify network logs and normalize them
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The CIM Data Model for Network Traffic finds application in a variety of
scenarios, including:

• Cybersecurity: Identifying and responding to network anomalies, intrusions,
and potential security breaches.

• Network Monitoring: Monitoring network performance, identifying bottlenecks,
and optimizing network resources.

• Incident Response: Investigating security incidents by analyzing network
communication patterns and identifying potential attack vectors.

To properly configure and map each field from the ingested log to its correspond-
ing field in the data model, it is necessary to refer to the official documentation
provided by Splunk. In the Figure is it possible to see some of the fields mapping
with a description and list of example values. For the complete table of fields, refer
to the official web page.

Figure 2.10: Official table of the CIM Network Traffic Data Model mapping of
fields.
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2.4 Splunk Security Essentials

Splunk Security Essentials serves as a centralized platform for the understanding of
security monitoring, threat detection, and incident response. It features a variety
of dashboards designed to guide users through the process of collecting necessary
data and identifying specific threats effectively. One of the main features provided
by the application is the ability to explore various attacks and phases of the cyber
kill chain, and navigate through different attack scenarios. By selecting a specific
attack it is possible to see information about its behaviour along with detailed
description and mapping to the MITRE ATT&CK framework, providing valuable
links to corresponding pages for further insight. In most of the cases the application
also provides some example of queries in the SPL language that can be used as a
baseline for the implementation of the detection of the specific threat. Additionally,
Splunk Security Essentials includes compliance monitoring capabilities to help
organizations adhere to regulatory requirements and security standards, by offering
predefined compliance checks, reports, and alerts to identify gaps in compliance
and mitigate risks.

Figure 2.11: MITRE ATT&CK matrix available in the Splunk Security Essentials
dashboard with clickable items.
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2.4.1 Network Service Discovery
By selecting an item from the MITRE ATT&CK matrix (Figure 2.11) provided in
the analytics advisor dashboard, it is possible to access information about attacks,
listed along with the mapping to data sources, tactics and techniques. Additionally,
a drilldown option is available from the same page, leading to a separate dashboard
displaying a list of all attacks within the specific security content, as shown in
the Figure 2.12. Before searching for a detailed information about a specific
attack, it is possible to review all the stages of operations required for proper
detection configuration, including data collection and normalization using the
Common information Model, asset enrichment, and automation and orchestration
for advanced detection.

Figure 2.12: Network Service Discovery drilldown page with security content and
possible attack detection

2.5 Splunk InfoSec
The Splunk InfoSec App is a powerful solution designed to support security intelli-
gence and streamline the identification, analysis, and response to potential security
threats and incidents within an organization. As an integral part of the Splunk
system, this app extends the platform’s capabilities by offering specialized features
and tools customized for security professionals and teams.

The primary purpose of the application is to offer a comprehensive platform
for the effective management and mitigation of security risks [3]. By aggregating
data from diverse sources and by displaying relevant information on the provided
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Figure 2.13: Security Content Basic Scanning page with mapping of the attack
to MITRE ATT&CK tactics and techniques.

dashboards, the application allows to continuously monitor the general overview of
the security of the infrastructure, and to effortlessly identify anomalies, thoroughly
investigate incidents, and promptly respond to threats in real-time, all while
providing an intuitive and user-friendly interface that sets it apart from more
complex solutions. Beyond its core functions, the InfoSec app is designed for
additional customization by offering the necessary security features while allowing
users to expand the platform according to specific security requirements. This
adaptability can be further enhanced by integrating additional apps and add-ons
from the Splunkbase repository.

2.5.1 InfoSec and CIM integration
The Splunk InfoSec app’s effective operation relies on the seamless integration
of the CIM data models, which serve as the backbone that ensures a consistent,
normalized, and contextualized view of the event data brought into the Splunk
environment [4]. The CIM data models, in combination with accelerated data
models, permit the swift correlation of data across various sources, enabling the
uncovering of hidden patterns and potential security threats that might have
otherwise gone unnoticed. Furthermore, the accelerated data models enhance
the performance of searches and analyses by optimizing the execution of complex
queries and making it possible to extract useful information from vast amounts of
data in real-time.
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To maximize the utility of the InfoSec app, it is crucial to ensure that both the
CIM data models and the accelerated data models are configured accurately. It is
possible to configure only the relevant data models based on specific requirements,
but it is necessary to have a solid knowledge of the information gathered within
the system. Mapping each type of log to the appropriate model is essential, since
it ensures that the InfoSec app accurately interprets the data, enabling precise
determination of information and facilitating the visualization of results.

Figure 2.14: Example of a Security Posture page of the InfoSec application

2.5.2 Configuration of The InfoSec App
The InfoSec documentation offers a helpful guide for installing and configuring the
application accurately. Additionally, the app includes a dashboard displaying the
current configuration status, showcasing the required accelerated data models and
installed applications necessary for its proper functionality.

As mentioned earlier, apart from the CIM application, it is essential to install
the following add-ons downloadable from the Splunkbase repository:

• Punchcard - Custom Visualization: used to provide new visualization options
to display metric aggregated over two dimensions [5].

• Force Directed App For Splunk: used to visualize networks, attack paths
inside an environment and connections between objects [6].

• Splunk App for Lookup File Editing: used to edit lookup files directly from
the splunk web page and to maintain history and propagate modification also
in a clustered environment.
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By accessing the Health dashboard within the InfoSec application, is it possible
to review the status of all configurations and installed add-ons to determine the
readiness of the app for use and verify which data is properly configured for system
monitoring. The first panel of Figure 2.15 illustrates the number of events received
in the last 24 hours for each CIM data model utilized by InfoSec, while the second
panel provides an overview of the data model acceleration status including a
percentage of the build.

Figure 2.15: InfoSec Health Dashboard with the status of the event ingested for
each data models and the built percentage of the acceleration.

On the same page, there is a dedicated panel displaying the currently installed
add-ons that are necessary for the InfoSec application, along with their respective
versions, as shown in the Figure 2.16.

Figure 2.16: InfoSec Health Dashboard with the status of the application required
installed and their version.
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2.6 Simulating Real-World Data with Splunk
Eventgen

Splunk Eventgen is a powerful application utility that enables the generation of
synthetic event data within the Splunk environment. The primary purpose of
Splunk Eventgen is to mimic real-world data, allowing users to simulate various
scenarios and conditions without affecting actual operational systems and without
configuring real external apparatus that logs information. This proves invaluable
for testing the efficiency of search queries, evaluating dashboard performance,
validating the accuracy of alerts and visualizations, and conducting test scenarios
for developing new applications [7].

Splunk Eventgen offers a range of features that facilitate flexible and customized
data generation. Users can specify attributes such as timestamps, sources, source-
types, hostnames, and more, enabling the creation of data that mirrors their actual
environment. Additionally, the tool supports the use of predefined sample datasets,
which can be customized to match specific use cases. Eventgen offers the capability
to initiate event generation using existing samples as a starting point. Moreover,
it provides the flexibility to extract and replace tokens from the original sample,
resulting in the creation of customized events. The randomization feature incorpo-
rated within the application introduces an element of randomness into log ingestion,
providing a useful tool for simulating real-world logging scenarios.

One of the notable aspects of the application is its capability to generate data
in varying volumes and at adjustable frequencies. This feature proves beneficial for
load testing, capacity planning, and evaluating system behavior under different data
loads. Furthermore, Splunk Eventgen’s compatibility with the Splunk Common
Information Model ensures that generated data aligns with standardized data
models, enhancing the accuracy and usefulness of analysis.

2.7 Splunk Fortinet FortiGate Add-on
The data-set utilized as a testing environment for this thesis is based on logs
generated by Fortinet FortiGate firewalls. Consequently, it becomes essential to
introduce an application within the Splunk infrastructure that can effectively parse,
extract, and manage the format of these specific log types.

The Splunk Fortinet FortiGate Add-on serves as a bridge between various Fortinet
devices, including firewalls, IDS and IPS systems, with the Splunk platform. It
allows to efficiently collect, index, and analyze security-related data from these
devices, allowing for comprehensive visibility into network activities, threats, and
vulnerabilities [8]. The application provides different functionalities:

• Log Data Collection: the application is designed to gather log data from
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FortiGate firewalls, ensuring that every relevant event is captured for further
analysis. This includes a wide range of security-related logs, traffic data,
system events, and more.

• Data Parsing and Normalization: upon collection, the add-on parses the raw
log data, extracting valuable information and fields. It then normalizes these
fields according to the CIM, ensuring consistent data structure and enabling
efficient querying and correlation with other data sources.

• Field Extractions: the add-on automatically extracts relevant fields from
the log data enriching the events with context and metadata, enhancing the
subsequent analysis.

• Dashboard and Visualizations: the FortiGate Add-On includes pre-built dash-
boards and visualizations that are adapted to each type of log data. These
visual representations provide visibility into network traffic, security incidents
and system health, allowing the identification of anomalies and potential
threats.
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Chapter 3

Design of the Splunk
Application

In this chapter it is going to be described the process and experiments conducted
to develop an application centered on the detection of network anomalies. Based
on the extensive tools and knowledge presented in the previous chapter, the focus
will be on the practical application of these concepts.

The experimental analyses carried out in this chapter cover a wide variety of
topics, beginning with the preparation of data and going through the process of
selecting algorithms and implementing the application. All these configuration and
testing processes will lead to the creation of a simple yet comprehensive tool for the
detection and investigation of network anomalies. The queries presented will be
incorporated and customized as part of the final application, serving as alerts and
dashboard visualizations. The final solution also includes the configuration files to
continuously generate traffic events, the alerts created to detect the different network
anomalies, and a dashboard with various information related to the communications
paths, the geographical areas and the attacks detected.

3.1 Data Generation
In the initial part of the experimentation, the focus is on the generation of synthetic
network events. Understanding the format of Fortigate sample events is crucial
for creating meaningful test data. It is also explored the configuration settings of
Eventgen, a tool that aids in the generation of log data which are essential for simu-
lating normal traffic and various network attacks. Two distinct log types generated
by Fortinet Fortigate devices will be created, described, and later normalized to
prove how the utilization of data models enables the detection of anomalies across
diverse data sources.
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3.1.1 Fortigate Sample Events Format
Fortigate Fortinet firewalls are able to detect and log various information about the
network traffic data that come across these devices. These events are crucial for
monitoring network activities, identifying threats, and ensuring the overall security
of an organization’s digital infrastructure. Within these events, FortiGate sample
data conform to a structured format, that must be followed to generate real and
meaningful information. The Fortinet devices have the capability to produce logs
that include both traffic events, which describe communication between source
and destination addresses and traffic paths, and events related to Unified Threat
Management (UTM) and Intrusion Detection System (IDS) functionalities.

Fortigate traffic logs format

The following is an overview of the key components typically found in Fortigate
traffic sample events:

• Timestamp: each event includes a timestamp indicating when the event
occurred. This timestamp is essential for tracking the timing of network
activities and security-related events.

• Device Information: Fortigate sample events contain device-specific infor-
mation, such as the device name (e.g., Fortigate firewall), a unique device
identifier, and relevant device properties. This information helps in associating
events with specific devices in a network.

• Event Type and Subtype: Events are categorized into various types and
subtypes, allowing for easy classification and analysis. For example, events
can be classified as "traffic" with subtypes like "forward," "deny," or "session."

• Network Details: Fortigate events provide detailed network information, in-
cluding source and destination IP addresses, source and destination ports, and
the protocol used (e.g. TCP, UDP).

• Policy and Session Information: Events often reference security policies and
sessions associated with the network traffic. This information assists in
determining whether network activities conform to established security policies
or require further investigation.

• Action Taken: Fortigate events specify the action taken in response to network
traffic. Common actions include "allow," "deny," or "reset." This information
is crucial for evaluating the security posture of the network.
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• Additional Details: Depending on the specific event, Fortigate sample events
may include additional details related to the event, such as the number of
bytes transmitted, service details, and any custom attributes configured in
the firewall.

• Event Message: A descriptive event message or log message provides context
for the event. It often includes information about the event trigger, potential
security risks, or other relevant details.

Fortigate UTM logs format

An UTM event example shares common fields relevant to Fortinet devices such
as source and destination information, timestamp and device name. However, it
includes additional details such as the severity of events, unique identifiers assigned
to incidents, and correlation score and level. These additions help define the event’s
severity and its correlation with known patterns or rules within the security system.

The following are some example of additional fields present in a Fortigate UTM
log:

• attack info: name of the attack detected by the UTM and the corresponding
id.

• profile: in most of the cases it is present a profile of the attack detected and a
reference to the official Fortinet web page, where a detailed description of the
detection is showed.

• incident number: usually a detection of a security event can triggers the
creation of an incident in a dedicated service. In this field it is included the
number of the incident related to the event logged.

• threat score and level: to the IPS signatures, web categories, malware, and
applications are all assigned a severity that is associated with a threat weight,
which can be calculated as the value of the category of the attack times the
number of incident detected. The severity of the detected incident increases
proportionally with the threat score value.

Understanding the format and structure of Fortigate sample events is essential
for effective log analysis and security monitoring within the Splunk environment.
These events serve as the foundation for detecting network anomalies, identifying
security incidents, and responding to potential threats. In the subsequent sections,
are going to be explored how the configuration of Splunk Eventgen to create these
events starting from some sample data.
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3.1.2 Eventgen Configurations
An essential task of the present research is the creation of network traffic behavior
that closely resembles authentic patterns, which begins with a collection of extracted
Fortigate events. This task necessitates to correctly configured the Eventgen
application, to derive original logs that closely emulate authentic network traffic.
To ensure the precision and fidelity of these synthetic events, a prerequisite step
involves the creation of a structured CSV or TXT file containing a subset of sample
events. This file is subsequently positioned within the designated ’sample’ directory
within the application.

The selection of this sample dataset has been informed by an authoritative
source: the official Splunk BOTS GitHub repository [9], which features a repository
of exemplary events including both real-world cyber-attacks and normal network
traffic. The acquisition of this dataset involved its retrieval from the repository,
followed by its ingestion into a Splunk environment. Subsequently, an extraction
of sample events was performed to serve as the foundation for the event generation
process.

The configuration of Eventgen revolves around the specification of temporal
parameters that dictate the temporal aspects of the event generation process.

The Parameters must be defined in a dedicated text file called eventgen.conf
included in the application default folder and automatically recognized by the
Eventgen Add-on.✞ ☎
[ fgt_traffic_sample .csv]
disabled = false
mode = sample
interval = 30
earliest = -30s
latest = now
count = 35
randomizeCount = 0.2
randomizeEvents = true✝ ✆
Listing 3.1: eventgen.conf file with the configuration for traffic sample events
generation.

stanza definition The initial line specifies the filename, situated within the
’sample’ directory. This file serves as the foundational dataset guiding subsequent
configurations.

disabled The ’disabled’ parameter is set to ’false,’ enabling the event generation
process specifically for this dataset.
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mode Eventgen offers two distinct modes: ’sample’ designates the utilization of a
sampled dataset, where random samples are extracted from the file. Alternatively,
’replay’ mode replays events from the file in their original order.

interval The ’interval’ configuration determines the frequency of event generation.
For example it can be set at thirty seconds intervals.

earliest and latest The ’earliest’ and ’latest’ configurations define a temporal
interval for the timestamp of the events. An example can be a time range from the
past thirty seconds up to the current moment.

count The ’count’ parameter specifies the total quantity of synthetic events
generated during each execution of the generation process. At each iteration
defined by the interval parameters a certain quantity of events are generated
together. Changing this configuration allows to increment or decrement the volume
traffic and to simulate different kind of scenarios.

hourOfDayRate This configuration defines the likelihood of event generation
for each hour of the day. The values specified for each hour, ranging from 0 to 23,
represent the probabilities (ranging from 0 to 1) that an event will be generated
during that specific hour. For instance, during the early morning hours (0-5), the
probabilities are relatively low, reflecting a reduced likelihood of network activity.
In contrast, the probabilities increase during business hours (8-17), signifying
heightened network traffic during this period. This parameter allows for the
replication of daily network patterns and the simulation of event occurrence at
various times of the day, enhancing the authenticity of the generated events.

dayOfWeekRate This parameter controls the distribution of events across
different days of the week. It specifies the likelihood of generating events on each
day, from Sunday (0) to Saturday (6), using probability values ranging from 0 to 1.
This configuration enables the emulation of variations in network traffic patterns
over the course of a week. For instance, a higher probability for weekdays (1-4)
suggests increased network activity during business days, while lower probabilities
for weekends (5-6) indicate reduced traffic during the weekends.

dayOfMonthRate The parameter extends the temporal control by facilitating
the distribution of events throughout a month. Similar to the previous parameters,
it assigns probability values to each day of the month, ranging from 0 to 1.
This configuration permits the recreation of monthly patterns in network activity.
In particular, higher probabilities on specific days (e.g., the 8th and 15th) may
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correspond to regular network maintenance or billing cycles, while lower probabilities
on others (e.g., 3rd and 30th) indicate periods of reduced activity.

randomizeCount The following parameter introduces randomness into the
number of events generated. It accepts a float value that represents a percentage.
Setting randomizeCount to 0.2 indicates a 20% randomization in either direction
(an increase or decrease) in the number of events generated. This means that, on
average, there is a 20% chance that the actual number of generated events may
deviate from the expected count. This randomness adds variability to the event
generation process, simulating scenarios in which the frequency of network events
may fluctuate unpredictably.

randomizeEvents This parameter, when configured as ’true’, activates the
randomization of event generation within the provided sample file. When working
with sample files containing a considerable variety of distinct events, this setting
ensures that events are selected randomly for generation during each execution.

outputMode This setting defines the output mode, indicating that Splunk will
utilize a modular input mechanism to ingest and manage the generated events.
Modular inputs are versatile components in Splunk that enable data collection
from various sources. This choice of output mode ensures seamless integration of
the generated events into the Splunk environment.

index Specifies the target index where the generated events will be stored within
the Splunk instance.

host This configuration identifies the host or source of the generated events. In
this context, it indicates that the events originate from the specified IP address.

source Specifies the source of the data. The User Datagram Protocol (UDP)
port 514, is the one typically used by the Fortigate devices for syslog data.

sourcetype This parameter assigns a categorization tag to the incoming data.
Categorizing data using sourcetypes is essential for applying appropriate parsing
rules and data transformation processes. It allows Splunk to understand the nature
and format of the data, making it easier to extract meaningful information during
indexing.
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✞ ☎
token .0. token =^[A-Za -z]{3}\s\d{2}\s\d{2}:\d{2}:\d{2}
token .0. replacementType = timestamp
token .0. replacement = %b %d %H:%M:%S

token .1. token=date =(\d{4} -\d{2} -\d{2})
token .1. replacementType = timestamp
token .1. replacement = %Y-%m-%d

token .2. token=time =(\d{2}:\d{2}:\d{2})
token .2. replacementType = timestamp
token .2. replacement = %H:%M:%S✝ ✆
Listing 3.2: eventgen.conf file with token configuration to replace the timestamp
when generating new events.

The provided configuration settings are responsible for substituting the times-
tamps within sample logs with new timestamps falling within the interval defined
by the "earliest" and "latest" parameters. These settings consist of tokens, each
including a regular expression pattern to capture the timestamp section in the logs
and a replacement configuration specifying the format for the newly generated
timestamps.

With tokens it is also possible to replace internal IP addresses found within
the source and destination fields of the original events. These settings enable the
substitution of the addresses captured by the regular expression with randomly
selected IP addresses sourced from a designated file. The path of the file must
be correctly configured depending on the corresponding version of the operating
system.

3.1.3 Simulation of Network Attacks

In the preceding section, it has been established the configuration necessary for
replicating generic network traffic that closely mirrors real-world scenarios. However,
for a correct evaluation of the application, it is required to introduce simulated
network attacks that can be concealed within a regular network traffic. Achieving
this objective requires the accurate configuration of Eventgen to generate these
attacks based on predefined templates. Within the scope of the study, the aim is
to simulate two distinct types of attacks: network scanning attacks and Command
and Control attacks. While hidden in normal network traffic, those attacks present
specific patterns that necessitate precise detection by the application.
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Network Scanning Attack

The first type of attack, the network scanning attack, involves malicious actors
systematically probing network resources, seeking vulnerabilities, and identifying
potential targets for exploitation.

This simulation will involve the generation of traffic patterns that resemble a
scanning operation, making it appear as a routine network activity. To simulate
network scanning attacks effectively, Eventgen must be configured to generate traffic
patterns and event logs that can be compared to the behavior of real attackers.
Within the network scanning attacks it is possible to recreate two different type of
attack: the host discovery where the attacker is trying to detect all the active host
inside the network and their addresses, and the port scanning attack where the
intruder tries to discover open and closed ports and the services listening to it.

This configuration includes:

1. Traffic Patterns: define traffic patterns that mimic the sequential probing of
IP addresses, ports, and services, commonly associated with network scanning.
These patterns should emulate the gradual exploration of the network, making
it appear as if a legitimate user is engaging in routine network activity.

2. Randomization: incorporate randomization within the scanning patterns
to introduce variability, mirroring the unpredictability of actual scanning
activities. This ensures that the generated traffic does not follow a predictable
pattern that could be easily detected.

Host Discovery

The configuration showed in the Listing 3.3 generates events where the attacker’s
static IP address remains constant, while a variety of potential addresses are utilized
as destinations. This setup simulates an exploration of the network and its hosts,
to gain knowledge of the active devices.
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✞ ☎
interval = 20
earliest = -10s
latest = now
count = 1

token .3. token=srcip =(\d+.\d+.\d+.\d+)
token .3. replacementType = static
token .3. replacement = 203.0.113.100

token .4. token=dstip =\d+.\d+.\d+.(\d+)
token .4. replacementType = random
token .4. replacement = integer [1:254]

token .5. token= dstport =(\d+)
token .5. replacementType = static
token .5. replacement = 80✝ ✆
Listing 3.3: eventgen.conf file with token configuration of the host discovery
attack events

Generating events with a specific time interval between each occurrence is
important to mimic the attack’s intensity accurately. A longer time interval
between events reflects a slower-paced attack, making it more challenging to detect
and distinguish from typical network traffic.

By using an relatively short interval in the Eventgen settings is possible to
recreate a low intensity host discovery attack. Scanning the simulated local network
192.168.224.0/24 with 255 distinct possible hosts indicates that the attack will
likely require approximately 1 hour and 20 minutes to complete, considering an
interval of 20 seconds between each scanning attempt. Reducing the interval will
lead to the generation of an high intensive scanning attack that can be more easily
detected, since it will generate a large volume of traffic data in a small period of
time.

Port Scan Attack

To configure Eventgen to generate events that resemble a port scan attack it is
sufficient to utilize similar settings as the ones provided for the host discovery
attack, with a reduced interval between the generation of the logs and a dynamic
generation of the port number as well as the IP address of the destination. This
settings recreate an exploration of the network and its services, probing the ports
that are generated to identify active services and their availability. The number of
the event generated is increased since the port scanning attack usually require the
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testing of numerous port and destination addresses at the same time to effectively
discover useful information about the targeted system.

Command and Control Attack

The Command and Control attack, is designed to replicate the covert communication
channels established by malicious actors to control compromised systems within
a network [10]. These communications often follow a predetermined pattern
that might go unnoticed by conventional monitoring systems. The application’s
effectiveness depends on on its ability to recognize and flag such patterns as network
anomalies. By simulating Command and control attacks within the normal traffic,
is it possible to assess the application’s capability to distinguish between legitimate
network activity and illicit command and control communications.

To achieve effective simulation of command and control attacks, Eventgen has
been configured to facilitate communication between two devices: one acting as the
attacker and the other as the victim. The simulated attack is characterized by its
high intensity, involving a rapid influx of commands directed towards the victim.

The attack is simulated by the generation of one event each 30 seconds, which
indicates a almost regular pattern of communication. Additional randomization
is introduced in the generation of the timestamp of the event to replicate a more
realistic behaviour. In the Eventgen configuration, it has been designated a fixed
source IP address to represent the attacker and a static destination IP address
for the victim, ensuring the consistency and controlled nature of the simulated C2
attack.

3.2 Model and Data Exploration
Before examine the experimental analysis, it is necessary to ensure that the data
is appropriately structured and normalized. In this section, it is explained how
the configuration of the Common Information Model and the acceleration are
performed to increase the performance. It is also explored the data set to gain
insights into its content and characteristics.

3.2.1 Configuration of CIM Network Traffic Data Model
As mentioned in the previous chapter, the Common Information Model serves
as a well-established framework designed to bring standardization to the realm
of information security and network management data. The requirement in the
context of this research is the standardization and structuring of Fortigate events
created through the use of the Eventgen application. This normalization process
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is fundamental as it establish the basis for enabling seamless integration with the
InfoSec application, ensuring its effective and accurate functioning.

Fortigate, as a versatile security solution, generates a wide variety of event
data, often with varying formats and structures. The challenge lies in normalizing
this diverse array of events into a unified format that adheres to CIM standards.
This process involves mapping Fortigate-specific data fields to their corresponding
CIM counterparts and ensuring the correct data types and naming conventions are
maintained.

Thankfully, a significant portion of the normalization process is facilitated by
the Fortigate Fortinet Add-On, which can be easily installed as an application
within the Splunk Enterprise environment utilized for the event generation. This
application not only provides the parsing and extraction of diverse fields within a
typical event, but also adheres to the Common Information Model standards by
renaming and evaluating certain fields to align with the requirements of a CIM
data model.

To establish the correct connections between Fortigate data sources and the
Network Traffic Data Models, it is required to make adjustments to the configuration
of the CIM application integrated within the Splunk environment. Within the
application’s settings, there is an option to specify, for each data model, the indexes
that should be queried to locate CIM-compliant data. Additionally, it provides the
flexibility to customize certain parameters to optimize the acceleration of the data
model.

Acceleration of Network Traffic Data Model

The acceleration of the data model discussed in the preceding section is essential for
both the efficiency of data retrieval from the index and the correct integration with
the Splunk InfoSec application. It is also necessary to create alerts the can frequently
search for a large volume of data and monitor constantly the infrastructure.

Data model acceleration involves pre-computing and storing summary data that
accelerates search and reporting processes. For the Network Traffic Data Model,
this means aggregating and indexing relevant data to provide faster query responses
when investigating network traffic patterns and anomalies.

To accelerate the Network Traffic Data Model effectively, it’s crucial to identify
and select the appropriate summary fields. These are the data attributes that will
be pre-computed and indexed for faster retrieval. Common summary fields for
network traffic data include source IP, destination IP, port numbers, protocols, and
event counts.
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Configuring Acceleration Settings

Splunk provides configuration options for accelerating data models through the
user interface. To configure acceleration for the Network Traffic Data Model it is
necessary to navigate to the Data Model Editor within Splunk, which allows any
user with enough privileges, to manage data models and their acceleration settings.
From this page it is possible to enable the acceleration by selecting the relevant
data sources and summary fields that should be accelerated. It is important to
specify the frequency at which the acceleration summary should be built or updated,
which depends on the data rate of change and the need for up-to-date results.
Additionally it is necessary to define the time range for which accelerated data
should be generated. It is important to balance the range between historical and
real-time data depending on the use case, since a larger summary range value can
enhance performance for older data searches, but it comes at the cost of increased
disk space utilization and longer build times.

For the purposes of this research, querying data dating back up to one month
is sufficient. Therefore, an appropriate summary range value for this scenario is
exactly one month.

3.2.2 Exploring the Generated Events

Exploring and analyzing data is a critical aspect of any data-driven endeavor,
especially in the context of network traffic data generated and collected for security
and operational purposes. After completing the configuration of the Data Model,
there is the possibility to explore the ingested data in two different ways: common
searches and leveraging the acceleration of the Network Traffic Data Model.

Common Search

Common searches in Splunk allow for ad-hoc queries and exploration of data
without the need for predefined data models. This approach is flexible and useful
for quick investigations. To search for a particular data set is sufficient to know the
index where the logs are stored and usually the sourcetype or directly the source
file name.

By using a simple search command in a determined time range is it possible
to access all the raw logs contained in the chosen index, along with all the fields
extracted at index and search time. Starting from the search command it is then
possible to filter and analyze the various logs, as well as compute statistics based
on the individual fields contained within these events.
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Figure 3.1: Edit of the acceleration settings of the Network Traffic Data Model

Search with the Data Model

The configured Network Traffic Data Model offers a structured and optimized
approach for exploring network traffic data. It simplifies and accelerates the process
of uncovering valuable insights. To use the data model to extract the logs contained
within, it is possible to use the generative command "| from datamodel" that is
able to create events starting from the information kept inside the specified model.

Exploiting the data model within the search query notably improves the ex-
traction efficiency of logs. However, it is important to note that only the fields
included in the data model are extracted and made accessible for analysis, while
any other fields are not displayed and cannot be used for further event processing.

Additionally, with accelerated data models it is commonly used the "tstast"
command which is able to perform statistics in a similar way to the normal "stats"
command, but with the ability to perform the operations on indexed fields in tsidx
files. Since it searches only on indexed fields instead of the raw events, it is faster to
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execute and it is able to exploit the acceleration functionalities of the data models.

Search Performance

To see the performance of the query is it possible to select the job inspector view
provided in the Splunk web interface after a search is completed. In the Figures 3.2
and 3.3 are displayed the timing performance of the two query previously described.
The command that exploited the functionality of the data model is more than
two second faster while extracting the same amount of events. The job inspector
computes and shows all the timing of each command within the search query,
allowing to detect the part of the SPL searches that required more time to execute,
and to improving the performance by indicating the optimized search.

Figure 3.2: Job inspector result of the
query that search the events with source-
type fortigate_traffic directly from the
index. The search required 9,97 seconds
to scan 148795 events.

Figure 3.3: Job inspector result of the
query that search the events with source-
type fortigate_traffic exploiting the Net-
work Traffic data model. The search
required 7,698 seconds to scan 148795
events.

3.3 Experimental Searches and Analysis
In this section are going to be presented the analytical techniques adopted to detect
anomalies and security threats within the network traffic data. Various aspects have
been addressed, including outlier detection, the identification of network scanning
activities, and the detection of command and control attacks. Additionally, it has
been correlated traffic data with geo-spatial information and created a query able
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to display data in a Network Communication Map using the tools provided by the
InfoSec application.

3.3.1 Detect outliers in Network Traffic
In the realm of network security and performance monitoring, the ability to detect
outliers within network traffic data can ensure the safeguarding of the networks and
their optimal operation. Outliers, in this context, represent data points or network
behaviors that deviate significantly from the norm. These anomalies can range
from sudden surges in data traffic to unusual patterns of communication, and they
often signify potential security threats, operational issues, or even opportunities
for optimization.

The techniques used for detecting outliers in network traffic encompass statistical
analyses, pattern recognition, and data modeling. By meticulously examining the
statistical distribution of network parameters and evaluating historical trends, it is
possible to detect anomalies that might otherwise evade human observation.

The algorithm 1, which is pseudo code for the SPL queries adopted in the solution,
is specifically designed to identify unusual spikes in the count of destination IP
addresses observed within the past 24 hours. This analysis is valuable in monitoring
network traffic and identify potentially anomalous behavior.

The first step is to summarize and retrieve statistics from the Network Traffic
Data Model extracting events in the last thirty days, and then calculate the distinct
count of destination IP addresses within one day time spans for each source IP
address.

After the extraction of the events, some statistics and variable are computed:

• maxtime: contains the value of the current time, at the moment the searches
is run. Used as a baseline to distinguish all the events that are older than 24
hours.

• number of data sample: counts the number of data samples in the searched
range for each source IP to exclude events that have few samples and for which
the outliers detection can cause the generation of false positive.

• maximum count of destination: finds the maximum count of destination IP
addresses within the last day.

• average count of destination: calculates the average count of destination IP
addresses before the last day.

• stdev: computes the standard deviation of the count of destination IP addresses
before the last day, providing a measure of data variability.
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Algorithm 1 Pseudo code of the SPL query to detect outliers in network traffic
data.

1: ▷ Retrieve summarized statistics of all traffic, counting unique destination IP,
grouped by source IP with a time span of 1 day

2: get events from data model
3: minsample← 8 ▷ Set the minimum number of events needed to consider it an

outliers
4: _time← event timestamp ▷ Timestamp of each event
5: Group By source IP, _time
6: for each source IP do
7: dc = distinct count destination IP
8: end for
9: maxtime← now() ▷ get current timestamp

10: lastday = maxtime− 24 hours ▷ timestamp of the last day
11: Group By source IP
12: for each source IP do
13: count = tot number of events
14: max = maximum dc where _time >= lastday
15: average = average dc where _time < lastday
16: stdev = standard deviation of dc where time < lastday
17: end for
18: lowerBound = (average− 2× stdev) ▷ calculate lower bound
19: upperBound = (average + 2× stdev) ▷ calculate upper bound
20: ▷ Identify outliers
21: if max > upperBound AND count > minsample then
22: isOutlier = True
23: else
24: isOutlier = False
25: end if
26: where isOutlier = True ▷ Filter out records which are outliers
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To identify values that deviate significantly from the norm an upper and lower
bounds are calculated. Those values are retrieved from the previously calculated
average and standard deviation. Then, it is possible to evaluate whether the current
count exceeds the upper bound and whether there are a sufficient number of data
samples to consider it an outlier. If both conditions are met, a variable is set and
later filtered by, in order to extract only the relevant events.

By executing the previous search, it is possible to retrieve only the outliers that
are present in the events of the last 24 hours, and create a table to show those
values. By categorizing the search results based on the source IP address, it is
possible to observe whether the outliers with the highest count originate from an
internal server or an external one, and possibly continue the investigation searching
other information or events related to that particular source.

Figure 3.4: Table representation of the result of the search to detects outliers

3.3.2 Detect Network Scanning Activities
Network scanning activities are commonly used in the initial reconnaissance step
that cyber attackers often employ to map out vulnerabilities, identify weak points,
and gain information that can be later used to launch more sophisticated attacks
towards the target [11]. Detecting these probing activities can avoid potential
security breaches and safeguarding network integrity in the future.

Similar to the previous search, this analysis requires the extraction of information
directly from the Network Traffic Data Model. The command computes two
essential statistics for each source IP address: the unique count of destination
ports and the number of IP addresses contacted by that source IP. Based on this
data, the subsequent calculations reflect those used to identify outliers in the count
of destination, with the addition of evaluating the average, count, and standard
deviation for destination ports.

To detect a possible scanning activities, we filter the results to identify source IP
addresses that are outliers and have contacted more than 100 distinct destination
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ports or more than 100 distinct destination IP addresses. These thresholds are set
to capture behavior indicative of network scanning, as a high number of destination
ports or IPs suggests a systematic exploration of network assets. It is always
possible to adjust those threshold, depending on the size of the infrastructure
monitored and the volume of traffic data, in order to customize the control and
reduce the generation of false positive and false negative.

By running the search using the simulated data generated through Eventgen’s
configuration, it was successfully identified the attacker’s IP address as a potential
indication of network scanning activity. This finding opens the door to further
investigation by analyzing the logs in more detail.

3.3.3 Detect Command And Control Attacks
Command and Control attacks are often more challenging to detect compared
to other types of attacks due to their complex and stealthy nature. Unlike some
straightforward attacks that may exhibit clear patterns or signatures, these attacks
are designed to mimic legitimate network traffic, making them harder to identify.
With access to network traffic data alone, it remains feasible to uncover potential
malicious activities through the analysis of communication patterns, all without
directly inspecting the actual content or data exchanged between the communicating
parties [12].

The search designed to detect those types of attacks uses the suggested configura-
tions and thresholds specified in the InfoSec and Security Essential applications. Its
primary objective is to identify simple Command and Control attacks characterized
by an almost regular pattern of communication with their targeted victims. The
approach is based on detecting some anomalies and traits commonly linked to
Command and Control traffic.
Some of them are:

• Low volume of data: C2 attacks often generate a relatively low volume of
traffic over an extended period. This method helps them hide within regular
network activity, making it difficult to distinguish malicious behavior from
normal patterns.

• Short Time Gaps: there are minimal time gaps between communication events
in C2 traffic. This can manifest as very short intervals between data exchanges,
reflecting the urgency and responsiveness of the C2 communication.

• Consistent Communication Patterns: C2 traffic tends to follow consistent
communication patterns over time. The commands and responses may exhibit
regular intervals or predictable sequences, which is distinct from the variability
seen in legitimate network traffic.
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The algorithm 2 describe the behaviour of the search adopted to detect command
and controls attacks. By starting from the network data present in the Network
CIM Data Model, the search calculates the time gap between the current event
and the last event for each destination IP address. This gap represents the time
elapsed between two successive communications.

The algorithm then performs statistical calculations on the data grouped by
source (attacker) and destination (server) IP addresses. It computes metrics relative
to the number of events between a source and destination IP, the average time gap
between communications for each source and destination pair and the variance of
time gaps, providing insight into the variability of communication timing.

To identify potential C2 activities, the search filters the results based on the
previously computed values. When the average time gap between communications
falls below a certain value, it could denote the presence of C2 communication.
Additionally, the requirement for a high event count ensures that a significant
volume of communications has taken place between the source and destination IP
addresses, further suggesting the possibility of C2 activity.

To potentially exclude hosts that periodically and frequently communicate with
each other, which might be wrongly detected as potential attacks, a lookup table
is utilized. In the table all the known addresses that frequently communicates
between each other can be included to exclude all the events which refer to those
communications. By checking if both the destination and the source are found in
the provided lookup, it becomes possible to exclude these events and prevent the
triggering of unwanted alerts.

When running this search with the generated data, it was possible to successfully
detected the high-intensity simulated attack. Depending on the normal traffic
volume monitored by the Splunk infrastructure, lowering the event count threshold
for faster detection of potential attacks or increasing the average gap between events
can lead to the identification of false positives that resemble normal traffic patterns.
However, these adjustments also provide greater flexibility to the recognition of
low-intensity attacks which may present an higher value of time gap between
subsequent communications to possibly elude the search detection.

3.3.4 Correlation of Traffic Data with Geo-Spatial Informa-
tion

Splunk provides a powerful capability to correlate network traffic data with geo-
spatial information, allowing to create graphical maps with the geographic origins
and destinations of network activities.

The search described in the algorithm 3 begins by retrieving summarized network
traffic data from the Network Traffic data model. It focuses on events where the
action is categorized as either "block" or "drop," which typically represent network
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Algorithm 2 Pseudo code of the SPL query to detect possible command and
control attacks in network traffic data.

1: ▷ Retrieve events of all traffic in the last month
2: get events from data model
3: _time← event timestamp ▷ Timestamp of each event
4: for each destination IP do
5: next_time = time next event with same destination
6: end for
7: gap = _time− next_time ▷ time difference between the current event and

the next event
8: Group By source IP, destination IP
9: for each unique combination of source IP and destination IP do

10: count = tot number of events
11: avg_gap = average time gap
12: var_gap = variance of time gaps
13: end for
14: ▷ Filters records where the average time gap is less than 50 and the count is

greater than 300
15: where avg_gap < 50 AND count > 300
16: ▷ add information from lookup table to understand if addresses are known or

not
17: src_is_known← lookup value [True, False]
18: dest_is_known← lookup value [True, False]
19: ▷ Discard records where both addresses are known
20: where NOT (src_is_known AND dest_is_known)

46



Design of the Splunk Application

security events where data packets are blocked or dropped. To enrich the data with
geo-spatial information, the "iplocation" command can be used to determine the
geographic location (latitude and longitude) associated with the source IP addresses.
Splunk extracts location information from IP addresses by using 3rd-party databases
[13].

Finally, the "geostats" command is employed to perform geo-spatial statistics
based on the destination ports: it calculates the sum of counts for each destination
port, providing an overview of the total network traffic activity associated with
each port and allows to display values in a cluster map.

Algorithm 3 Pseudo code of the SPL query to extract geographical information
of blocked traffic by destination port in network traffic data.

1: ▷ Retrieve summarized statistics of all traffic, counting events grouped by
source IP and destination port

2: get events from data model
3: _time← event timestamp ▷ Timestamp of each event
4: ▷ Filters events where action is either "block" or "drop"
5: where action = block OR action = drop
6: Group By source IP, destination port
7: for each combination of source IP and destination port do
8: count = tot number of events
9: end for

10: ▷ Get location information of source IP from Splunk internal database
11: location← geolocation from source IP
12: Group By destination port
13: for each of destination port do
14: sum = sum of event count
15: end for

By providing geographical data the platform can present this information visu-
ally on a map interface. This functionality enables users to efficiently locate the
collective geographic positions of the blocked or dropped IP addresses. This visual
representation assists in identifying geographical patterns, clusters, or concentra-
tions of these restricted IP addresses, offering a powerful tool during investigations
on the sources of suspicious network activities.

3.3.5 Network Communication Map
When investigating a potential network attack, it is important to gain knowledge of
the various paths and connections established by an infected device. The InfoSec
application offers valuable features that can be integrated into a dashboard to help
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Figure 3.5: Cluster map visual representation of the blocked traffic by destination
port. The panel is part of the application created with this thesis research.

IT Operations administrators and the security team in visualizing and analyzing
potential attacks and their behavior through different connections within the
network .

Applications Panel

The application provides the capability to filter panels and maps to focus on relevant
data while excluding unwanted information. To display details about the different
applications and protocols involved in filtered network events, the "eventstats"
command and the field application computed by the data model can be utilized
in the search query. The "eventstats" command allows to compute aggregated
statistic, such as the distinct count of destination by source, without aggregating
the results.

The search query is able to retrieve summarized network traffic data, focusing
on events where the application field is not empty, and the action field is present.
It also considers events with valid source and destination IP addresses. Then it
calculates the count of unique destination IP addresses for each source IP, and it
filters the results to include only source with at least one unique destination. Finally,
it calculates the sum of communication counts by application, sorts the results by
communication count in descending order, and presents the information in a table
format with columns for the application name and the number of communications.

By examining the table of the Figure 3.6 it is possible to identify the most
commonly used applications and protocols, spot outliers or unusual activities, and
assess the overall network service landscape.
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Figure 3.6: Table visualization for the Application Panel within the Network
Anomalies Dashboard.

Force Directed Visualization Graph

The Force Directed Visualization Graph is a graphical representation used to
visualize and understand the connections and relationships between various entities,
such as IP addresses, within a network. This type of graph is particularly useful for
illustrating the network’s topology and the interactions between different devices or
hosts. The dynamic graph uses force-directed layout algorithms to position nodes
(IP addresses) and edges (connections) in a way that minimizes overlapping and
provides a clear visualization of network relationships.

The provided algorithm 4, populates the Force Directed Visualization Graph
within the InfoSec application.

The search begins by retrieving summarized network traffic data from the data
model. The query filters out events where the source and destination IP addresses
are either both "unknown" or are the same, as these are not relevant for visualization.
Then it calculates the count of unique destination IP addresses for each source
IP address: this count is useful for assessing the degree of communication from
each source. At the end, the query aggregates the data by counting the number of
events, which represent the communication occurrences, between each source and
destination IP address pair. To prevent overwhelming the visualization, it limits
the results to the top 250 source-destination pairs with the highest communication
counts.

The graph in the Figure 3.7 visually depicts the network topology and how
devices are interconnected. Analysts can identify clusters of devices communicating
frequently, detect anomalous or unexpected connections, and assess the overall
structure of the network.

49



Design of the Splunk Application

Algorithm 4 Pseudo code of the SPL query to extract communication paths
between source and destination in network traffic data.

1: ▷ Retrieve summarized statistics of all traffic, counting events grouped by
source IP and destination port

2: get events from data model
3: _time← event timestamp ▷ Timestamp of each event
4: ▷ Filters events where source and destination IP addresses are either both

"unknown" or are the same
5: where NOT (dest = src OR dest = ”unknown”ORsrc = ”unknown”)
6: Group By source
7: for each source do
8: host_count = distinct count destination IP
9: end for

10: ▷ Filter out any sources with zero unique destinations
11: where host_count >= 1
12: Group By source, destination
13: for each of combination of source and destination do
14: ▷ Compute the communication occurrences between each source and desti-

nation IP address pair
15: count = sum of event count
16: end for
17: top 250 events ▷ Limit the results to the top 250 source-destination pair
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Figure 3.7: Force directed graph visualization of the communication of different
hosts. The graph was filtered to show the traffic communications and paths of
hosts with the IP address 8.8.8.8 (a well known DNS address).

3.4 Dashboard Development
In Splunk, dashboard visualization development involves utilizing the provided
framework, which includes predefined visualization options and input objects for
data filtering within the dashboard. Additionally, Splunk allows the incorporation of
add-ons that expand the range of visualization options and enhance the capabilities
for creating desired graphics.

Rather than exclusively relying on the graphical user interface to add charts
and elements to the dashboard, it is possible to utilize the XML source code of
the page allowing for further customization and the definition of more complex
behavior, such as panel visibility based on predefined events. In the latest version
of Splunk Enterprise, the XML code used for dashboard pages has been replaced
by the new framework called Dashboard Studio which uses JSON as source code
for the definition of the dashboards. This transition offers increased flexibility in
positioning panels and graphs within the web page, but it is important to note that
the new version is still in a development phase and has not entirely replaced the
older XML version. The XML format retains the ability to perform more complex
operations, ensuring compatibility with existing functionalities and workflows.

Developers can also incorporate custom JavaScript code to define personalized
visualizations or modify the rendering of default ones, such as modifying specific
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Figure 3.8: Dashboard edit configuration interface to add panel with statistical
table.

columns of tables or including buttons and other element in certain panels. Splunk
offers a dedicated library known as SplunkJS, designed for creating HTML elements
with the same design and configuration options as those provided by the Splunk
web interface.

3.4.1 Dashboard Source Code
The XML code showed in the Figure 3.9 describe the configuration for a cluster map
within the dashboard, illustrating blocked traffic by destination port. Each panel
within the dashboard must contain a visualization element, for instance a map
element or a table, along with a search query defining the events to be displayed.
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Within the query, the time range of the search can be specified using the earliest
and latest tags, which can incorporate static values or tokens referencing input
elements present in the dashboard. Tokens are denoted by the dollar symbol and
their values can dynamically change based on user interactions with the dashboard,
such as selecting a new time frame from the dedicated input or choosing a column
in a table with a configured drilldown option.

Additional customization options can be integrated to further enhance the
behavior of the visualization, including parameters like the minimum and maximum
marker size, trellis options, colors of the fields.

Figure 3.9: Dashboard source xml code while in edit mode. The code describe
the configuration of a cluster map.

Furthermore, in the source code it is also possible to define a base search, which
is a search identified by an unique identifier and which is not included in any
visualization but created and executed at the loading of the dashboard. The results
of the base searches can be used as a starting data set for additional queries present
within the other visualization, enhancing the overall performance and response
time by reducing the execution of similar searches that extract the same events.
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Chapter 4

Experimental Results

This chapter summarize the outcomes, findings, and observations derived from the
simulations of the attacks and the detection perform by the application, given the
configuration explained in the previous sections, and analyses conducted within
the network environment. This experimental phase was conducted to demonstrate
the effectiveness of the applied techniques, the robustness of the employed models,
and the efficiency of the detection mechanisms against the simulated events.

The simulation was conducted within a laboratory environment, ensuring con-
tinuous activity of the Splunk infrastructure and real-time reception of events, to
closely emulate a realistic scenario. The infrastructure was configured to notify by
email and to log the events in the triggered alerts section whenever anomalies were
detected within the network traffic data. Furthermore a dashboard was created, to
visually display all the information about the communication between the different
hosts and the action taken by the firewall, as a tool for continuous monitoring of
the system and investigation of the detected IP addresses.

4.1 Monitoring and Alerts Detection
The application includes an advanced system designed to identify and respond to
the different types of network anomalies detected within the analyzed environment.
This system incorporates two distinct alert mechanisms customized specifically to
identify network scanning attacks and Command and Control attacks.

Both alert systems apply searches similar to those utilized in the dashboard
for visualizing information. They focus on inspecting the same type of events,
maintaining consistency in their analysis approach. To guarantee timely responses
upon detection, the configured actions involve sending alert notifications via email
and integrating the identified alert events into Splunk’s triggered alerts section.
This setup allows for immediate notification and visibility of identified anomalies
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within the Splunk infrastructure, allowing for a rapid intervention and resolution
of the possible incident.

There are two primary methods for configuring email notifications in Splunk: via
the web interface within the alerts section or by incorporating a specific command
directly into the search query.

Web Interface Configuration Within the alerts section of the Splunk web
interface, users can select the option for email notification as an alert action. In
the page it is prompted to insert various details required for sending the email,
including destination email addresses, subject line, priority, email body message,
and other optional configurations (Figure 4.1). Splunk offers the flexibility to
include additional information in the email, such as links to the search results,
the search string used, or the results themselves presented as an inline table or
attached in PDF or CSV format.

Sendmail Command in Search Query Alternatively, it is possible to incor-
porate the "sendemail" command directly into the search query to trigger email
notifications. This method allows for additional control over the email content and
formatting, directly within the search query itself. Users can customize the email
content based on specific search parameters, making it possible to define detailed
notifications or when specific customization is required for each row of the results:
for instance it is possible to send a different email to different destination addresses
depending on a certain value present in a certain field of the extracted events.

In the following example a custom message and a destination fields are created
and later used as tokens by the sendmail command to correctly send the email
to the specified destination. By following this approach it is possible to send
multiple mail at the same time for each row returned by the search query before the
sendmail commmand, and to customized for each result the message to send and
the destinations. Additional options can be included as arguments to the command,
to provide attachments in different formats or tables within the body message.✞ ☎
| makeresults
| eval customMessage = " sample sendemail message body"
| eval destination = " sample@splunk .com"
| sendemail to=" $result .dest$" message =" $result . customMessage$ "

sendresults =true inline =true format =raw sendpdf =true✝ ✆
Listing 4.1: Example of a SPL query to send multiple mail for each row of the
result.
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Figure 4.1: Alert action email configuration with all possible options.

Both methods offer distinct advantages and can be chosen based on the specific
requirements and preferences of the user or organization. The web interface
configuration provides a user friendly approach for setting up email notifications,
while direct command usage offers greater flexibility and control within the search
query.
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4.1.1 Alerts Definition

Configuring the alert system requires careful consideration of the search query’s
time range and the frequency at which scheduled searches should run to effectively
detect potential attacks. Splunk offers real-time execution of searches, which can
significantly facilitate attack detection. However, while this approach is optimal for
fast identification, it’s often discouraged. This is due to resource constraints in most
real-world infrastructures, unable to sustain continuous query execution that may
lead to system degradation and scheduled searches being skipped, compromising
the system’s overall performance. A balance between search frequency and system
resources must be researched to ensure effective alerting without overloading the
infrastructure.

Network Scan Alert

The search used to identify network scanning attacks is designed to examine data
from the past month. To effectively configure the alert mechanism for this search,
it has been observed to be efficient to schedule its execution at least every two
minutes, ensuring a rapid response and detection of potential anomalies without
imposing an elevate consumption of resources on the Splunk infrastructure. By
running the search at regular intervals, it enhances the system’s responsiveness
in identifying and alerting possible network scanning activities while maintaining
an optimal resource utilization level within the Splunk environment. The alert is
activated when the query generates at least one result, meaning that an anomaly
has been discovered by the system.

C2 Activity Alert

The search, which focuses on detecting Command and Control activity, is designed
to analyze data spanning the previous 24 hours. Various scheduling time were
tested during the simulation, with five minute intervals proved to be the most
beneficial. This optimization is due to the relatively gradual nature of Command
and Control attacks. Given their periodic communication pattern, shorter time
intervals wouldn’t significantly accelerate attack detection but would increase
resource usage. While longer scheduling intervals are feasible, they would extend
detection times, resulting in slower responses to potential attacks. Similar to the
previous alert, the triggering of the response action occurs when the underlying
query produces at least one result.
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4.1.2 Alert Actions for Incident Response
Splunk offers various actions for automating responses to anomalies detected by
alerts and scheduled searches. In addition to the default actions available within
the Splunk Enterprise platform, many add-ons offer useful scripts that enhance
integration between Splunk features and other software solutions. For instance,
the Fortinet Fortigate app presents multiple options to transmit information about
detected anomalies directly to the firewall. Subsequently, the firewall can implement
rules based on predefined policies derived from this information.

The configured action of the alerts included in the application of this research
are:

• Email Notifications: as described in the previous sections Splunk allows
configuring email notifications triggered by alerts. It has been set up the
recipient email addresses, subject lines, and content to transmit only the
crucial information about the identified anomaly. Email notifications can be
used to promptly alert designated individuals or teams, enabling them to verify
a potential attack’s presence and initiate appropriate responsive measures.

• Triggered Alerts: configure alerts to be logged within Splunk’s infrastructure
under the triggered alerts section and within a specific index of audit. This
feature maintains a record of all detected anomalies, providing a centralized
view for administrators and security teams to monitor and investigate incidents.
It enables efficient tracking and management of triggered alerts for subsequent
analysis and response.

To retrieve information about the active triggered alarms is it possible to query
the _audit index, one of the index automatically generated by splunk and used
to log all the interactions with the platform, such as searches, logins and logouts,
capability checks, and configuration changes that generate audit events [14], and
filters all the events related to the alerts fired belonging to a specific application.
In the index all the alerts triggered are stored along with information about the
expiration date, which can be used to distinguish the currently active alarms from
the ones that are already expired.

After the extraction, all the necessary information can be displayed into a table
to allows user to see the alarms in a custom dashboard instead of the activity page,
where a dedicated dashboard created directly by Splunk can be used to achieve a
similar result.

4.1.3 Alert Detection Results
In this section it is examined the outcomes derived from the implementation of
the alert system specifically designed to detect and mitigate the attacks previously
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described within the network traffic environment.
The study comprehend the analysis of various metrics, including the total volume

of events, the successful identification of attack instances, the time taken for their
detection, and the contextual aspects related to the attack simulations conducted
concurrently with regular traffic generation. This concurrent environment enabled
a comprehensive evaluation of the system’s effectiveness in distinguishing and
detecting possible attack events among regular network operations.

Network Scan Alert Results

The two different network scan attacks were started with a total number of normal
traffic events generated in a month of two millions events. The alert system
demonstrated an acceptable response time, promptly identifying these attack
events within an average duration of approximately twelve minutes from their
occurrence. Furthermore the search required 317 attack events to successfully
identify the attack and notify it. Simulating a highly intrusive attack with a
duration of approximately one minute or less enables the search to immediately
identify the anomaly.

The Figure 4.2 illustrates the frequency of attack events during the simulated
scanning attack period. The graph place together the timing of the attack with the
total count of normal traffic events within the corresponding time frame. Notably,
the scanning attack generates a significantly higher volume of traffic compared to
regular communication patterns, thus manifesting as an outlier in the observed
network behavior and resulting in the detection by the configured alerts.

Figure 4.2: The timechart displays the count of traffic events, categorized into
regular traffic and attacker traffic. The graph illustrates that the attacker generates
a notably higher volume of traffic events within a short time window.

C2 activity Alert Results

The attack was started with a total number of normal traffic events created in
a month of two millions events. The command and control attack generated an
average count of events of 2 per minutes to simulate a relative high intrusive attack.
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The alert system required two hours to correctly identifying these attack events
with a total count of 300 events. Without having access to the content of the
communication, a faster detection could result in a large number of false positive.

Figure 4.3: The timechart displays the count of traffic events, categorized into
regular traffic and attacker traffic.

Figure 4.4: The timechart shows the highlighted count of traffic events of the
attacker. A pattern of regular communication is evident, characterized by low
traffic over an extended time window.

4.2 Dashboard visualization as Continuous Mon-
itoring system

Splunk offers a robust framework for developing dashboards within its infrastructure,
enabling users to visually interpret information through graphical displays that
include essential data. These dashboards contain panels and inputs, where each
visualization encompasses a search extracting data for presentation. Notably,
dashboards can auto-refresh their searches, continuously updating with newly
arrived data. This functionality proves valuable for security teams engaged in
ongoing system monitoring to detect potential anomalies.

The designed application includes two distinct dashboards:

1. Network Anomalies Simulation: this dashboard showcase simulation data for a
specific day and month to immediately show how the dashboard is populated
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when all the configuration are completed. Since it shows only the simulated
events, it requires direct data extraction from the index rather than utilizing
the generated data model. This approach notably slows down query execution
and panel creation due to the direct extraction process.

2. Network Anomalies Continuous Monitoring: this dashboard is designed for
continuous infrastructure monitoring, providing the correct implementation of
the time ranges and the utilisation of the configured data model to accelerate
the searching time.

Both the dashboards enable users to restrict and filter the components of the
network communication map by selecting any IP addresses within the panels,
as well as filtering only the allowed or blocked traffic and the minimum number
of host contacted by the specified source (Figure 4.5). This feature supports
in-depth investigation of certain source or destination IP addresses, assisting in
comprehending their behavior and interactions with contacted devices. In addition
a time range filter can be applied to permit an historical analysis of network trends
and patterns, supporting the identification of recurring issues or evolving threats,
and allowing predictive analysis for future incident prevention.

Figure 4.5: Possible filtering options included in the Network Communication
Map section of the dashboards.

4.2.1 Network Anomalies Visualizations
The network anomalies section within the dashboard displays the outcomes of the
searches described in the preceding chapter. It shows details concerning spikes
in the number of destinations, suspected network scanning, and Command and
Control activities identified by Splunk. Each information set includes two panels:
one depicting the count of detected anomalies of that specific type, and the other
presenting a table showcasing all relevant information (Figure 4.6). These numerical
figures are commonly referred to as KPIs (Key Performance Indicators) as they offer
immediate insight into the performance and health of the monitored infrastructure.
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Figure 4.6: KPIs panels along with the correspondent tables that carries informa-
tion about the outliers and possible threats detected.

Next to those panels, two geographical maps are available to showcase the
blocked incoming traffic by destination port and the incoming traffic by application.
These maps aim to visually represent the locations of IP addresses found within
the indexed data, potentially offering insights into various traffic regions where the
majority of the traffic originates. Furthermore, three additional panels have been
included to highlight the top ten countries by blocked connections and by sources,
as well as the network traffic categorized by different actions taken (Figure 4.7).

Figure 4.7: Geographical maps with blocked incoming traffic by destination port
and incoming traffic by application, and statistical panels.

4.2.2 Network Communication Visualizations
The second section of the dashboard presents a distinct data set detailing commu-
nication among IP addresses within the examined network. Users can filter various
panels by selecting specific IP addresses or host names, along with applications.
Additionally, filtering options for allowed or blocked connections enable further
investigation into specific communications. The communication map illustrates
all connections among different IP addresses, and users can opt to filter hosts
connected to more than a set number of devices, simplifying identification and
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investigation of hosts with high traffic counts toward multiple hosts. Additionally,
three panels are made available to showcase all applications found in the events, the
count of destinations connected to by each source, and pairs of source-destination
connections with traffic log counts within the selected time range.

4.2.3 Attacks Detection Within the Dashboard
During the simulation designed to assess the effectiveness of the alert system,
various attack events were generated and subsequently detected. The dashboard,
developed for comprehensive data visualization, serves as a tool to visually represent
the information extracted from these detected anomalies.

The numerical panels are dynamically designed to highlight anomaly counts,
providing immediate visual cues through color coding to indicate the detection of
anomalies. The colour representation facilitates comprehension by allowing users
to immediately determine the presence of the identified problems.
Three distinct colors denote the severity levels of detection:

• Green: represents a normal state where no significant issues have been detected
within the monitored infrastructure. This color is displayed when the KPIs
panel registers a count of events as 0.

• Yellow: signifies the detection of anomalies within a specified range of severity
or count, indicating a cautionary or warning state.

• Red: indicates a critical situation where the count of identified attacks exceeds
a specific threshold, denoting a high severity condition that necessitates
immediate attention and action.

The other visualization elements within the dashboard provide a detailed overview
of the detected anomalies. These graphics and tables clearly display the amount
of discovered anomalies along with detailed information about the IP addresses
involved in the reported communications.

4.3 Possible Detection Improvements
While the current detection mechanisms have proven effective in identifying network
anomalies and potential threats within the simulated environment, there exist
opportunities for further improvements:

Fine Tuning Thresholds Adjusting thresholds and criteria for anomaly detec-
tion could enhance the system’s sensitivity without raising false positives. A precise
calibration of count limits or time intervals may refine the detection accuracy.
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The thresholds also depend on the size of the monitored infrastructure and the
communication’s behaviour among the internal devices.

Advanced Machine Learning Models Integrating machine learning algorithms
could bolster anomaly detection capabilities. Utilizing predictive models and
anomaly detection algorithms might uncover subtle irregularities not explicitly
defined in rule based detection or by identifying outliers.

Expanded Data Sources integrating additional data sources beyond network
traffic logs, such as server logs, endpoint data, or external threat intelligence feeds,
could enrich the context for anomaly detection. By adding these information it is
also possible to incorporate behavior-based analysis which could provide a deeper
understanding of normal traffic patterns. Developing baselines of typical network
behaviors could help in identifying deviations more accurately.

Automated Response Implementing automated responses to detected threats
can augment incident response capabilities. This might involve automated isolation
of affected systems or immediate deployment of predefined security measures.

4.3.1 Splunk Enterprise Security
By considering the previously described enhancements and adopting more advanced
methodologies, the system’s ability to detect and respond to network anomalies
and security threats can be improved, ensuring a more robust and adaptive security
posture.

Several of the suggested enhancements for improving detection capabilities are
already incorporated within Splunk Enterprise Security (ES). Splunk ES offers a
comprehensive suite of advanced features and functionalities designed to enhance
security operations and threat detection:

• It integrates machine learning algorithms through the use of its Machine
Learning Toolkit to create predictive models, conduct anomaly detection, and
uncover complex patterns within data.

• Splunk ES can ingest and correlate data from various sources, including
network logs, endpoint data, cloud services, and threat intelligence feeds. It
provides also a powerful tool to investigate incidents and attacks, allowing
users to correlate useful information relevant to the starting source.

• Splunk ES facilitates automated responses through Adaptive Response actions.
It allows for automated actions or integration with third-party security tools
to respond rapidly to identified threats or anomalies.
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Splunk Enterprise Security is a separate product from the standard Splunk Enter-
prise, offering a specialized suite of security focused features and functionalities. It
typically requires a separate license distinct from the standard Splunk Enterprise
license and due to the complexity and specialized nature of security operations,
it often necessitates a dedicated infrastructure deployment. This setup ensures
optimal performance, scalability, and customization for security use cases.

Figure 4.8: Incident Review dashboard of Splunk Enterprise Security with notable
events used to start investigation inside the application.
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Conclusions

In this thesis research, the focus was on the detection of network anomalies
utilizing Splunk Enterprise and Splunk Infosec, but the application in the security
realm are more than the one described. By integrating different data types like
authentication and authorization records, server logs, and web page responses,
a variety of monitoring systems can be developed to uncover potential security
threats within a system. The Splunk platform enables the creation of elaborate
queries capable of constructing complex algorithms that aid in enhanced detection,
targeting specific patterns indicative of security risks.

Using the Splunk Eventgen application, logs were generated to simulate various
network attacks. These simulated attacks provided the groundwork for analyzing
the effectiveness of detection mechanisms.

The alerts created successfully identified network scanning activities by analyzing
spikes in destination IP counts. Similarly, Command and Control attacks were
identified by discovering more regular communication gaps between IP addresses.
Evaluation of the detection mechanisms highlighted their strengths and limitations:
the need for thresholds and frequency adjustments to enhance sensitivity with-
out overburdening system resources is fundamental to the correct execution and
implementation of the alerts.

Splunk’s dashboarding framework facilitated visualizing and comprehending
network anomalies. Panels within the dashboard effectively communicate detected
anomalies, providing quick insights into potential threats, and allowing investigation
to understand the attacker’s behaviour.

The Splunk Infosec application was designed with the intent of providing a
straightforward tool, serving as an introduction to security measures for new
customers and smaller companies managing their infrastructure. While adopting
a more resilient solution like Splunk Enterprise Security presents advantages, it
demands a higher level of expertise for proper configuration and utilization. In
contrast, Infosec offers a more user-friendly interface and general applicability
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within any Splunk environment.
The findings indicated potential enhancements in refining thresholds, optimizing

search time ranges, and exploring the capabilities of Splunk Enterprise Security
for more advanced threat detection. The continuous evolution of network security
strategies remains crucial, and Splunk stands as a valuable tool in adapting to
these evolving threats.
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