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Summary

Food is essential for the vitality of humans and other living organisms. Mil-
lions of people and even animals are exposed to health problems associated
with food hygiene, storage, the supply chain, chemical additives, fungi and
bacteria. The development of technologies that can enhance food safety
control and monitoring has significant environmental benefits and reduced
health risks for the population. Supply chains, increasingly extended and
globalized, represent one of the most important challenges for food safety. It
is necessary to overcome the concept of traceability to obtain more timely
and targeted interventions, resulting in less production losses, less waste, less
energy consumption, and high quality in the final consumer product.

This thesis will characterize new and innovative low-cost data acquisition
tools that can be implemented along supply chains with block-based dis-
tributed control systems that will be part of a risk-based decision making
support system. The integration of sensors with Wireless communication
systems allows to collect, analyze and share data in an agile way, with con-
tinuous availability and allowing to cover large physical extensions.

The validation of the proposed system to be characterized was carried
out by means of a case study for the hazelnut supply chain in the Piedmont
region of Italy.
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Chapter 1

Introduction

In recent years, the field of sensing, data acquisition, data transmission,
data analysis and visualization has experienced significant growth due to its
numerous applications and solutions in areas such as telecommunications,
sensing and computing. Technologies such as the Internet of Things (IoT),
5G, big data analytics, and cloud computing are encountering significant
challenges as they seek to disrupt established systems and processes with
innovative solutions [4]. However, the constant growth of these applications
and devices produces large amounts of electronic waste and at the same time
also consumes a significant amount of energy [2], according to the latest Gart-
ner study, there will be approximately 29 billion IoT connections on the web
by 2027 [10], therefore, in the near future, this situation will present a chal-
lenge that requires addressing energy consumption, prompting the need for
innovative approaches to establish environmentally-friendly communication
throughout the network [2].

Food stands as a fundamental source of vitality for both humans and
other living organisms. Health issues stemming from food hygiene, storage,
the supply chain, chemical additives, fungi, and bacteria pose risks to millions
of people, as evidenced by an 8.9% global population affected by food inse-
curity [23]. The food industry is an important part of the world’s economies,
production, processing and distribution are some of the multiple transforma-
tions and transactions between producers, distributors and consumers [11].
As trade relations globalize, trade agreements become more widespread and
trade routes expand, the world food system is facing new challenges such as
a growing world population, rapid urbanization, sustainability and climate
change [22].
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1 – Introduction

A food supply chain includes all stages from the harvesting of food to its
consumption. With the accelerated development of disruptive technologies
mentioned above, conventional ways of managing supply and delivery to
the local consumer have also evolved. Supply chains that use technology
to perform continuous monitoring, going beyond the concept of traceability,
in order to preserve quality and optimize resources with more sustainable
process approaches, which the UN Agenda 2030 [29] identifies as a central role
for the private sector, will result in increased operational efficiency. Therefore
food and quality control systems in the supply chain can find a meeting point
between food safety requirements and at the same time maximizing financial
returns for the producing companies [26].

This master thesis focuses on the study and Characterization for Cost-
Effective and Energy-Efficient System for Food Safety Management with
Wireless Communication and Sensing Integration. Especially through the use
of new low-cost tools to collect more comprehensive information, to be shared
throughout a supply chain, with block-based distributed control systems and
a risk-based decision support system. The appropriate hardware available
on the market will be identified to carry out data acquisition, on-site pro-
cessing, that is, the identification of parameters that allow risk assessment,
agile and effective decision execution. Determine the wireless transmission
system to send data and exchange information between a node in the chain
and the warehousing system. Prototyping, based on a case study (hazelnut
supply chain), the integration of these systems, verifying the effectiveness of
the technological solution through laboratory tests and a final cost-benefit
analysis.

The present thesis is structured into six distinct chapters, each of which
contributes to the overall objective of investigating and understanding the
Food Safety Management with Wireless Communication and Sensing Inte-
gration.
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Chapter 2

Sensor

2.1 Generality
Sensors represent an important part for automated and autonomous appli-
cations by measuring and processing data acquired by detecting changes in
physical things. When there is a change in a physical condition for which
the sensor is designed, this produces a response, usually electrical, which can
be measured. There are different types of sensors that can be classified from
the simplest to the most complex, this classification can be made taking into
account different parameters such as manufacturing methods, specific mate-
rials, measurement ranges and accuracy. According to Sehrawat [25], sensors
designed for IoT are characterized by enabling intelligent environments and
can be effectively used in health, water, transportation, home, and agricul-
ture applications, obtaining sufficiently accurate answers taking into account
low production costs, low energy consumption, portability and adaptation
to environmentally unfavorable conditions, i.e. polluted environments and
sometimes with extreme temperatures not suitable for human presence.

In the food industry there is a wide range of analytical methods to identify
chemical and biological contaminants. Strict quality controls have allowed
the development and evolution of conventional methods such as bacterial
counts, immunological methods which employ antigens and antibodies, chro-
matographic analysis, and other analytical methods. Traditionally this type
of identification of pathogens or agents hazardous to human health requires
specialized instrumentation and dedicated laboratory testing. Recent ad-
vances in IoT technology have opened the door to the development of new
and innovative devices that bring the laboratory closer to every stage involved
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2 – Sensor

in food supply chains by allowing simple periodic analysis and immediate
sharing of collected data with experts. [5]

2.2 Biosensor
Biosensors are developed in response to the limitations of conventional tech-
niques used to detect potentially harmful substances for human consumption
and/or exposure. The purpose is to have tools capable of identifying poten-
tially harmful compounds in the food industry in an industrial, economical,
sustainable and transportable way. A biosensor is presented as an analyti-
cal device that receives as input a physical alteration or change of biological
or chemical character and whose response will be electrical. Essentially, it is
composed of a bioreceptor (biological mediator in charge of selectivity) and a
transducer. The bioreceptor interacts with the analytical target, converting
the biological response into an electrical signal by means of the transducer.
Subsequently, by means of signal processing techniques, such as matching, at-
tenuation, amplification, filtering, etc. Interpretable values will be obtained
to describe the phenomenon of interest [30].

2.2.1 Classifications of Biosensor
According to Velusamy biosensors can be classified according to the type of
bioreceptor or by the type of transducer. A bioreceptor, in turn, is a molec-
ular structure that uses a biochemical mechanism for the identification of
physical changes, by means of which, after some interpretation, the mea-
surement can be made. Bioreceptors can be classified at the same time into
four categories including antibody, ensyme, DNA nucleic acids and cellular
structures. The classification with respect to the transduction method used
by the biosensor can be made taking into account the technology with which
they are constructed, in that sense, they can be identified as optical, electro-
chemical, and mass based. Each of these categories includes some subclasses
that differ essentially in the construction methods and materials involved in
their conception [30].

Sensors will be a vital component for the proposed IoT system. These
devices can detect and monitor external environments and then replace that
information with a signal that humans and machines can read and distinguish
[1]. Sensors can be active or passive, analog or digital. The most commonly
used sensors in IoT systems are the following: Temperature sensors,Humidity
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2.3 – Sensor Selection

Figure 2.1. Classifications of Biosensor [30]

sensors, Pressure sensors, Proximity sensors, Level sensors, Accelerometers,
Gyroscopes, Gas sensors, Infrared sensors and Optical sensors. They play
a key role in improving operational efficiency, reducing costs and improving
worker safety and efficiency [24]. The choice of the transducer to be adopted
depends on the type of biochemical modification; in fact, the bioreceptor
and the transducer must be compatible in order to have an electrical output
signal.

2.3 Sensor Selection
According to the technical requirements previously identified and taking into
account the main objective of the project, i.e. an IoT system capable of
managing supply chains for food safety by integrating low-cost and energy
efficient technologies. As recommended by Marin [15] four different sensors
(CCS811, MICS-VZ-89TE, BME680, BME688) for AQ assessment and ease
of data acquisition were evaluated to complete such purpose at hardware
level and as a first step in the development stage.

To make the choice, the methodology proposed by Das [8] was used, which
consists of making comparisons in the principles of operation, consigned in
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2 – Sensor

the data sheets available in the official documentation of each one, and giving
positive value weights to the advantages and negative value weights to the
disadvantages of each device. The comparative results at the physical con-
struction level, operating ranges, consumption and suitability for the final
solution are shown in the table 2.1.

Specifications Sensor
CCS811 MICS-VZ-89TE BME680 BME688

Manufacturer AMS SGX Sens Bosh Bosh

Range tVOC (ppb) 0–1200 0-2000 NA 0.3-10000

Range eCO2 (ppm) 400-8192 400-2000 NA 400-10000

Additional parameters - - T, RH, p T, RH, p

Operating voltage, (V) 1.7-3.6 1.65–3.6 1.7-3.6 1.7-3.6

Dimensions, mm 2.7x4x1.1 6.9×5×1.55 3×3×0.93 3×3×0.93

Response time, ts
< 5 < 5 < 3 < 3

Table 2.1. Sensor Specifications [15]

Following the selection process according to the methodology and with
respect to the results observed in the table 2.1, the sensor identified for the
development process is the BME688.

2.4 BME688 Sensor
The BME688 2.2 is a complex digital environmental sensor that can detect
gases, volatile organic compounds and measure the temperature, pressure,
and humidity of the targeted area. "It is housed in a robust yet compact 3.0
x 3.0 x 0.9 mm3 package and especially developed for mobile and connected
applications where size and low power consuption are critical requirements.
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2.4 – BME688 Sensor

The Gas sensor can detect Volatile Organic Compounds (VOCs), volatile
sulfur compounds (VSCs) and other gases such as carbon monoxide and
hydrogen in the part per billion (ppb) range".

Figure 2.2. BME688 Sensor

Regarding the gas value, the sensor is tested with hydrogen sulfide, ethanol,
carbon monoxide and volatile organic compounds produced during exhala-
tion. Also through the BSEC (Bosch Software Environmental Cluster) li-
brary it is possible to obtain, from the resistive value, an index for air quality
(IAQ), a value for CO2 and by default it is possible to obtain the probabil-
ity for the presence of H2S. The IAQ is a complex concept because it is
determined by different variable parameters, some of them are indoor and
outdoor penetration of pollutants, chemical reactions, air exchange, ventila-
tion characteristics, temperature and relative humidity [20]. The IAQ output
delivered by the BME688 sensor is an index that can have values between 0
and 500 with a resolution of 1 to indicate or quantify the quality of the air
available around the sensor. The detailed classification and color coding for
the IAQ index is described in the table 2.2.

The sensor is sensitivity when testing with chemicals such as benzene,
toluene and ethylbenzene. The BME 688 includes artificial intelligence based
software features that provide the ability to adjust selectivity levels and sen-
sitivity towards specific compounds in ppb ranges, however, the lengthy ini-
tial self-calibration and adjustment time prior to making measurements or
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2 – Sensor

obtaining data should be noted. In addition, the sensor will provide concen-
trations with a slow response time, i.e. the measurement result is provided
over time after the change in concentration. This response time is dependent
on the time taken for self-calibration. [15]

According to the manufacturer’s official documentation, the main use cases
evaluated for Hardware-Software systems with the BME688 sensor are:

• Selectivity to target gas classes

• Provision for custom use case development

• Calculation of index for air quality (IAQ) level outside of the device

• Calculation of ambient air temperature outside of the device

• Calculation of ambient relative humidity outside of the device

IAQ index values Air Quality
0-50 Excellent

51-100 Good
101-150 Lightly polluted
151-200 Moderately polluted
201-250 Heavily polluted
251-350 Severely polluted
> 351 Extremely polluted

Table 2.2. Index for Air Quality (IAQ) classification and color-coding

For measuring environmental values, the choice was initially based on the
availability of the sensor BME688 in the market. Two options were evaluated.
The first, supplied by Pycom (Pynode+ airQ) and the second, the Board
Adafruit with Bosch BME688.

2.5 Pynode+ airQ
The Pynode+ airQ is a Bluetooth Low Energy (BLE) enabled sensor, Air
Quality and Temperature sensor featuring Dialog Semiconductor DA14531
BLE 5.1 and Bosch BME688 Air Quality sensor.

20



2.6 – Board Adafruit with BME688

When operating in a central role for initial configuration, the Pynode+
airQ sensor exhibits an average power consumption of 446uA, with a maxi-
mum peak of 1.67mA. In peripheral and advertising mode, where the sensor
sleeps for one minute intervals, it showcases an average power consumption
of 7.16uA, with a peak consumption of 1.00mA. These power consumption
figures highlight the sensor’s ability to maintain efficient operation even in
scenarios where energy conservation is critical.

Serves as a dependable solution for a wide range of applications that de-
mand precise temperature and humidity monitoring. Whether it’s integrated
with Pycom’s WiPy, GPy, LoPy4, FiPy, OEM modules, or other BLE 5.1-
compatible devices, this sensor stands out as a reliable choice for collecting
critical environmental data with efficiency and accuracy.

Figure 2.3. Pynode+ airQ

2.6 Board Adafruit with BME688
The Board Adafruit with BME688 gives the environmental sensing in one
package. Contains temperature, humidity, barometric pressure, and VOC gas
sensing capabilities, all over SPI or I2C. The Board Adafruit with BME688
has a 3.3V regulator and some level shifting so it can be easily used with
different kind of microcontrollers. Allows integration with MCU boards such
as Raspberry Pi Pico or Arduino.

The precision sensor developed by Bosch can accurately measure humidity
to within ±3 percent, provide barometric pressure measurements with an
absolute accuracy of ±1 hPa, and provide temperature readings with an
accuracy level of ±1.0 °C. In addition, due to the strong correlation between
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2 – Sensor

pressure and altitude, the sensor allows its use as an altimeter, achieving an
altitude measurement accuracy of ±1 meter [15].

Figure 2.4. Board Adafruit with BME688
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Chapter 3

Low-power wide-area
network (LPWAN)

Low-power wide-area network (LPWAN) is an interesting solution for long-
range and low-power communication applications like Internet of things (IoT)
and machine-to-machine communications (M2M).

The LPWANs are networks with demanding requirements for extended
coverage, high scalability, low power consumption and low device and deploy-
ment costs, which means that LPWANs are resource-constrained networks.

Currently, wireless technologies such as IEEE 802.11 wireless local area
networks (WLAN), IEEE 802.15.1 Bluetooth, IEEE 802.15.3 ZigBee, Low-
rate personal area networks (LR-WPAN), are used in applications for short-
range environments, unlike cellular wireless networks such as 2G, 3G, 4G and
5G that can be used for long-range applications. Initially networks such as
WLAN and Bluetooht were designed for high speed data transmission, while
ZigBee and LR-WPAN were designed as local area networks and are used for
low rate applications and distances between a few meters and a few hundred
meters, depending on the line of sight, obstacles present in the environment,
interference, transmission power, etc. Cellular wireless networks such as 2G,
3G and 4G, although designed for voice and data communication, have been
occasionally used for sensing applications, as a solution to the main problem
of reaching long distances, this practice may have applicability in some sce-
narios but is not attractive in terms of power consumption, performance and
implementation costs or use with third party service providers.[7].

23



3 – Low-power wide-area network (LPWAN)

Figure 3.1. Wireless access geographic coverage [7]

LPWANs have to meet certain requirements in terms of reachability and
retainability, some of which relate to energy efficiency, transmission integrity
in a long-range communication scenario, low-cost operation and support for
uplink-dominated connections (UL).

LPWAN applications require connections between various devices, span-
ning varying distances and different power sources in diverse environments.
These solutions typically involve small and infrequent messages, are delay
tolerant, and prioritize energy efficiency and low cost. Coverage require-
ments vary by application, from indoor deployments to global needs for asset
tracking. These applications are divided into bulk and mission-critical IoT
categories, based on latency and reliability needs. Key features include M2M
traffic management, massive capacity, energy efficiency, extended coverage,
security and interoperability. [15]
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3.1 – LPWAN Energy Efficiency

3.1 LPWAN Energy Efficiency
To ensure the availability of a system in LPWAN technologies, special at-
tention must be paid to power consumption during the transmission process.
Careful transmission planning and the use of efficient radio interfaces are
essential. In addition, the implementation of lightweight protocols is essen-
tial, as they not only minimize the number of transmissions, but also their
duration. [17]

In some situations, devices operate on limited power, often through solar
panels, highlighting the importance of energy efficiency in network man-
agement. In many LPWAN applications, it is not possible to recharge the
batteries, and these batteries, such as AA-type batteries, are expected to last
more than 10 years without recharging. Power loss or even battery replace-
ment may not be feasible in short time intervals. Therefore, it is crucial to
keep battery source costs low and operate with a strict and very low duty
cycle to maximize the lifetime of the nodes in LPWAN. [15]

3.2 LPWAN Long Range
To better understand LPWANs, it is important to consider their reach and
coverage capabilities. In general, these networks are designed to provide long
distance communications, covering up to 10-40 kilometers in rural or desert
areas, and around 15 kilometers in urban areas, outperforming traditional
cellular networks with a gain of 120 dB.

The need for coverage is not only limited to outdoors, as a robust presence
is also required indoors, including hard-to-reach places such as subways and
basements. This is essential for monitoring and data collection applications,
and coverage must be matched to expectations for data rate and controlled
data error rates.[17]

A key element for LPWAN performance is the use of the sub-GHz band,
which enables robust and reliable communication with lower power consump-
tion. The lower frequencies in this band offer better propagation compared to
the 2.4 GHz band. In addition, LPWANs take advantage of slow modulation
techniques, which means higher power consumption per bit, but in return
improves coverage and allows receivers to accurately demodulate signals.
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3 – Low-power wide-area network (LPWAN)

The very name, LPWAN, indicates the importance of long-range support
in this technology. In practice, these networks establish links ranging from
103 to 104 meters, with records up to 105 meters in experimental configura-
tions. The 103 meter range is typical in urban or suburban environments,
while the 104 meter range is achieved in areas without obstacles and clear
line of sight, such as rural environments. In addition, 105 meter range has
been demonstrated to be possible, even in experiments that have reached
impressive altitudes, such as transmissions from weather balloons at 766,000
meters.[15]

3.3 LPWAN Low Cost

To better understand costs in LPWAN networks, it is important to consider
both the access side and the server side. On the access side, Gateways (GW)
are deployed in limited numbers due to their range and function as packet
forwarders, transferring most of the functionality to the server side. This
strategy minimizes the costs associated with Gateways.

On the other hand, End Devices are deployed in large quantities, driving
the need to minimize implementation costs. This is achieved by restricting
the functionality of the devices and limiting hardware and software require-
ments. Therefore, it is possible to build these devices directly using suitable
radio modules and common development boards, such as Arduino, Raspberry
Pi, or Beagle Board.[15] [17] [27]

On the server side, addressing operational and device costs in LPWAN
applications is crucial. In addition to the usual requirements of low deploy-
ment and operating costs, the large number of connected devices imposes
significant constraints in terms of costs, operational expenses, and the im-
perative for low power consumption. The ability to update software without
changing the hardware is a key attribute that must be supported.[17]

Furthermore, the solution must be scalable, easy to install and maintain,
and cost-effective within the total cost of ownership. These elements are
essential to meet the needs of LPWAN applications at a reasonable cost.
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3.4 – LPWAN Traffic Characteristics

3.4 LPWAN Traffic Characteristics
For a better understanding of LPWAN networks, it is essential to consider

the access part, which supports wireless sensor networks (WSN) [3]. It is
mainly characterized by being dominant in upstream communication (UL),
that is, most transmissions originate from the End Devices to the Gateways
(GW). End Devices are typically deployed in field environments and are de-
signed to provide information collected by their sensors to the central server.
This can be based on a periodic analysis scheme or on specific events. Unlike
conventional wireless sensor networks that use a mesh or ad-hoc topology,
LPWANs follow a star system approach [18].

The inherent communication mechanism in LPWAN networks is traffic
generated by distributed sensors. In addition to the possible presence of
traffic generated by devices such as smartphones, LPWAN traffic itself can
vary across a wide range of attributes, such as the number of messages, mes-
sage size, and reliability requirements. LPWAN technologies span various
application categories, each with different requirements. Some applications
are delay-tolerant, such as smart metering, while others, such as fire de-
tection, nuclear radiation, and home security, require immediate, priority
transmissions. In certain situations, it may be necessary to schedule priority
messages for event-triggered broadcasts. With the large number of active
devices, there is a possibility that each application’s service level (SLA) re-
quirements may not be met. Therefore, mechanisms are required that allow
different types of traffic to coexist, provide the necessary quality of service
(QoS), and meet SLAs. [18] [15] [17] [27]

In LPWAN applications, it is important to consider managing multiple
classes of End Devices according to their communication needs, both in the
uplink and downlink. Some applications may require device mobility support,
which involves the ability to maintain connectivity at any location.

3.5 Security and privacy

LPWAN devices face especially rigorous security requirements due to their
large number, vulnerabilities, and simplicity. To ensure the integrity and
protection of these devices, it is essential to support a number of security at-
tributes, including authorization, authentication, trust, confidentiality, data
security, and non-repudiation.
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Security must be able to address malicious attacks, such as worms, as well
as hacking of LPWAN devices and systems. You must also manage eaves-
dropping, sniffing, and denial-of-service attacks. Protecting device identity
and location privacy is essential.

Additionally, security must be flexible and tailored to the requirements of
specific applications, providing both forward and reverse transmission secu-
rity as needed.[15]

LPWANs, or Low Power Wide Area Networks, are networks with limited
resources and demanding requirements, including long battery life, expanded
coverage, scalability, and low device and deployment costs. They face nu-
merous challenges, such as network virtualization, simplification of media
access control, dynamic spectrum management, link optimization, energy
harvesting, network restrictions. duty cycle, scalability, localization, coex-
istence, interference mitigation, mobility, higher data rates and QoS. sup-
port, security, privacy, congestion control, SLA compliance, integration with
data analytics, and leveraging artificial intelligence and machine learning to
improve performance. Addressing these issues and expanding the range of
LPWAN applications requires extensive research and development to make
these networks more competitive with other cellular technologies.
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Chapter 4

LoRa Technology

LoRa, which is a registered trademark of Semtech, represents a modulation
technique rooted in Chirp Spread Spectrum (CSS) modulation. It primarily
defines the physical layer, often referred to as the ’bits layer,’ within the OSI
Model. The core objective behind this protocol is to cater to the needs of
IoT devices powered by batteries, emphasizing low power consumption.

An outstanding attribute of CSS is its capability to establish long-range
communication while demonstrating remarkable resilience to interference.
Remarkably, a single gateway has the potential to cover vast areas, ranging
from entire cities to hundreds of square kilometers. [13]

LoRa technology offers the flexibility to operate within public, private, or
hybrid network environments, delivering an extended communication range
when compared to cellular networks. It seamlessly integrates with existing
infrastructure, making it a cost-effective solution, particularly for low-power
Internet of Things (IoT) applications.

LoRa, as a physical layer technology, employs a proprietary spread spec-
trum technique to modulate signals within the Sub-GHz ISM band supports
different frequencies, namely 868 (Europe), 915 (North America), and 433
MHz (Asia) [27]. Data transmission rate that can range from 300 bps to 50
kbps can varies depending on the chosen spreading factor (SF) and channel
bandwidth settings. In the context of the Internet, LoRa has been man-
age by the LoRa Alliance, which has developed the Long-Range Wide-Area
Network, or LoRaWAN. LoRaWAN join both network infrastructure and
upper-layer functionalities, making it a solution for long-range communica-
tion. One of LoRaWAN’s advantages is the ability to link to diverse IoT
applications. To accommodate a wide range of needs, LoRaWAN provides
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three classes of end devices. These classes are in charge to address differ-
ent application requirements like latency [15]. This unique approach allows
for the concurrent exchange of multiple frames utilizing various spreading
factors.

LoRaWAN adopts a star architecture, with gateways serving as intermedi-
aries for transmit messages between end-devices and a central core network.
In the LoRaWAN architecture, messages transmitted by end-devices reach
all accessible base stations. These base stations are interconnected with core
network services, and they manage the packets through addressing IP con-
nections. [27]

4.1 LoRa Characteristics

4.1.1 Long Range of Lora

LoRa, is a protocol that can send data over really long distances. With
just one device, it can cover a really big area, as big as hundreds of square
kilometers. This long-distance capability is because of two things: the link
budget and a special kind of signal modulation called chirp spread spectrum.

4.1.2 Chirp spread Spectrum

The chirp spread spectrum doesn’t need much power to transmit signals.
Chirp is a signal whose frequency increases or decreases over time. Thus, a
chirp signal can be up-chirp and down-chip.

In chirp spread spectrum modulation, the desired data signal gets com-
bined with the chirp signal. This enhance the frequency range beyond that
of the initial data signal. When the signal reaches the receiver, it undergoes
multiplication with a locally generated copy of the chirp signal. This ac-
tion restores the modulated signal to its original frequency range, effectively
minimizing unwanted noise and interference [9].

The LoRa modulation Bit Rate can be expressed as:

Rb = SF ·
 1

2SF

BW

 bit/sec (4.1)
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Rb Bit Rate
SF Spreading Factor
BW Bandwidth

Expanding the signal bandwidth enables the successful transmission of
error-free data over long distances. This can be illustrated by comparing
the sensitivity of LoRa modulated signals to frequency-shift key modulated
signals. The chirp spread spectrum modulation exhibits significantly greater
sensitivity compared to frequency-shift key modulation.

Every Chirp in the LoRa Signal contains 2SF Chip, if we want to know
how to calculate the Time a LoRa symbol would take then we can use the
following equation:

Tc(sec) =
( 1

BW

)
(4.2)

Understanding the selected Spreading Factor (SF) used in transmission
allows us to determine the duration of a Chirp (Symbol):

Tc(sec) =
( 2SF

BW

)
(4.3)

Examining equation 4.3 shows the clear influence of both SF and BW on
symbol timing. This factor plays a significant role in managing the Time
on Air (TOA) for a LoRaWAN Packet, which is a crucial parameter and a
recognized limitation when utilizing the LoRaWAN network.

The Spreading Factor (SF), defined as SF = log2
(

Rc
Rs

)
, represents the

relationship between the symbol rate (Rs) and chip rate (Rc). In LoRa, there
are six distinct spreading factors ranging from 7 to 12. SF plays an important
role in balancing data rate and transmission range by enhancing the receiver’s
sensitivity. Additionally, LoRa incorporates forward error correction (FEC)
techniques to further enhance receiver sensitivity [15].

In Table 4.1. spreading factor has a significant effect on bit rate. These
values should be considered for the applications.
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Spreading Factor Bit rate (bit/s)
7 5469
8 3125
9 1758
10 977
11 537
12 293

Table 4.1. Bit Rates for Different Spreading Factors

4.1.3 Coding Rate(CR)
Code rate CR defines the amount of forward error correction (FEC) in LoRa
frame. LoRa offers CR = 0, 1, 2, 3, and 4, where CR = 0 means no encoding.
The general formula for the coding rate is CRC =

(
4

4+CR

)
where CRC stands

for Cyclic Coding Rate.

Select higher Spreading Factor (SF) and Coding Rate (CR) values sig-
nificantly extends the Time on Air (ToA), Tair. A larger bandwidth (BW)
value will decrease Tair but at the cost of reduced receiver sensitivity. LoRa
offers various bandwidth options, ranging from 7.8 to 500 kHz, with 125, 250,
and 500 kHz being the most commonly employed choices. Considering these
factors, the effective bit rate Rb is calculated as follows [9]:

Rb =
( 4 · SF · BW

(4 + CR) · 2SF

)
bit/sec (4.4)

4.1.4 Link Budget
LoRa technology has a stronger link budget compared to other technologies,
which is a major reason for its long-range capability. A link budget is like
a balance sheet that adds up all the gains and losses in a communication
system. We can express the link budget of a network as follows [17]:

PRX(dBm) = PTX(dBm) + GSYSTEM(dB)
− LSYSTEM(dB) − LCHANNEL(dB) − M(dB)

(4.5)

Where,
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PRX(dBm): received power
PTX(dBm): transmitted power
GSY STEM(dB): system gains such as those associated
with directional antennas, etc.
LSY ST EM : losses associated with the feed-lines, antennas, etc.
LCHANNEL: losses due to the propagation channel
M : fading margin

The link budget is the power received by a device. LoRa has a strong link
budget, which makes it very sensitive. Many IoT technologies use a method
called frequency shift key (FSK) modulation. When the data speed of LoRa
is four times faster than FSK, it has the same sensitivity. As a result, LoRa
can reach farther than other methods.

4.1.5 Security
This technology uses AES encryption and IEEE 802.15.4/2006 Annex B for
security and making sure a device is who it says it is. Most technologies
have one layer of security, but LoRa uses two: one for the network and
another for your data. The network security checks if a device belongs in
the network, while the application security guards your data from network
operators. LoRa uses two keys for security: NwkSKey and AppSKey [19].

To join a network, a device must be activated and verified. This tech has
two ways to do this:

• Over the air activation (OAA)

• Activation by personalization (ABP)

Over the air activation (OAA)

In this kind of device activation, the device isn’t set up with any specific
details. When it wants to join a network, it goes through a joining process.
Before joining, the device gets the necessary information. But this process
has to be done every time it sends data over the network if it loses its session
information. This way, the device isn’t tied to any one service provider and
can connect to any network service provider, even when roaming.
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Activation by personalization (ABP)

In this activation type, the device already has the necessary information to
connect to a specific network. When the device starts up, it automatically
joins the network defined in that information.

This type of personalization is not commonly used and is reserved for
special cases. The more common method is Over the Air Activation (OAA).
In ABP, the device simply sends a request to join the network, and the
network accepts it. Every device has its own specific NetSKey and AppSKey.
Besides being an activation method, both of these methods also provide
security and make sure the device is genuine on the network [19].

4.1.6 Components of a LoRaWAN Network

Figure 4.1. LoRaWan architecture and Protocols [7]

A LoRaWAN network is made up of three main parts: end-devices, gate-
ways, and the network server, as shown in Fig 4.1

End-devices

These are small, low-power sensor devices that use LoRa to communicate
with gateways.

• Class A End-devices: These devices can send data whenever they want,
but after each of their messages, they have two short moments when
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they’re listening for a reply. If the server wants to send a message at
any other time, it has to wait until the next message from the device.
Class A devices use the least power but are not very flexible for receiving
messages.

• Class B End-devices: These devices have set times when they listen for
messages from the server, and they need the gateway to send a signal
at regular times to stay in sync. This way, the server knows when the
device is ready to receive.

• Class C End-devices: These devices are almost always ready to listen,
so they use the most power. The server can send messages to them
whenever it needs to.

LoRaWAN only allows communication between devices and the network
server. If devices want to talk to each other, it has to go through the network
server and use two gateways to make it work. Fig 4.2 shows the differences
between the different types of end devices in terms of battery consumption
and latency.

Figure 4.2. Composition of the three LoRaWAN classes of end-devices [19]

Gateways

Gateways are like middlemen. They receive data from end-devices and send
it to the network server over an internet connection like Ethernet or cellular.
A single data packet can be received and sent by more than one gateway.
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Network Server

The network server is like the boss. It manages the entire network. It keeps
track of which end-devices are active. When a new end-device wants to join,
the network server checks with the application server to see if it’s allowed. It
also figures out the best settings for that device. The network server makes
sure data is sent securely and deals with any data that comes from multiple
gateways. It also talks to the application server to decide if a response is
needed. Besides handling data, it’s in charge of the end-device’s settings,
like data rate and channels, using something called MAC-commands.

4.1.7 LoRaWAN link layer
LoRaWAN serves as the data-link protocol responsible for overseeing the
entry of LoRa devices into the network. It manages data exchange, data
transmission rates, addresses, encryption, and various packet configurations.
LoRaWAN is similar to the IP protocol, while LoRa can be likened to the
physical layer, much like Ethernet’s role in connectivity [7].

Figure 4.3. LoRaWAN Network [7]

LoRaWAN networks are organized in a star-of-stars topology, where gate-
ways act as intermediaries between devices and a central network server (NS)
as shown in Fig 4.3. This central NS routes data between network gateways
and their corresponding application servers. Communication is mostly two-
way, with a stronger emphasis on uplink communication, where devices send
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data to both the network and application servers. Moreover, multiple gate-
ways can receive data from devices, and there’s no fixed pairing between
devices and gateways.

Communication between devices and gateways involves using single-hop
LoRa or frequency-shift keying (FSK) radio transmissions. LoRa transmis-
sions spread across different frequency channels and data rates. The choice
of data rate, ranging from 0.3 to 50 kbps, involves balancing communication
range with packet transmission time. Lower data rates offer greater cover-
age but consume more airtime, and importantly, different data rates do not
interfere with one another.

To optimize both device battery life and overall network capacity, the
LoRaWAN network infrastructure can dynamically manage data rates and
radio-frequency (RF) output power for each device through an adaptive data
rate (ADR) scheme. Depending on gateway distribution, ADR can also in-
fluence how many gateways receive uplink data from a device, affecting its
connectivity and redundancy within the network.

Devices have the flexibility to transmit data on any available channel and
at any data rate, provided they adhere to the following rules [14]:

• Devices switch channels in a pseudo-random manner for each radio trans-
mission, enhancing system resilience against interference.

• Devices must respect the maximum transmit duty cycle, which is spe-
cific to the subband they operate in, ensuring compliance with local
regulations.

Additionally, the device’s adherence to maximum transmit duration, known
as dwell time, aligns with local regulations and varies by region. Specific max-
imum transmit duty cycles and dwell times for each subband are detailed in
the LoRaWAN Regional Parameters specification, which may include other
regulatory requirements like listen before talk (LBT) when applicable.

To secure radio transmissions, the LoRaWAN protocol relies on symmetric
cryptography, employing session keys derived from device-specific root keys.
During over-the-air activation, a join server (JS) stores the device’s root
keys and associated key derivation operations in the backend. Alternatively,
device-specific session keys can be directly embedded in the device, a method
known as activation by personalization [9].
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4.1.8 LoRa Packet Structure
A LoRa packet has several key components, a preamble, synchronization
signals, and payload chirps. It begins with a sequence of reiterated chirps,
serving as a symbolic representation of the preamble. To mark the preamble’s
conclusion to the receiving end, it culminates with synchronization signals
and two-and-a-quarter down-chirp symbols [12], resulting in a frequency shift
from positive to negative. Subsequently, the packet may incorporate an elec-
tive header featuring bitrate information, followed by a payload encoded in
CSS.

LoRa employs a dual approach to packet formats in data transmission,
categorized as explicit and implicit modes. When operating in explicit mode,
a LoRa packet incorporates the subsequent components [28]:

• Preamble, which serves the vital function of synchronizing the receiver
with the transmitter. It is mandated to encompass 8 symbols across all
regions, as stipulated in the LoRaWAN Regional Parameters document.
Notably, the radio transmitter appends an additional 4.25 symbols, ul-
timately yielding a preamble length of 12.25 symbols.

• PHDR (Physical Header) is a facultative element exclusive to the ex-
plicit mode. It imparts essential information regarding payload size and
includes a CRC (Cyclic Redundancy Check) for error detection.

• PHDRCRC (Header CRC) represents an optional field with the role of
an error-detection code for rectifying errors within the header.

• Both the PHDR and PHDRCRC are encoded with a Coding Rate of
4/8, ensuring data integrity.

• PHYPayload constitutes the comprehensive frame generated by the MAC
layer. The maximum payload size varies contingent on the Data Rate
(DR) and is region-specific.

• An additional optional field, CRC, is integrated into the payload to fa-
cilitate error correction in uplink messages. Similar to the PHDR and
PHDRCRC , the PHYPayload and CRC are encoded with one of the
Coding Rates (4/5, 4/6, 4/7, or 4/8). The complete frame is subse-
quently transmitted utilizing one of the Spreading Factors (SF = 7 to
12).
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Figure 4.4 shows the physical layer structure of uplink and downlink pack-
ets that uses explicit mode.

Figure 4.4. LoRa Physical structure of an uplink packet [28]

Figure 4.5. LoRa Physical structure of an Downlink packet [28]

In the implicit mode, the packet omits the header, assuming that both the
payload size and Coding Rate are predetermined or previously established.

Beacons use LoRa radio packet implicit mode for sending time synchro-
nizing information from gateways to the end devices [28].

Figure 4.6 shows the structure of a LoRa packet that uses the implicit
mode.
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Figure 4.6. LoRa Physical structure implicit mode [28]
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Chapter 5

Desing and
Implementation

5.1 The System Design
The system architecture can be described in terms of its key components:

Sensor Node: The Sensor Node is the primary data source within the
system. It collects data from its environment using the selected sensor
(BME688). The Sensor Node initiates the data collection process and pre-
pares it for transmission.

The Gateway: The Gateway serves as the intermediary between the Sensor
Nodes and the broader network. It receives data packets from Sensor Nodes
and forwards them to the network server. Importantly, LoRaWAN architec-
ture allows for multiple Gateways to receive the same packet, ensuring robust
coverage and transmission reliability.

Chirpstack: Within this system, Chirpstack functions as the network
server. It manages the communication between Gateways and Application
Servers, facilitating data packet routing, security, and seamless integration
with other services.

TTN Web Servers: The Things Network (TTN) web servers provide crit-
ical services for LoRaWAN communication. They serve as a platform for
device management, data visualization, and application integration. TTN
allows users to efficiently manage their Sensor Nodes and access data from
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the network.

Node-Red: Node-Red is an essential tool within the system, offering a
flow-based development environment for processing data. It is able to do the
data transformations, filtering, and integration the services.

Grafana Dashboard: Data visualization is paramount in this system. It
provides an intuitive and customizable interface for real-time visualization of
collected data. Dynamic graphs, charts, and dashboards for in-depth data
analysis and sensor monitoring could be created.

The system architecture seamlessly integrates these components to create
a comprehensive and efficient IoT solution, in order to reach the main ob-
jective about Cost-Effective and Energy-Efficient Food Safety Management
with Wireless Communication and Sensing Integration. Sensor Nodes collect
real-world data, which is transmitted through Gateways and managed by
Chirpstack. TTN web servers facilitate device management and application
integration, while Node-Red allows for customized data processing. Finally,
Grafana provides a user-friendly interface for insightful data visualization.

Figure 5.1. LoRaWAN Desing and Implementation

Figure 5.1 illustrates the standard connectivity of these components. The
Sensors transmit data packets to The Chirpstack Network via pre-registered
gateways (gateways that are officially registered on the web-server). Fol-
lowing this transmission, we leverage the integration feature, which enables
seamless connectivity with the Back-End using the MQTT Protocol. Once
the data packet reaches the Back-End platform, it can be subsequently stored,
analyzed, and visualized through Grafana Dashboard.

5.1.1 Pycom BME688 Sensor Node
The initial phase of the project entailed the utilization of two Pycom de-
vice variants: LoPy4 boards and FiPy boards. LoPy4 boards are essentially
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ESP32 microcontrollers equipped with an sx1272 hat, enabling them to har-
ness LoRa communication frequencies. On the other hand, the FiPy board
is also founded on an ESP32 platform, boasting a transceiver for LoRa and
Sigfox, as well as a transceiver for LTE, along with a slot for a nano SIM
card. Additionally, the ESP32s feature integrated WiFi and Bluetooth ra-
dios, which further enhance their connectivity capabilities.

Figure 5.2. Pycom LoPy4 [21]

Pycom provides firmware specifically tailored to its boards, allowing them
to interpret code written in MicroPython. Moreover, Pycom offers a range
of libraries that implement common IoT features. These libraries signifi-
cantly streamline the development process for communication, enabling the
exploitation of various protocols, including LoRaWAN. Furthermore, Pycom
provides comprehensive usage examples, serving as a valuable starting point
for developing custom code.

The Pycom FiPy board is a versatile programmable device, boasting an
extensive range of connectivity options, including WiFi 802.11 b/g/n, Blue-
tooth (both LE and classic), LoRa, Sigfox, and dual LTE-M (supporting
CAT-M1 and NB-IoT) [21]. It is powered by the Espressif ESP32 chipset
and is equipped with 4 MB of RAM and 8 MB of flash memory. The FiPy
board comes preloaded with firmware based on MicroPython, which is an
optimized implementation of the Python 3 programming language. Notably,
Pycom boards are compatible with standard Python libraries, MicroPython-
specific libraries, and modules specifically designed for Pycom devices [16].
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The Pycom FiPy Fig 5.3 board’s features make it exceptionally well-suited
for performing the role of a Gateway, owing to its versatile connectivity
options, including LTE. Conversely, the LoPy4 board, with its simpler and
more streamlined components, is primarily designed for use as a node. It’s
worth noting that, with appropriate configuration, one can re purpose the
LoPy4 board as a gateway and the FiPy board as a node, thus offering
flexibility in network design.

Figure 5.3. Pycom FiPy [21]

In the context of implementing the LoPy4 node, there are several critical
considerations to keep in mind. First and foremost is the activation method of
the node, which is initially defined within ChirpStack. Depending on whether
the activation is accomplished over the air (OTAA) or through activation by
personalization (ABP), different configuration parameters must be set in the
device’s configuration file.

For OTAA, it’s essential to specify the DevEUI, a unique device identifier
provided by the manufacturer, and the application key. The join function
will then automatically populate any necessary fields left blank. In contrast,
with ABP, you need to copy the values of the device address, network ses-
sion key, and application session key defined in ChirpStack into the node’s
configuration file. The choice between OTAA and ABP also influences how
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the join process unfolds. Specifically, in the case of ABP, the join process is
essentially redundant, as there’s no need for pre-data exchange between the
server and the node before data transmission.

This choice of activation method also aligns with the node class. The
device profile chosen during node registration on ChirpStack dictates the
appropriate class setting in the node’s configuration file. In the case of a
class A node, as depicted in Figure 5.12, the node initiates two consecu-
tive downlink windows immediately following an uplink transmission, during
which downlink packets can be received. This introduces stringent timing
constraints, highlighting the importance of gateway capabilities in sending
these downlinks with precision.

Figure 5.4. LoRa Class A TX Window [21]

In contrast, in the case of Class C, the node remains in a constant listening
state, except for the brief intervals when it’s actively transmitting an uplink
signal.

This distinction in listening behavior arises from the fundamental pur-
pose behind the Class distinction. Class A is primarily designed for battery-
powered devices with limited power availability, promoting power-efficiency
by implementing specific time windows for communication. On the other
hand, Class C devices are characterized by a continuous and uninterrupted
power source, enabling them to maintain a persistent listening mode.

Specifically, the LoPy4 nodes were initially configured as Class C nodes
due to the device profile settings within ChirpStack, which designated them
as such.

A critical factor to consider is the combination of frequencies and data
rates used for transmitting data from the node to the gateway. Initially, the
code involved the configuration of channels for the three specified frequencies
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in the EU868 band. However, this approach resulted in non-deterministic
behavior on the part of the gateway, as it was uncertain which frequency to
monitor for incoming signals.

s e l f . l o r a . add_channel (0 , f requency =868100000 ,dr_min=0,dr_max=5)
s e l f . l o r a . add_channel (1 , f requency =868300000 ,dr_min=0,dr_max=5)
s e l f . l o r a . add_channel (2 , f requency =868500000 ,dr_min=0,dr_max=5)

Hence, the optimal solution was configuring all channels to operate at
a uniform frequency. Furthermore, it was considered judicious to clear all
existing channels and subsequently re-add them, rather than overwriting the
existing configurations.

for i in range (0 , 1 6 ) :
s e l f . l o r a . remove_channel ( i )

s e l f . l o r a . add_channel (0 , f requency =868100000 ,dr_min=0,dr_max=5)
s e l f . l o r a . add_channel (1 , f requency =868100000 ,dr_min=0,dr_max=5)
s e l f . l o r a . add_channel (2 , f requency =868100000 ,dr_min=0,dr_max=5)

In the original code, the for loop was positioned following the channel
additions and solely targeted channels with an index equal to 3, which were
not previously configured. After successfully introducing the desired channels
with a frequency of 868.1 MHz (although the frequency choice can be cus-
tomized based on the gateway’s settings), the final step involved configuring
the LoRa socket’s data rate to align with the gateway’s reception settings.

s e l f . sock . s e t sockopt ( socke t .SOL_LORA, socket .SO_DR, 5)

Regarding the data packets transmitted by the LoPy4 node, these are
precisely defined in the configuration file as 34-byte packets. Within this
structure, the initial two bytes serve as a unique device identifier, while the
subsequent 32 bytes represent the values obtained from an imaginary sensor
in the form of eight floating-point numbers.

For the application server to decode these packets effectively, a JavaScript
decoding function was crafted. It’s worth noting that the JavaScript inter-
preter utilized adheres to the ES5 revision. This interpreter, implemented
in Go language, has certain limitations, particularly in regard to features
introduced in ES6, such as typed arrays. Therefore, the decoding functions
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were meticulously developed using this interpreter, ensuring compatibility
and functionality.

The primary decoding function for the packet transmitted by the LoPy4
node primarily focuses on translating the initial two bytes into an integer.

f unc t i on uintToInt ( uint , nb i t ) {
nb i t = +nbi t | | 32 ;
i f ( nb i t > 32) throw new RangeError ;
u int <<= 32 − nbi t ;
u int >>= 32 − nbi t ;
return uint ;

}
func t i on r e tu rn In t ( bytes ){

var num = bytes [ 2 ] | bytes [ 3 ] << 8 ;
return uintToInt (num, 1 6 ) ;

}

and a function that translates the 4 bytes into a float-type number with
two decimal places, where start idx and end idx are the first byte and the
last byte.

f unc t i on bytesToFloat ( bytes , start_idx , end_idx ) {
var b i t s = 0 ;
var sh i f t_ idx = 3 ;
for ( var i=start_idx −1; i>=end_idx ; i −−){

b i t s |= ( bytes [ i ] << (8∗ sh i f t_ idx ) )
sh i f t_ idx −= 1 ;

}
var s i gn = ( b i t s >>>31 === 0) ? 1 .0 : −1.0;
var e = b i t s >>>23 & 0 x f f ;
var m = ( e === 0) ? ( b i t s & 0 x 7 f f f f f )<<1;
var f = s i gn ∗ m ∗ Math .pow(2 , e − 150 ) ;
return f . toFixed ( 2 ) ;

}

Another noteworthy observation regarding the LoPy4 node pertains to
its activation method. When the device is activated using the Over-the-Air
Activation (OTAA) approach, it exhibits the capability to successfully receive
downlink messages. However, a striking contrast emerges when the device is
activated through Activation by Personalization (ABP); under this method,
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the node appears incapable of receiving any downlink communications. The
root cause of this discrepancy, whether it emanates from the gateway, node
configuration, or ChirpStack system, remains unclear and warrants further
investigation within the context of this thesis.

The completed physical implementation of the End Node system is illus-
trated as follows.

Figure 5.5. Pycom LoRaWAN BME688 Sensor Node

Figure 5.6. Pycom LoRaWAN BME688 Sensor Node

5.1.2 Raspberry Pi Pico BME688 Sensor Node
Pycom boards have a significant setback, arising from the lack of firmware
and library support, largely attributed to Pycom’s bankruptcy. In light of
this challenge, the quest for an alternative solution emerged, one that not
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Figure 5.7. Pycom LoRaWAN BME688 Sensor Node

Figure 5.8. Pycom LoRaWAN BME688 Sensor Node

only matched the cost-effectiveness of Pycom boards but also encompassed
a similar array of functionalities. The choice of this alternative hinged on
factors such as cost-effectiveness, versatility, computational prowess, and af-
fordability.

The Raspberry Pi Pico stood out as a compelling choice in this quest.
However, transitioning to Raspberry Pi Pico introduced an initial fundamen-
tal shift in the programming language. While Pycom boards were equipped
with firmware capable of interpreting MicroPython code, the Raspberry Pi
Pico’s flash memory lacked a native firmware. To tackle this, two primary
options presented themselves:

• Use the SDK: This option involves setting up the Software Development
Kit (SDK) for Raspberry Pi Pico. While programming in languages like
C, C++, or assembly may be less straightforward, it provides extensive
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access to the Pico’s capabilities and ensures compatibility with various
onboard components. It also allows for the utilization of standard head-
ers and libraries tailored for RP2040-based boards.

• Install a MicroPython Interpreter: Alternatively, the route of installing
a MicroPython interpreter offers the simplicity of writing code in Mi-
croPython, which is often more user-friendly and easier to comprehend.
However, it comes with limitations, particularly in terms of library sup-
port and functionality for specific modules.

Opting for the first approach, setting up the SDK entailed an initial con-
figuration phase, which subsequently provided access to standard headers
and libraries, facilitating programming in languages like C and C++. This
method, although potentially less intuitive, optimally harnessed the Rasp-
berry Pi Pico’s capabilities and provided a wider array of libraries compatible
with various integrated components.

Next, in pursuit of devices enabling LoRa-compatible radio connections
within the EU868 frequency band, a meticulous evaluation of options was
conducted. The RFM95 module, initially explored, supported LoRa fre-
quencies but presented complexities in terms of installation and exhibited
communication challenges, often rooted in configuration disparities when in-
terfacing with Pycom boards.

Consequently, the preferred alternative emerged in the form of the Pico-
LoRa-SX1262 868M module. Leveraging Semtech’s sx1262 chip, this module
exhibited superior compatibility and performance, solidifying its position as
the prime choice for enabling LoRa capabilities within the EU868 frequency
band.

The official documentation underscores the Pico-LoRa-SX1262-868M mod-
ule’s robust support for the LoRaWAN protocol, opening the gateway to
seamless connectivity with versatile platforms like ChirpStack. Notably, the
Waveshare website sheds further light on the module’s capabilities, encom-
passing:

• Compatibility with Raspberry Pi Pico Series: The module seamlessly
interfaces with Raspberry Pi Pico, equipped with standard headers to
facilitate effortless integration.
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• Diverse Frequency Band Support: Offering versatile support for the Lo-
RaWAN protocol across multiple frequency bands, ensuring adaptability
to varying operational requirements.

• Modulation Flexibility: The module boasts support for various modula-
tion schemes, including FKS, GFSK, and LoRa modulation, expanding
the horizons of communication possibilities.

• Exceptional Receive Sensitivity: With an impressive receive sensitiv-
ity of up to -148dBm, the module demonstrates an acute capability to
capture even faint signals, bolstering reliable data reception.

• Programmable Transmit Power: Empowering users with the ability to
finely tune transmit power up to 22dBm, granting control over the com-
munication range and efficiency.

• CRC Preamble Recognition: Implementation of CRC preamble recogni-
tion enhances the module’s data validation and integrity assurance.

Furthermore, the module comes equipped with a dedicated library that
seamlessly implements the functions prescribed by the LoRaWAN protocol,
streamlining the development process.

The integration of Raspberry Pi Pico with the Pico-LoRa-SX1262-868M
module emerges as a straightforward endeavor, necessitating only the con-
nection of Pico’s pins to the module header. However, delving into the code
demands attention to a couple of essential considerations. First, aling to the
configuration process for the LoPy4 board, it entails the meticulous setting
of parameters for the connection via Activation by Personalization (ABP),
aligning them with the predefined configurations in ChirpStack. Second, it
requires diligent validation to ensure that the struct defining the pins uti-
lized by the Pico-LoRa-SX1262-868M adheres to the correct pin assignments,
as illustrated in Figure 5.9. These meticulous steps are vital to enable the
Pico for seamless LoRaWAN communication, ensuring the module’s optimal
functionality in the broader network ecosystem.

Evidently, the pins exclusively allocated for the Pico-LoRa-SX1262-868M
module must be safeguarded against any alternative usage, thereby preclud-
ing their availability for connecting additional devices, such as data-reading
sensors integral to the application.
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Figure 5.9. Pinout Pico-LoRa-SX1262-868M

A second imperative involves the utilization of a function designed to
clear the Non-Volatile Memory (NVM) during the MCU’s startup phase.
The NVM serves as the repository for crucial LoRa context data, including
packet counters, among other essential information. The significance of this
function lies in its capacity to prevent potential corruption of the NVM.
This corruption risk materializes due to the inherent challenge of determining
when the NVM is being written by the library. In the event of an untimely
MCU shutdown during NVM writing, the NVM can be left in a corrupted
state, impeding a seamless reboot. This function plays a pivotal role in
mitigating such risks.

It is worth noting that the library does present certain constraints, particu-
larly in the context of uplink transmissions. The library exclusively supports
the transmission of unconfirmed uplinks, which do not necessitate acknowl-
edgment receptions. This limitation, while inherent, is an important aspect
to consider when devising communication strategies.

The ArmDeveloperEcosystem GitHub repository houses a repository of di-
verse illustrative examples to provide insights into the library’s functioning,
serving as a valuable resource for users seeking a comprehensive understand-
ing of its capabilities and applications.

Furthermore, an additional consideration revolves around the imperative
to enforce a single frequency and a specific data rate when intending to lever-
age the Pycom nanogateway. To achieve this objective, specific parameters
within the LoRaMac-node library require modification, specifically within
the EU868 header file. These adjustments are instrumental in aligning the
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node’s communication behavior with the intended configurations and opera-
tional requirements.

The completed physical implementation of the End Node system is illus-
trated as follows.

Figure 5.10. Raspberry Pi Pico BME688 Sensor Node

Figure 5.11. Raspberry Pi Pico BME688 Sensor Node

5.1.3 The Gateway
The initial aspect that necessitates consideration when examining the gate-
way established using the FiPy board pertains to its compliance with the
LoRaWAN gateway specifications. In essence, it is more appropriate to refer
to it as a LoRa forwarder rather than a gateway, given the parameters stip-
ulated by LoRa and the requirements outlined by the LoRaWAN protocol
for Europe. The designated frequencies for transmitting uplink packets in
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Figure 5.12. Raspberry Pi Pico BME688 Sensor Node

this context are 868.1, 868.3, and 868.5 MHz, while the broader frequency
spectrum available for communication extends from 863 MHz to 870 MHz.

A comercial gateway possesses the capability to manage these frequencies
and accommodate multiple channels operating within this range. As a result,
this kind of gateway can concurrently handle multiple uplinks on different
channels and effectively use this channel multiplicity for transmitting down-
link packets while still receiving uplinks on unoccupied channels. In contrast,
the FiPy board operates as a forwarder and is limited to monitoring a single
frequency and channel. Consequently, it does not align with the LoRaWAN
protocol, as it forfeits the capacity to utilize the three specified frequencies for
communication, leading to an increased likelihood of conflicts, particularly
in scenarios involving multiple nodes and a genuine gateway.

The code for the gateway is sourced from the example provided by Pycom.
The implementation of the nanogateway, which is the code executed by the
forwarder, exhibits certain inaccuracies and errors. The code’s overarching
structure involves:

• Establishing a UDP socket for communication with the network server.

• Creating a Lora socket for managing the reception and transmission of
downlinks and uplinks.

• Defining a function linked to a timer for sending periodic keepalive sig-
nals from the gateway to the server.

• Designing a function tied to a timer for regularly requesting discovery
packets from the server to facilitate the discovery of new gateways.

• Creating a separate thread to handle the various events specified in the
gateway bridge.
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• Defining a function for dispatching downlinks.

The gateway is responsible for managing various categories of packets,
with the primary ones including:

• "stat" refers to the packet structure used for transmitting various gate-
way information to the server.

• "rx" defines the packet structure for data received by the gateway from
connected nodes.

• "tx" specifies the packet structure for data originating from the network
server and forwarded by the gateway.

The initial issue identified in the source code, subsequently rectified in the
version supplied by Pycom, pertained to the handling of a specific type of
downlink packet. According to the documentation from Semtech, accessi-
ble through The Things Network (Corporation, n.d.a), downstream packets
include the fields depicted in Figure 5.13. As depicted in the table, it is
explicitly stated that if the "imme" field is set to true, the gateway is ex-
pected to transmit the packet immediately. Furthermore, it is clarified that
if "imme" is not true, it is essential to verify the presence of the "tmst" field,
and if it is present, the packet should be transmitted following the defined
protocol.

In the source code, a consistent issue was encountered with the utilization
of the "tmst" value, which was being used to send packets without verify-
ing its presence. This led to an exception when "imme" was set to true.
Subsequently, the code was rectified to handle these two cases separately.

The code employs two distinct functions for sending in these cases. The
functions differ in that, in the first scenario, the timer is given the timestamp
for scheduling the downlink transmission (the timestamp is logged), whereas,
in the second case, the downlink is sent immediately.

Another error, identified through an examination of the gateway bridge
logs, pertained to the "TX ACK" packet type. This message serves as an
acknowledgment sent from the gateway to the network server in response to
a "PULL RESP" message. In Figure 5.14, it becomes evident that the "TX
ACK" identifier assumes a value of 0x05 under the V2 protocol. However,
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Figure 5.13. Structure of a LoRa downstream package [13]

in the original code, the field was initialized with a value of 0x04, leading to
an error where the gateway bridge failed to acknowledge the sent packet as
requested. The solution was simply to introduce a new variable set to 0x05
to correctly define the identifier for the packet.

Subsequently, efforts were made to resolve the issue of not receiving pack-
ets from the LoRa node, despite correcting the errors recorded in the logs.
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Figure 5.14. Fields of LoRa TX ACK [13]

A review of the configuration file revealed that the nanogateway contained
three distinct parameters configured for use in accordance with the EU868
standard. These parameters delineate the frequency and the datarate at
which the nanogateway listens for incoming packets. As a result, it is im-
perative to configure the node to transmit data exclusively on that specified
frequency, with the designated spreading factor and bandwidth, to ensure
successful packet reception by the nanogateway.

Lastly, an ongoing challenge with the nanogateway relates to its inconsis-
tent uptime, which is attributed to occasional crashes of undetermined origin.
There is a likelihood that these crashes stem from unresolved issues within
the board firmware, compounded by the FiPy’s limitations in handling all
incoming packets.

5.1.4 LoRaWAN Network Server

Various solutions exist for implementing a LoRaWAN Network Server, with
two prominent options being TTN and ChirpStack. ChirpStack offers a
Docker Compose solution tailored for Linux operating systems, granting users
the capability to operate their own LoRaWAN Network Server. On the other
hand, TTN provides a fully managed service by The Things Network, sim-
plifying end-user adoption. However, this ease of use comes at the cost of
complete reliance on an external entity with its own policies and restrictions.
For instance, TTN enforces adherence to the LoRaWAN protocol, impos-
ing limitations similar to those of a public service aimed at accommodating
numerous devices.
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In light of these considerations, the decision was made to implement a self-
owned LoRaWAN Network Server utilizing ChirpStack. This choice affords
greater autonomy and alleviates the instability issues that were encountered
with TTN at the time.

The backend’s role involves receiving, filtering, and processing data from
various nodes, and this function is carried out by the ChirpStack LoRaWAN
Network Server, commonly referred to as ChirpStack. Specifically, Chirp-
Stack V3 implemented in Docker is utilized, supporting the LoRaWAN pro-
tocol’s three defined classes, incorporating the adaptive data rate algorithm,
and offering additional features such as real-time frame logging. The Chirp-
Stack stack comprises:

• The network server, responsible for implementing the LoRaWAN net-
work stack.

• An application-specific server implementation.

• The gateway bridge.

Taking a top-down view of the ChirpStack architecture, two pivotal com-
ponents stand out: the Application Server, which presents the user interface
for configuring and monitoring devices within the application network, and
the Network Server, primarily tasked with eliminating duplicate packets re-
ceived from the LoRa gateway.

The ChirpStack application server offers a user interface through which all
devices participating in the application network can be supervised and con-
figured, facilitating their registration for the application. The main screen,
Figure 5.15 provides an overview of the active devices and gateways, along
with the primary data rates employed for transmissions.

The gateways screen serves as the interface for device registration and
provides a summary page for users to assess traffic statistics associated with
each gateway. This summary includes details on the volume and frequencies
of received and transmitted packets, as well as the count of packets with "ok"
status or those encountering collisions.

Conversely, the devices screen furnishes various summary data for each
node, encompassing metrics like signal-to-noise ratio and received packet
strength, Figure 5.16. It also facilitates in-depth analysis of these parameters.
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Figure 5.15. LoRa Application server interface

Figure 5.16. Gateway summary interface

Within the LoRaWAN frames window, users can scrutinize the type of
LoRa frame sent or received by the device. Meanwhile, in the device data
section, users can access not only general packet information but also the
decoded payload sent by the node in the form of a JSON object.

This visibility into the JSON object containing the decoded payload is
made possible by the capacity of the ChirpStack application server to define
uplink decoding functions and downlink encoding functions. While the op-
tion to send packets via JSON encoding, which can then be translated into
bytes (hexadecimal encoding) or transmitted directly as bytes, is noteworthy,
the capability to decode uplinks directly into a JSON object at the backend
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level holds distinct advantages, allowing for early data inspection.

5.1.5 Visualization Dashboard
Grafana, stands as a widely adopted open-source tool for querying, visualiz-
ing, and setting up alerts for time-series data. Its flexible data source model
accommodates a range of time-series-based data sources, Grafana enables
data querying through a query editor, data visualization through dashboards,
and the implementation of alerts using its alerting functionality [6].

Grafana’s open-source nature and extensive compatibility with various
data sources, including time-series data from sensors, ensure that we have
the freedom to select the most suitable data storage solutions for our specific
needs. This adaptability is particularly advantageous when working with
diverse types of sensors and data formats.

By harnessing the data collected from the sensors and effectively pro-
cessing it within the backend system, we unlock the potential to perform a
comprehensive data extraction, transformation, and loading (ETL) process.
This transformation process allows to convert raw sensor data into valuable
insights and key performance indicators (KPIs).

For the project and the central objective of this thesis, the primary fo-
cus lies in the continuous monitoring of crucial environmental parameters
within a test environment. These parameters include temperature, humid-
ity, pressure, and CO2 levels. By utilizing queries and data processing tools,
is possible to extract, transform, and load the sensor data, thereby creating
informative and dynamic visualizations that provide valuable insights into
the environmental conditions.

Through these visualizations, the project gain the ability to track, analyze,
and respond to variations in temperature, humidity, pressure, and CO2 levels.
This data-driven approach not only enhances our understanding of the test
environment but also supports more informed decision-making and proactive
actions to ensure optimal conditions and safety.

In essence, the use of data analytics and visualization, powered by the ETL
process, is pivotal for achieving the objectives of this project and thesis, as
it empowers to maintain a continuous and detailed watch over the critical
environmental parameters that impact the test environment.
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5.2 The System Implementation
A controlled microcosm is designed to emulate real-world conditions and
address critical challenges, particularly in the realm of food security. Under-
standing the intricate dynamics of carbon dioxide (CO2) and volatile organic
compounds (VOCs) in a controlled environment is crucial for advancing tech-
nologies that contribute to sustainable agricultural practices.

As global concerns about food security intensify, innovative solutions that
enhance agricultural productivity, resource efficiency, and, especially for the
purpose of this thesis, efficient monitoring in supply chains become paramount.
By analyzing the system’s performance in the microcosm, we aim to uncover
insights that can inform strategies to optimize the growing environment.
This research aligns with the broader mission of ensuring food security by
refining technologies that directly impact the health and productivity of agri-
cultural ecosystems. The controlled microcosm approach not only improves
our understanding of system dynamics but also aligns with the development
of solutions that have tangible implications for the future of sustainable and
safe food production.

The configuration of the microcosm, distinguished by its unique geometry
and integral to the experimentation, is an Airtight cylindrical flask with a
volume of 1.062 liters, equipped with a gasketed lid, Figure 5.17

The preparation of the microcosm, involved the introduction of 20 ml of
sterile water at the base to maintain humidity at 40 percent. Additionally, a
monolayer of hazelnuts, with a dry weight of 37 grams (8 percent moisture
content) and selected through random sampling, was incorporated. A sup-
port system featuring a plastic tripod connected to a net was introduced to
accommodate the hazelnut monolayer.

Prior to microcosm setup, all materials mentioned underwent sterilization
(20 minutes at 121°C, 2 atm). Furthermore, as part of the experimental
controls, an abiotic microcosm was established for each test. In these control
microcosms, hazelnuts underwent the same sterilization process to ensure a
comparative baseline.

To assess the efficacy of the system, a comprehensive evaluation was un-
dertaken through the implementation of two distinct tests. In the initial test
phase, meticulous configuration of the acquisition system was carried out to
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Figure 5.17. Configuration of the microcosm

capture precise carbon dioxide (CO2) values, measured in parts per million
(ppm). Subsequently, the second test was designed to extend the monitor-
ing capabilities by encompassing not only carbon dioxide but also volatile
organic compounds (VOCs) emanating from the biomass present within the
microcosms.

Throughout the experimental proceedings, the BME688 sensor, was strate-
gically positioned within the biotic microcosms. This critical placement of
the sensor within the experimental setup, illustrated in Figures 5.18, 5.19
allowed for a nuanced exploration of the dynamic interactions and fluctua-
tions in both CO2 levels and VOCs, offering a comprehensive insight into
the system’s performance under varying conditions.

The CO2 levels (ppm) recorded by the sensor system before opening the
microcosm were examined, emphasizing that the initial value of 500 ppm
corresponds to the measurement taken just 5 minutes after closing the mi-
crocosm. This value indicates the concentration of CO2 in the environment
outside the microcosm. The sensor, when detecting changes in carbon diox-
ide, does not provide an accurate value without a reference with respect to
the previous value. In other words, if the current value remains constant
compared to the immediately preceding one, this data is not sent to the
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Figure 5.18. Sensor BME688 Operational Inside

Figure 5.19. Microcosm Equipped with BME688 Sensor

server, optimizing energy consumption and utilization of the transmission
data channel.

The screenshot illustrating the CO2 values of the system at the first mea-
surement on 05/15/23 at 12:00 noon is detailed in Figure 5.20.
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After opening the microcosm that housed the sensor, a decrease in the
CO2 value was observed until the initial condition of approximately 500 ppm
was reached, followed by an increase after closure. In the first 24 hours, the
recorded CO2 value doubled from the initial value of 500 ppm, and by 48
hours, this value rose to approximately five times the initial value.

However, on 05/18/23, starting at 16:00 hours, due to a failure in the
general power supply of the laboratory, no value was recorded until 12:00
hours the following day when manual measurements were taken. Table 6.4
details the point values recorded by the sensor every 24 hours before opening
the microcosm, providing a more comprehensive view of the evolution of CO2
levels in the system.

Figure 5.20. Screenshot depicting CO2 levels (ppm) recorded by the
BME688 sensor from 15/05/23 to 23/05/23.

After the weekend, during which the microcosm remained unopened, a
value comparable to the initial measurement (531 ppm) was obtained on
22/05/23. The following day, the lowest recorded CO2 value of 400 ppm
was observed. Subsequently, the sensor was repositioned approximately 1
cm from the hazelnut monolayer, in contrast to its previous placement. Five
minutes after closure, the CO2 levels exhibited a sharp increase, reaching
12,500 ppm (Figure 6.6), and then gradually decreased to 4,130 ppm (the
value recorded prior to opening the microcosm 24 hours later).
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In the subsequent days, the recorded CO2 values maintained an average
of 1,600 ppm, with the exception of the final day of incubation.

Table 5.1. Microcosm - Point Values

Data CO2 [ppm]
15-05-2023 500
16-05-2023 1063
17-05-2023 2223
18-05-2023 \
19-05-2023 1427
22-05-2023 531
23-05-2023 400
24-05-2023 4130
25-05-2023 1830
26-05-2023 1750
29-05-2023 1360
30-05-2023 512

Given the significance associated with the study of fungal Volatile Organic
Compounds (VOCs), the system’s capability, equipped with the BME688
sensor, was harnessed to directly detect VOCs. This capability was leveraged
to conduct a second test utilizing the same microcosm configuration. In this
subsequent test, the BME688 sensor was specifically configured to provide
readings for both CO2 levels and the volatile organic compounds (VOCs)
generated within the microcosm.

The initial b-VOC value of 0.49 ppm corresponds to the measurement
taken just 5 minutes after the closure of the microcosm. This value is derived
from the contrast between the b-VOCs present in the environment outside
the microcosm and those within. The subsequent values pertain to both
CO2 and VOCs, representing the conditions at the time of the final sensor
measurement before the microcosm was opened.

This approach not only expands the scope of the study by incorporating
direct VOC detection but also enables a nuanced exploration of the dynamic
interplay between CO2 and VOCs within the controlled microcosm environ-
ment. The recorded values offer insights into the intricate relationships and
fluctuations in both CO2 and VOC concentrations, providing a comprehen-
sive understanding of the system’s performance under varied conditions.
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Figure 5.21. CO2 Concentration Display (15/05/23 - 30/05/23)

In the system architecture implementation, Node-RED assumes a cen-
tral role as the backend infrastructure, orchestrating the seamless flow of
data from LoRaWAN-enabled sensors transmitted via The Things Network
(TTN) or ChirpStack to a Grafana dashboard for real-time and historical
data visualization.

The Node-RED setup involves its installation on a dedicated server within
the domain of the Reply company in Torino. Notably, to optimize computing
resource consumption, Node-RED is encapsulated within a Docker container.
This containerization strategy not only enhances resource efficiency but also
streamlines deployment and maintenance processes.

Configuration of Node-RED follows, wherein it is tailored to function as an
intermediary layer connecting the LoRaWAN network and the Grafana dash-
board. This encompasses the establishment of nodes and flows to efficiently
manage the data flow.

For connectivity with The Things Network, Node-RED is configured to
establish a secure connection to the TTN broker, incorporating necessary
credentials and security measures to ensure the integrity of transmitted data.
Similarly, for ChirpStack integration, Node-RED is configured to establish
a connection to the ChirpStack broker, implementing appropriate security
measures for data confidentiality.

While the application (Node-RED) resides within a Docker container,
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Figure 5.22. Node-RED Backend Architecture

it encountered challenges during the data collection process. The server,
at times, became unreachable, leading to data loss. This issue primarily
stemmed from complications with firewall policies that intermittently closed
the port crucial for data transmission.

Upon successful connection, Node-RED is set up to receive data packets
from LoRaWAN-enabled sensors. To extract meaningful information from
the raw payload, a custom decoder, specifically developed for the sensor
data format, is applied.

The processed data is then directed to the Grafana dashboard for vi-
sualization. In the real-time domain, Node-RED facilitates the dynamic
presentation of sensor data on Grafana using its versatile visualization op-
tions, creating informative graphs and charts. Simultaneously, Node-RED
is programmed to store historical data persistently. This historical data is
visualized on the Grafana dashboard and concurrently stored in a file on the
disk, ensuring a comprehensive record for future analysis and reference.

In the controlled laboratory environment of the microcosmos, data collec-
tion from sensors was meticulously orchestrated to capture a diverse range of
parameters. These sensors, strategically placed to monitor specific variables,
generated a continuous stream of data representative of the microcosmic con-
ditions.
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Figure 5.23. The Things Network (TTN) Broker Connection

The seamless transition of this data from the microcosmos to the Lo-
RaWAN gateway marked a critical phase in the process. Leveraging Lo-
RaWAN technology, the collected data was transmitted wirelessly to the
gateway, providing a bridge between the localized sensor network and the
broader network infrastructure.

Upon reaching the gateway, the data embarked on its journey through
the LoRaWAN network to The Things Network (TTN) server broker. This
intermediary step ensured the secure and reliable transfer of sensor data to
a centralized platform for subsequent processing and visualization.

The Node-RED backend, strategically deployed for its versatility, became
the nexus for data handling. Within the Node-RED environment, the re-
ceived data underwent a decoding process tailored to the specific sensor data
format. This crucial step transformed raw payloads into meaningful infor-
mation, laying the groundwork for insightful analysis.

Subsequently, the processed data seamlessly interfaced with the Grafana
dashboard, offering real-time visualizations of the microcosmic conditions.
The dynamic and customizable nature of Grafana’s visualizations provided
a user-friendly interface for monitoring key parameters.
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Notably, Node-RED’s capability to store historical data in parallel with
real-time visualization ensured a comprehensive record of the microcosmic
conditions. The historical data, written to disk, became a valuable resource
for retrospective analysis and reference.

The data collection journey from the microcosmos to the Grafana dash-
board was characterized by a meticulous process: from sensor-rich labora-
tory facilities to LoRaWAN transmission, TTN server brokerage, Node-RED
backend processing, and culminating in dynamic real-time visualizations and
persistent historical data storage. This integrated system underscored the
importance of each phase in facilitating a holistic understanding of the mi-
crocosmic environment.
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Chapter 6

Conclusions and Future
Developments

In conclusion, this thesis underscores the vital role of food in sustaining life
and addresses the extensive challenges associated with its safety throughout
the globalized supply chain. Recognizing the profound impact of food-related
health problems, the project advocates for a proactive and comprehensive ap-
proach to food safety, especially in the context of increasingly complex supply
chains. The technologies developed in this thesis offer not only immediate
solutions but also a path towards significant environmental benefits and re-
duced health risks. Improved food safety control and monitoring contribute
to mitigating production losses, reducing waste, lowering energy consump-
tion, and ensuring high-quality consumer products. A pivotal aspect of this
project challenges the conventional notion of traceability, proposing a shift
towards dynamic, real-time interventions to fortify the food supply chain
against potential risks. This departure from traditional methods aims to
bring about more timely and targeted responses. At the core of this endeavor
is the characterization of innovative, low-cost data acquisition tools. Imple-
mented along supply chains with block-based distributed control systems,
these tools advance risk-based decision-making support systems. Integrating
sensors with wireless communication systems enhances the agility of data
collection, analysis, and sharing, ensuring continuous availability across vast
physical extensions.

In conjunction with these advancements, significant strides were made
through collaborative efforts with microbiologists in laboratory facilities. The
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synergy of microbiological expertise and technological innovation was exem-
plified in the thesis’s objective to measure parameters values within micro-
cosms, utilizing hazelnuts as a medium. This interdisciplinary approach not
only enriches the understanding of food safety but also opens new avenues
for research and application, fostering a safer and more sustainable global
food supply chain. The thesis’s culmination not only marks a milestone in
technology-driven food safety but also exemplifies the potential when scien-
tific disciplines converge for a common goal.

Furthermore, this thesis emphasis the importance of look for strong part-
nerships between industry and academia, where the fusion of cutting-edge
technological innovation and the depth of scientific knowledge propels ad-
vancements with far-reaching implications. The ongoing and even height-
ened need for active monitoring of food safety, especially in the aftermath
of the COVID-19 pandemic, underscores the critical role that collaborative
research plays in ensuring the well-being of populations worldwide. The
dynamic nature of foodborne risks, coupled with the evolving landscape of
global trade, demands continuous vigilance and innovation in monitoring
mechanisms. Through this collaborative effort, this Thesis not only bridge
the gap between theoretical insights from academia and practical applica-
tions in industry but also create a synergistic force capable of tackling the
multifaceted challenges that characterize the modern food supply chain.

Moreover, this collaborative endeavor serves as a model to the adaptabil-
ity and resilience of research ecosystems. The partnership between industry
and academia not only accelerates the translation of theoretical knowledge
into actionable solutions but also fosters a continuous feedback loop, enabling
rapid adjustments to emerging challenges. As we navigate the complexities
of the post-pandemic landscape, the importance of such collaborative initia-
tives becomes even more pronounced, offering a blueprint for addressing not
only existing issues but also anticipating and preemptively addressing future
threats to food safety and public health.
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