POLITECNICO DI TORINO

Master Degree in Energy and Nuclear Engineering

Polltecmco
, di Torino

Master Degree Thesis

Reduction of iron oxides for chemical
looping technology through concentrated
solar power

Supervisors Candidate

Prof. Davide PAPURELLO Francesca MARINUCCI
Prof. Domenico FERRERO

PhD Francesco ORSINI

November 2023






Abstract

Climate change is a crucial challenge for the entire humankind, resulting from too
high anthropogenic emissions of greenhouse gases in the atmosphere.

The implications of global warming are huge and alarming, requiring us a deep,
radical change and a gradual desertion of fossil fuels.

The production of syngas and hydrogen, a promising energy vector, is one of the
available solutions to mitigate climate change.

In particular, hydrogen is able to store and deliever large amounts of energy per
unit mass, without releasing carbon dioxide during the combustion.

Syngas is a mixture of mainly hydrogen and carbon monoxide, that acts as an
intermediate for the generation of other high value products, such as methanol,
gasoline, ammonia.

Among the several existing methods for the production of these two outputs,
chemical looping technology through concentrated solar power (CSP) is definitely
a rising star.

This technique involves a solid material, commonly called oxygen carrier, that is
initially heated to obtain its reduction and the release of oxygen. In a subsequent
exothermic process at a lower temperature, the oxygen carrier is re-oxidized by
means of HyO or C'O,, releasing Hy or C'O.

Concentrated solar power systems can provide the heat needed in the first step
of these thermochemical processes, enabling the intermittent solar energy to be
converted and stored into easily transportable and ready to use solar fuels.

In this work thesis iron oxides have been chosen as oxygen carriers, since they are
characterized by large availability, low cost and environmental safety.

An experimental test (i.e. thermogravimetric analysis (TGA)) has been performed
to investigate the behaviour of iron oxides undergoing 20 redox cycles at constant
temperature (820°C).

Thus the efficiency of the two steps (reduction and oxidation) has been evaluated,
showing good results.

At last a numerical simulation in COMSOL Multiphysics is presented, taking into
account an actual solar receiver, belonging to the paraboloidal CSP system, located
on the rooftop of the Energy Center, in Turin.

The aim was to obtain the temperature distribution of the cylindrical receiver,
starting from experimental data about solar radiation and wind speed and a further
simulation of the reduction reaction within the cylinder itself.
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Chapter 1

Introduction

1.1 Climate change: the problem

Climate change is one of the most critical issues in the history of humankind,
representing a crisis embedded in the social, economic and energetic fabric.

It is characterized by protracted variations in temperature and weather patterns,
that have always been caused by the sun’s activity and massive volcanic eruptions
[1]. Nonetheless, since 1800s the paramount cause of climate change has been
anthropogenic emissions.

Figure 1.1 shows how much the global average temperatures for the years 1850-2023
has been above or below the 1961-1990 average value. The result is that nowadays
the global average temperature is 1,07 °C higher than that average temperature.

Average temperature anomaly, Global

Global average land-sea temperature anomaly relative to the 1961-1990 average temperature
1°C Mean
0.8°C
0.6°C
0.4°C
0.2°C
0°C
-0.2°C
-04°C
-0.6 °C

1850 1880 1900 1920 1940 1960 1980 2000 2023
urce: Met Office Hadley Ce

2023

zo
S8

QurWorldinData orglco2-and-greenh ) ons | CC BY

Figure 1.1: Global average temperature anomaly|2]

Unfortunately the increase of temperature is just the tip of the iceberg and the
aftermaths of climate change are terrifying: rising sea levels, extreme weather events

1



Introduction

(hurricanes, droughts, heat waves), destruction of natural habitats, extinction of
certain species, more infectious diseases, water shortages, desertification.

The main cause of global warming is the excessive emission of greenhouse gases
(GHG), such as carbon dioxide, methane, nitrous oxide, hydrochlorofluorocarbons
(HCFCs) and ozone, that trap heat in the atmosphere.

Figure 1.2 depicts the global anthropogenic GHG emissions by gas, witnessing a
predominance of C'O, emissions over the others.

386t a6t 536t soct [ Fluorinated
+0.7% yr +2.1% yr! +1.3% yr kL gases (F—gases)

I Nitrous
oxide (N;0)

B Methane (CH.)
T Net CO; from land

use, land use
change, forestry
(CO;LULUCF)

I O, from fossil

fuel and industry
(CO:FFI)

60

GHG emissions (GtCOz-eq yr')

1990 2000 2010 2019

Figure 1.2: Global net anthropogenic emissions [3]

In fact, as shown in figure 1.3 C'O; concentration in the atmosphere is getting
higher and higher as time goes by, reaching the current value of 421 ppm [4].

Global atmospheric CO2 concentration, World

Atmospheric carbon dioxide (CO:) concentration is measured in parts per million (ppm).

420 ppm World - Monthly averaged

World - Annual averaged
400 ppm
380 ppm

360 ppm

340 ppm

320 ppm: ! :
Jan 15, 1979 Sep 4, 1992 Aug 18, 2003 Jun 15, 2023

Figure 1.3: Global atmospheric CO, concentration [5]
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Even though COy has a GWP ! equal to 1 (the lowest among all the GHGs), it
is the one that lasts in the atmosphere the longest, with a lifetime of 1000 years.

Regarding the responsibility of climate change, figure 1.4 shows how much C'O,
each country emits every year. Asia is the region that emits the most C'O, today
with 53% of global emissions. In particular, China is by far the world’s largest
emitter with 10 billion tonnes of COy every year (27% of global emissions). On the
podium there are also USA with 15% of global emissions, followed by Europe [4].

Who emits the most CO.?
Global carhon dioxide (C0:) emissions were 36.2 hillion tonnes in 2017. —
Asia North America
19 billion tonnes CO, 6.5 billion tonnes CO,

53% global emissions 18% global emissions

Indone:

1.3 billion tonnes CO, & billion tonnes CO,
3.7% global emissions  3.2% globe ns 1.3% global emissions

Figure 1.4: Treemap of C'O, emissions by country [4]

However, taking a look at the C'Oy emissions throughout history (fig. 1.5), the
outlook drastically changes: US and Europe knock China off the top spot with
respectively 25% and 22% of responsability for the world’s historical emissions[4].

IGWP is the Global Warming Potential, expressing a greenhouse gas’s relative potency,
considering how long the gas is active in the atmosphere, with respect to COy (reference gas) [6]
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Who emits the most CO.?
Global carhon dioxide (C0:) emissions were 36.2 hillion tonnes in 2017. e
Asia North America
19 billion tonnes CO, 6.5 billion tonnes CO,

53% global emissions 18% global emissions

Africa
1.3 billion tonnes CO, 5 0.5 billion tonnes CO,
3.7% global emissions  3.2% ¢ M 3% global emissions

Figure 1.5: Cumulative CO, emissions by country [4]

It is also essential to highlight the fact that the distribution of the costs of
global warming is uneven across the countries; indeed, much of the burden falls on
developing countries, who were not even responsible for climate change in the first
place. Thus, there is not only need for mitigation, but also for adaptation.
Moreover, in order to avoid poorer, developing countries to become as fossil fuel
dependent as the richest countries are, the necessity of low cost and available low
carbon technology is more and more urgent.

Taking into account the greenhouse gases in terms of sectors, figure 1.6 depicts,
without surprises, that the most affecting one is the energy sector. The main source
of emissions worldwide is the generation of electricity and heat, that together with
the transport sector, achieve a 73,2% of the global emissions [7] .
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Global greenhouse gas emissions by sector

This is shown for the year 2016 — global greenhouse gas emissions were 49.4 billion tonnes CO,eq.
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Figure 1.6: GHG emissions by sector [7]

1.2 Latest policies and solutions

The policy pathway regarding climate change started in the early 1990s with the
Rio Earth Summit (1992), but focusing on the latest arrangements we can recall the
Paris Agreement (COP21) of 2015; in this case, the goal was to limit the increase
of temperature well below 2 °C with regard to pre-industrial levels and making
efforts to remain below 1,5 °C.

In 2019 the Green Deal was introduced as the new strategy for a sustainable future,
while leaving no one behind. It involves a new climate target with a reduction
of the GHG emissions of at least 55% by 2030 compared to 1990 and climate
neutrality by 2050 [8].

In order to achieve the goals set by these agreements, a decarbonisation of the
energy sector is essential. However, this crucial step cannot be made out of the
blue: fossil fuels will not disappear from FEurope’s energy mix in the short term.
In this framework, carbon capture, utilization and storage (CCUS) technologies
can be seen as a feasible solution.

In CCUS, C'O, is capture from sources of emissions, like industrial sites or power

5
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plants that run on fossil fuels; if not immediately employed on-site, the compressed
COs is injected into profound geological formations or transferred via pipeline,
ship, truck for use in a variety of applications.

Moreover, in the clean energy transition scenario, carbon capture, utilisation and
storage can be used to retrofit existing power plants and to reduce emissions in
difficult to abate industries (such as cement, steel, chemicals).

Furthermore, this technology can be also employed for the removal of COy from
the atmosphere, in order to compensate for emissions that are either inevitable or
technically challenging to eliminate [9].

Nonetheless, CCUS technologies come with some remarkable challenges; first of all
they are energy intensive, requiring large amounts of energy and thus consuming
part of the power plant output itself.

Also the costs of these technologies are quite expensive: from the capital expendi-
tures to the maintenance and operation ones, limiting the widespread adoption of
CCUS.

At last the environmental risks should be taken into account, particularly regarding
the underground storage of carbon dioxide and its possible leakages, that would
compromise the aimed climate benefits.

Some of these issues may be overcome by exploiting the captured C'O, for the
production of high value outputs, such as syngas.

Synthetic gas is a flexible mixture mainly made up of carbon monoxide and hydrogen
and varying amounts of carbon dioxide, methane, water vapor. It is characterized
by high versatility, since it can be used for the production of ammonia (via the
Haber process), liquid hydrocarbons (via the Fischer-Tropsch process) or methanol
and consequently ethylene, dimethyl ether (DME), acetic acid [10].

In addition, syngas can be used as fuel for gas engines in power and heat generation
systems. This last application is very appealing, since the global syngas demand is
predicted to rise at an annual growth rate of 6,1% between 2020 and 2027 [11].

4% 1%
8% ° O Ammonia

11% ORefineries (H2)
OMethanol

53% OGTL
DOElectricity

23%
OOthers

Figure 1.7: Current breakdown of world syngas market by application[12]
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Regarding the production methods, syngas can be obtained from gasification of
biomass or coal or through reforming of natural gas [13].
But our interest is focused on a greener and more sustainable production process
of syngas: via chemical looping technology, coupled to concentrated solar power,
yielding the useful solar syngas. It has to be noted that these thermochemical
cycles can be used also for the solar hydrogen production.
Figure 1.8 shows a schematic illustration of the two steps of chemical looping
technology, exploiting concentrated solar power, that will be deeply investigated in

the following chapters.

i

5 MO, MO +0, ===c=-== - Tn
I T ¢
; 20z thermochamical cycle g
S rm cycle | g
: 00 W/ | [
g \. _, -
.E Ma,, +H,/C0 + MO, ,+H,0/Co, Ta

> oo

\

Figure 1.8: Solar syngas production via thermochemical cycles[14]

Hence the impact and the importance of solar-driven chemical looping processes
is loud and clear in the energy context we are living in.



Chapter 2

Solar power

The goal of this chapter is a deep investigation of the Sun’s structure and its
radiation, which is a key aspect for the operation of concentrated solar power (CSP)

plants.

2.1 The Sun

The Sun is a 4,5 billion year old star placed at the center of our solar system. It
has a radius of about 695 000 kilometers (in other words, 109 times the one of the

Earth) and a mass of about 2 - 10%° kg.

The Gonvection Zone

Energy Gontinues to move foward the surface
through convection currents of heated and.
‘cooled gas in the convection zone.

The Radiative Zone 8/
Energy moves slowly outward—taking
moro than 170,000 years to radiate through
the layer of the Sun known as th radiative
zone.

Coronal Streamers

Pom——
Is shaped by magnetic field lines into |
T S
e

* Sun’s Core
Energy is generaied by hermanuclear eactions
crealng extrem femperatures deap witinthe
AF sns oo

\

The Corona

The lonized eloments within the corona giow in
the x-ray and exireme ultraviolt wavelengths.
'NASA instruments can image the Sun's corona at
these higher energies since the photosphere is
quite dim In these wavelengts.

*_The Chromosphere

“The relatively thin layer o the Sun called the
chromosphere s sculpted by magnetic fled ines
that resirain the electrically charged solar plasma.
Occasionall larger piasma foatures—called
prominences—form and exdend far ino the very
fenuous and hot corona, sometimes ejecting
material away from the Sun.

Figure 2.1: Anatomy of the Sun[15]
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Solar power

The Sun’s mass is made of about 75% hydrogen, 23% helium and 2% other
elements and shows a layered structure; in particular, moving from the outermost
shell towards the inner ones we have:

Corona: it consists of plasma and extends up to 20 solar radii.

Cromosphere: it is a quite thin layer (around 10 000 km) with a slightly
reddish color. Both the corona and the cromosphere are visible only during a
solar eclipse.

Photosphere: it is the visible surface of the Sun, characterized by very low
density and a temperature of about 5800 K. It is also the surface from which
the visible solar radiation is emitted into space.

Convective zone: it extends from 0,7 solar radii to the entire solar radius.
In this region the solar plasma shows very low density (0,15 g/m?) and low
temperature (2 000 000 K); as a consequence, the Sun’s energy is transferred
towards its surface by means of convective processes.

Radiative zone: it extends from 0,23 to 0,7 solar radii, representing the
thickest layer. Its temperature is about 7 000 000 K. The energy produced at
the centre of the Sun is conveyed through radiative phenomena.

Core: it extends up to 0,23 solar radii and it is the centre of the Sun. It shows
very high temperature (about 15 000 000 K) as well as very high pressure and
density.

Thus we can notice that temperature keeps on decreasing from the core to the
chromosphere and then it increases in the corona. As regards density and pressure,
they incessantly reduce from the core to the outer layers.

Furthermore, in the core we have the heat production by nuclear fusion processes,
in which hydrogen is turned into helium, according to the equation 2.1:

dpt — dHe* + 2t 4+ 2u + Amc? (2.1)

In the conversion from hydrogen protons into helium, there is also the release of
positrons (2e™), neutrino (2v) and an energy production of 26,7 MeV, due to the
mass defect that characterizes the process:

E = Amc®* =267 MeV (2.2)
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2.2 Solar radiation

The radiation energy released in the fusion processes occurring in the core is made
up of a portion of solar wind, but mainly of electromagnetic radiation, that we
exploit in the CSP systems.

In particular, the radiation spectrum of the Sun is very similar to the one of a black
body at 5780 K. A black body is just a useful ideal construction, representing a body
that absorbs all the incident electromagnetic radiation, whatever the frequency
or the incident angle. Indeed, the name "black body" is related to the fact that
it absorbs all colors of light. Starting from the radiation emitted by this kind of
body, it is possible to derive the radiative behaviour of real bodies.

We can now introduce three different laws, interconnected to each other, that allow
us to describe the phenomenon of the thermal radiation:

e Planck’s law: it depicts the spectral distribution of the radiation of a black
body, in thermal equilibrium at a certain temperature T. There are several
forms of this law, depending on the spectral variables we take into account.
The Planck’s law expressed in terms of temperature T and wavelength A\ is:

21The? 1

5
A e KT _q

M\T) =
where:

— h=16,626-10"3* J - 5 is the Planck constant
— K =1,38-1072% J/K is the Boltzmann constant
— ¢=3-10% m/s is the speed of light

In picture 2.2 the spectral radiance of a black body at different temperatures,
against wavelength is shown.
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Figure 2.2: Spectral distribution of blackbody radiation at different tempera-
tures[16]

It is clear that the thermal radiation shows a continuous spectrum. Moreover,
each curve (characterized by a certain temperature) has a maximum value of
the emitted radiation at a given wavelength and then it keeps on decreasing
on both sides of that peak.

« Wien’s law: it exactly describes this last concept; the spectral radiance of a
black body will peak at different wavelengths, that are inversely proportional

to the temperature:

b

Amazr = — 2.4

- (24)
where b = 2,8978 - 1073 mK is a constant of proportionality, while T is the
absolute temperature.
Thus the wavelength and the temperature of the thermal radiation are inversely
proportional to each other. In addition, starting from the spectral radiation
emitted by a body, Wien’s law makes it possible to obtain the temperature of
the body itself.

o Stefan-Boltzmann law: it states that the total power emitted by a black
body is directly proportional to the fourth power of the black body’s tempera-
ture:

P = AoT* (2.5)

where A is the body surface area and o = 5,67 - 1078 W/(m?K*) is the
Stefan-Boltzmann constant.
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As already mentioned, the solar spectrum resembles the spectrum of a black body
at 5780 K. By comparing them, we can notice that the area below the two curves in
figure 2.3 is the same, even though the curves do not perfectly match, since the Sun
is not exactly a black radiator and it does not show a single uniform temperature,
as we have seen in the previous section.

; .
S g9 observed /: extraterrestrial spectral solar
“ : radiation | irradiance
-\_\E_‘ ‘s_ ||Id’(i|"l||“ I
= 16 theoretical spectral irradiance
' radiation if the Sun was a black radiator
144 maximum at5777 K

ats777 K

] 500 1000 2000
wave length nm

Figure 2.3: Comparison between solar spectrum and the spectrum of a black
radiator at 5777 K[17]

The solar spectrum is primarly made up of the visible light (with a wavelength
ranging from about 360 nm to 760 nm). Furthermore, solar radiation with a
wavelength above 800 nm is called infrared radiation and features a lower energy
than the one of the ultraviolet radiation (wavelength below 400 nm).

2.3 The Sun’s impact on the Earth

The solar radiation that reaches the Earth’s ground is the source of energy for the
CSP plants we are interested in.

Firstly, let’s analyze a remarkable parameter, that quantifies the solar radiant
power outside the earth’s atmosphere: the solar constant G,.; it can be defined as
the total radiation energy received from the Sun per unit of time per unit of area on
a theoretical surface perpendicular to the Sun’s rays and at Earth’s mean distance
from the Sun [18]. It depends on three factors: the temperature of the Sun (whose
surface can be considered to be at 5777 K), the radius of the Sun (about 6,965 - 108
m) and the mean distance between the Sun and the Earth, ry (approximately

12
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1,496 - 10" m).

The solar constant GG,. can be evaluated as the ratio between the total power of
solar radiation (according to Stefan-Boltzmann law is given by P, = oT*47r) and
the area of a sphere with radius r,:

P
Gy = —> = 1367 v (2.6)

- 2 2
4mrz, m

Thus we can notice that G,. represents the solar power acting on a surface on top
of the Earth’s atmosphere. Actually, the solar constant G, is not constant at all;
the reason is due to the fact that the distance Sun-Earth is not steady itself and
to the embraced hypothesis of the Sun as a black body. In particular, the mean
Earth-Sun distance changes by £1,7% during the year, causing a variation of the
solar constant of about 4+3,3% [19]

Nonetheless, the fixed value of G,. equal to 1367 % and established by the World
Radiometric Center is the generally accepted one [20]

Moreover starting from the solar constant, it is possible to evaluate the solar power
received by the Earth as follows:

Pt = mr?Gye = 1,74 - 107 W (2.7)

in which » = 6371 km is the mean Earth radius and taking into account one year
(8760 h):
Q = Py - 8760 = 1,52 - 10  kWh (2.8)

However, even though the amount of energy provided by the Sun (eq.2.8) is
impressive, the solar radiation that reaches the Earth’s ground is much lower,
because of the extinction processes occurring in the atmosphere, that reduce the
amount of solar radiation on the Earth’s surface. These phenomena depend on
conditions that are deeply mutable, such as humidity, aerosol concentration and
the presence of clouds.

The extinction processes are made up of absorption and scattering, that are depicted
as follows:

e absorption: in the atmosphere there are some elements that absorb the solar
radiation; in particular, the infrared solar radiation is heavily absorbed by
water vapour and carbon dioxide, ozone tends to absorb solar radiation with
wavelengths below 290 nm, while oxygen and nitrogen absorb radiation over a
wide range of wavelengths. Approximately 23% of incoming solar energy is
absorbed by the atmosphere, while 48% is able to reach the Earth’s surface
and it is absorbed by it [21]

13
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» scattering: it causes part of the direct solar radiation to turn into diffuse

radiation, by means of certain particles, called non-uniformities. Depending
on the size and shape of those non-uniformities, we may have Rayleigh-
scattering or Mie-scattering. In the first case, the dimension of the
particles causing scattering is much lower than the wavelength of the solar
radiation, following a A\~* law: this also explains the blue color of the sky:
indeed, having the blue light a shorter wavelength, it is much more scattered
with respect to light with longer wavelengths.
As regards the Mie-scattering, the non-uniformities are mainly water droplets,
ice crystals, aerosol particles, showing a diameter that is equal or higher than
the radiation wavelength. In this case, the scattering has a weak dependance on
the wavelength of the radiation, while it deeply varies according to paramenters
such as air pollution and cloudiness. Thus, approximately 30% [21] of the
incoming solar radiation is reflected back to space and it does not hit the
Earth’s surface.

Figure 2.4 shows that much of the radiation emitted by the Sun is attenuated by
the previously listed phenomena; the portion that reaches the Earth’s surface is
mainly made up of visible, infrared light and a tiny amount of ultraviolet beams.

2100
1END OUTSIDE ATMOSPHERE
1500
1200
ang
600

300

SPECTRAL IRRADIANCE (Wmpm')

200 500 1000 1500 2000 2500

WAVELENGTH (nm)

Figure 2.4: Solar radiation reaching the Earth’s surface[22]

2.3.1 Global irradiance

Global irradiance corresponds to the quantity of power per unit area received from
the Sun, over all wavelengths [23]. It is expressed in W/m?2. This parameter takes
into account three contributions: the direct radiation, the reflected and the diffuse
one. The only one that can be exploited by CSP systems is the direct share, the
directionally fixed one, that has not experienced scattering in the atmosphere.
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On the other hand, both the reflected and diffuse radiation have not a privileged
direction and thus cannot be focused on CSP systems.
Hence the total irradiance is given by the sum:

G=Gp+Gp+Gpg (2.9)

where:

G p is the direct solar radiation

Gp is the diffuse solar radiation, whose direction has changed over time due
to scattering phenomena

G is the reflected solar radiation, that depends on the ground reflectivity

Equation 2.9 can be rewritten considering the most general case of total irradiance
on tilted planes, leading to eq. 5.1:

G =Gy - cos0+ Gap - Fse + Gy - p- (1 — F.) (2.10)

in particular:

Gy, 1s the direct normal irradiance

0 is the incident angle, the one between the direction of the beams and the
normal of the plane

G4y is the diffuse irradiance, perpendicular to the horizontal plane
F. is the view factor between the sky and the solar collector, defined as:

1 +cosp

Fsc
2

(2.11)

Gy is the irradiance of the direct solar radiation on a tilted plane
p is the reflecticity of the Earth’s surface (i.e. albedo)
F.g is the view factor between the ground and the solar collector, defined as:

1 — cosp

Fry=—

(2.12)

B is the tilt angle of the receiver’s plane
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In conclusion, knowing the direction of the beam radiation is essential for being
able to concentrate the solar power.
The resolution of this parameter, that can be also seen as the apparent position of
the Sun with respect to an observer on the Earth, depends on several elements,
such as time, the geometry of the Sun and the Earth, the exact position of the
observer.
To obtain the value of the beams direction, many different algorithms are available,
including Michalsky and NREL ones [17].

2.4 Sun-Earth geometry

Taking into account a geocentric perspective, the Sun apparently rotates around
the Earth in the equatorial plane (in case of spring or fall equinox) and in planes
parallel to the latter one during all the other days.

-

P
south celestial pole

Figure 2.5: Geocentric point of view of Sun and Earth[17]

In particular, the equatorial plane is the one including the Earth’s equator, that
divides the planet in Northern and Southern hemisphere.
The other plane depicted in figure 2.5 is the one that contains the observer’s
horizontal line and is thus known as horizontal plane.
The intersection between these two planes forms an angle equal to 90°—®, in which
® is the observer’s latitude.

In order to define the position of the Sun with respect to an observer in the
geocentric perspective, two angles are needed. Taking into consideration an equa-
torial coordinate system (fig. 2.6), the parameters involved are the declination ¢
and the hour angle w.
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zenith

meridian

equatorial plane

Figure 2.6: Declination and hour angle[17]

o The declination ¢ is the angle between the equatorial plane and a line connect-
ing the observer to the Sun. It does not depend on the position of the observer
but only on time. Among the many formulations available, the Cooper one is
reported:

360° - (284 + DoY)

0 =23,45° - si
, sin 60

(2.13)

in which DoY is the day of the year.
Remembering that the Earth’s axial tilt is approximately 23,45°, table 2.1
reports the values of ¢ according to four specific days of the year:

Table 2.1: Values of declination as function of DoY

0 Day of the year

0° spring equinox

0° fall equinox
-23,45° winter solstice
+23,45° summer solstice

e The hour angle w shows how much time has elapsed since the Sun passed the
meridian of the observer’s location. It depends on time and particularly it
changes during the day. It is defined by equation 2.14 [17]:

Aw  15°
— = 2.14
At h ( )

At solar noon, w = 0°; in the morning it is expressed as negative degrees,
while in the afternoon as positive ones.
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In addition, At is not standard time ' but solar time, under which the value
of time depends on the Sun’s location in the sky; it is a function of standard
time and the longitude of the position considered.

In the horizontal reference system (fig.2.7) the two angles involved are:

e The solar altitude angle ay:
sinag = cos® - cosd - cosw + sin® - sind (2.15)

in which @ is the latitude of the observer’s position.
a, represents the Sun’s angle with respect to the Earth’s horizon; it can be
replaced by the zenith angle ©, that is expressed as:

0. =90° — (2.16)

and thus
c0sO, = cosP - cosd - cosw + sin® - sind (2.17)

O, represents the angle formed by the Sun’s beams with respect to the vertical.

o The solar azimuth v, that calculates the Sun’s angle in an easterly direction
with respect to the North

1 (sin® - cosO, — sind)

(2.18)

% = sign(w) |cos cos® - sinO,

in which the sign function:

+1 if w>0
sign(w)=
-1 if w<0

It can be noted that ay, ©, and v, vaty during the day.

!Standard time is the one in a specific time zone
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zenith

horizontal plane

Figure 2.7: Horizontal reference system|[17]
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Chapter 3

Concentrated solar power
(CSP) technology

Concentrated solar power (CSP) is a key technology for the production of clean
energy, harnessing the plentiful solar source.

Sunlight is concentrated in CSP facilities and turned into high temperature heat
for the direct or indirect running of electricity generators.

Particularly, CSP plants need the direct normal irradiation (DNT) ! that, has shown
in figure 3.1, is generally achievable in subtropical zones.

SOLAR RESOURCE MAP

DIRECT NORMAL IRRADIATION (@ worwosmnearove - ESMAP LARGIS |

Long-term average of direct normal irradiation (DNI)

Daily totals: 10 20 30 40 50 60 70 80 90 100
KWh/m’

Yearly totals: 365 730 1095 1461 1826 2191 2556 2922 3287 3652

Figure 3.1: Direct Normal Irradiance[25]

A fascinating aspect is the possibility to couple this technology to thermal energy

IDNI represents the amount of energy received on a surface perpendicular to the Sun’s rays,
per unit surface [24]. It is also called beam radiation
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storage (TES); in this case when the weather is cloudy and during the night, the
thermal energy stored can ensure the production of electricity, without seeking
for fossil resources. Hence the dispatchability and flexibility of CSP technology is
enhanced.

Even though concentrated solar power systems are mainly employed for renewable
electricity generation, they are making inroads into developing sectors, such as
desalination, solar fuels and process heat [26].

In 2023 the installed capacity worldwide of this technology is 7,5 GW [27], with
two leader countries: Spain (2,3 GW) and US (1,7 GW) [28].

As regards the costs, according to the International Energy Agency (IEA), as
technologies get more advanced, the cost of CSP facilities is predicted to be cut in
half by 2030, with respect to 2015 costs [29].

The installation sizes usually range from 30 to 200 MW; new CSP facilities costs
currently account for 3500 - 6000 $/kW, while in case of plants coupled with 6-hour
thermal storage, the costs rise up to 6000 < 9000 $/kW [28].

CSP systems harvest solar radiation and they concentrate it on a receiver, by
means of reflective surfaces. The heat absorbed by the receiver is transferred to a
fluid that in turn drives a standard power cycle (i.e. Rankine, Brayton, Stirling) to
produce electricity.

The heat transfer fluid (HTF) circultaing in the receiver is heated up to 600-1200
°C, according to the selected kind of CSP facility.

The aim of this fluid is to accumulate thermal energy and to bring it to the power
block, that usually uses a Rankine cycle to turn heat into electricity. In particular,
two ways are possible:

o Indirect steam generation: the heat is transferred from the HTF to the Rankine
cycle working fluid (water). The most used HTF are molten salts and synthetic
oils, since they have to guarantee an elevated evaporating temperature and a
low freezing point.

o Direct steam generation: the steam for the Rankine cycle is directly generated
in the absorber tubes and transported to the turbine. There is only one fluid
cycle, the steam one.
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3.1 Types of CSP systems

CSP technology can be classified according to four different layouts: parabolic
trough, linear Fresnel, solar tower and parabolic dish (fig.3.2).

(A) (B) (©) (B)

Linear Fresnel reflector (LFR) Parabolic trough Central receiver Parabalic dish

ML, | g i

| | Recerver/\ _s—
{ [ ! Ly \ Engine /"_'T,-’
i W uAuiul) <Ry L/)
Absorber tube Heliostats Reflector

and reconcentrator

Figure 3.2: Four kinds of CSP configuration systems: (a)Linear Fresnel
(b)Parabolic trough (c) Solar tower (d)Parabolic dish[28]

Following a more detailed analysis:

« Parabolic trough collectors: the direct solar radiation is focused onto a
tubular receiver, that is placed along the parabolic channel’s focal line.
The majority of installed concentrated solar power technology is represented
by parabolic trough facilities, providing over 90% of the entire capacity of
CSP systems [30].
The first commercial power plant in Europe using parabolic troughs is the 50
MW Andasol 1 solar power station, in Andalusia, Spain and it has been in
operation since 2009 [31].
Besides electricity generation, these systems can be used to provide process
heat for industrial processes (e.g. chemical, food, textile ones).
A tracking system is essential to let the mirrors follow the direction of sunlight.
Almost all parabolic trough collectors adopt synthetic thermo oil as heat
transfer fluid; it is an eutectic mixture with a maximum working temperature
of 400 °C that has not to be exceeded, to avoid thermal cracking of the fluid
(30].
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Figure 3.3: Andasol 1 solar power plant, Andalusia, Spain[32]

o Linear Fresnel collectors: the direct solar radiation is focused onto a tubular
receiver, by means of thin, flat mirror stripes, that are mechanically bent to
acquire a little curvature. By splitting the lens into a series of concentric
annular parts, Fresnel lens require less material and thus a lower thickness
with respect to usual lens [33].

Figure 3.5 depicts how Fresnel mirrors can approximate the optical features
of a parabolic trough mirror, by means of linear sections that concentrate the
incoming radiation onto a focal line [34].
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Fl'gure 3.4z Parabolic trough Figure 3.5: Fresnel mirror [34]
mirror [34]

Linear Fresnel collectors guarantee lower costs, in terms of construction, in-
stallation and maintenance, compared to other CSP facilities. However their
solar-to-electric efficiency is lower than parabolic trough collectors, mainly
because of higher optical losses [34].

Novatec Solar constructed Europe’s first commercial power plant, Puerto
Errado 1 (PE 1) in Murcia, Spain, with an electrical output of 1,4 MW [34].
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Figure 3.6: Puerto Errado 1 solar power station, Murcia, Spain|35]

The lack of experience with Fresnel power plants is a further drawback; being
a less proven technology can result in a lower perceived reliability and higher
efforts in finding economic investements [34].

Central tower system (or central receiver): the receiver is situated on
the top of the solar tower and it absorbs the direct solar radiation from a
multitude of sun-tracking mirrors; these latter ones are also called heliostats
and they constitute a solar field. Approximately 50% of the investment costs
are required by the heliostat field [36].

This technology is mainly aimed at producing electricity, but is also making
inroads into other applications, such as hydrogen production and desalination
of seawater [36].

When molten salts or thermo oils are employed as heat transfer fluids, the
temperature reached in the receiver are in the range 600 < 1200 °C [28].

The power block suitable for this technology are not only Rankine cycles, but
also Brayton ones, thanks to the high temperatures available.

These systems are able to produce electricity whether the Sun is shining or
not, when coupled to thermal energy storage.
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Figure 3.7: Solar power tower

scheme[37] Figure 3.8: PS20 and PS10
solar tower plants, Andalusia,
Spain[38]

o Parabolic dish collector: a parabolic dish focuses the incoming solar
radiation onto its focus, where the solar receiver is located.
By means of a tracking control system, the dish is always pointed toward the
Sun during the day.
The heat absorbed by the receiver can be turned into electricity by using
typically a Stirling engine or it can be exploited to perform thermochemical
reactions. In the first case, th heat collected is turned into mechanical energy,
by means of the heat engine (either Stirling engine or micro gas turbine) and
eventually converted into electricity, by the generator [39].
The installation sizes are typically between 5 and 25 kW and thus they are
perfect for decentralized and off-grid applications [39]. Moreover, by grouping
lots of solar dishes in arrays, this solution is suitable for large scale power
plants [40].
Since parabolic dish collector concentrates the solar radiation in one point,
the concentration ratios achieved are very high thus resulting in elevated
temperatures (above 800 °C) and the highest efficiency (30%) among all CSP
technologies described [39]. Hafez et al. showed that this facility is plenty of
benefits: elevated power density, high efficiency, resistance against moisture,
but also an eye-catching modularity and flexibility [41].
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Figure 3.9: Solar dish technology[42]

Table 3.1 illustrates the main features of the current concentrating solar power
technologies: Parabolic Trough (PT), Linear Fresnel (LF), Central receiver (SR)
and Parabolic Dish (PD).

Table 3.1: Characteristics of the four technologies[43]

Concentration method

Line conc. system

Point conc. system

Solar field type PT LF CR PD
State of the art commercial | pre- early demo
commercial | projects

Cost of solar field | 200-250 150-200 250-300 >350
€/m2]
Typical unit size [MW] | 5-200 1-200 10-100 0,010
Operating tempera- | 390 270-550 550-1000 800-900
ture [°C]
Heat transfer fluid synthetic synthetic air, molten | air

oil, water oli, water salt, water
Thermodynamic Rankine Rankine Rankine, Stirling,
power cycle Brayton Brayton

In conclusion, parabolic trough and linear Fresnel systems are referred to as
line-focus facilities, since the sunlight is focused on a linear receiver; the latter one
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usually consists of an evacuated glass layer over a steel pipe, to ensure thermal
insulation.

On the other hand, solar tower and parabolic dish technologies ensure much higher
values of concentration ratios, being the solar radiation focused in only one point
(at least, ideally). Unfortunately, their tracking systems necessitate a greater degree
of accuracy than line-focus plants [29].

3.2 Solar receiver

The solar receiver is the heart of the CSP technology: it collects the concentrated
solar radiation and then it transmits it to a suitable heat transfer fluid, at remark-
ably high temperatures (600-1200 °C) [14].

In this thesis work, the interest is focused on a receiver that acts also as a reactor,
for the realization of endothermic chemical reactions, in which the source of energy
is guaranteed by the high temperature heat absorbed by the receiver itself. For
this purpose, parabolic trough and linear Fresnel technologies are not suitable,
due to the modest concentration ratios and temperatures (generally lower than
500 °C) [44]. Thus solar tower and parabolic dish are the leftover facilities for
this application, ensuring much higher temperatures (up to 2300 K), able to drive
thermochemical processes [14].

Broadly speaking, the solar receiver exploits cavities, black-painted walls, porous
absorbers to mimic a blackbody’s ability to capture solar power [45].

According to geometry, two design alternatives are available: external receiver and
cavity receiver. The first receivers are typically characterized by a cylindrical shape
and solar radiation hits them on the external surface. In the second case, a tiny
aperture allows the direct solar radiation to enter the receiver. The cavity exhibits
a blackbody behaviour as a result of the numerous reflections among its walls [14].
Thus, a balance between the amount of absorbed energy and the re-emitted one
through the cavity is needed and can be accomplished by modulating the cavity
dimension.

A further classification of solar receivers can be made, resulting in: Directly Ir-
radiated Receivers (DIR) and Indirectly Irradiated Receivers (IIR). The former
ones employ fluids, particle streams that are directly subjected to the direct solar
radiation. DIR are also known as volumetric receivers, because the concentrated
solar radiation enters the receiver and permeates its whole volume [14].

On the other hand, in the latter ones the heat is transferred to the HTF through
the absorbing walls of the receiver, that are exposed to the concentrated solar
radiation [45]. An example is the tubular receiver with absorbing surfaces made
up of a vast number of pipes, in which the heat transfer fluid is pumped upwards
(fig.3.10).
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Figure 3.10: Indirectly irradiated tube receiver[36]

receiver receiver

collector collector

Figure 3.11: External (on the left) and cavity (on the right) receiver|[39]

Being interest in high temperature applications, the cavity receiver is the most
suitable one, ensuring also lower losses [39]. In particular, radiative heat losses
are reduced because the majority of the radiation that is released stays inside the
cavity and it is absorbed once more. Moreover, compared to external receivers,
cavity ones are subjected to inferior convective heat losses too.
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3.3 Efficiency of a CSP system and concentration
ratio
The maximum efficiency of a CSP plant can be obtained by multiplying two ef-

ficiencies: the one of the receiver (7cceer) and the one of the heat-to-electricity
conversion (Neonversion) [46].

Receiver efficiency
Nreceiver 15 Telated to the conversion process of solar radiation into high temperature
heat. Taking into account that the useful heat Q available at the receiver’s level
is given by the difference between the absorbed energy and the heat losses (both
radiative and convective ones), according to eq.3.1 [46]:

Q= CGTaA — ecc A(T* = T2 ) — hA(T — Ty) (3.1)
where:

e G is the solar irradiance

7 is the receiver transmittance

« is the absorptance of the receiver

A is the area of the absorber 2

€ is the emissivity if the receiver

w
m2K4

o is the Stefan-Boltzmann constant, equal to 5,67 - 1078

h is the convection coefficient

T is the temperature of the absorber

Tump is the ambient temperature (i.e. 300 K)

C is the concentration ratio. It is given by the ratio between the heat flux
focused on the receiver and the radiant flux from the Sun. It can be approxi-
mated as the ratio between the concentrator aperture area and the receiver
aperture area. In particular, the former one is the area that catches and
reflects the Sun’s heat flux; while the latter refers to the receiver’s surface that
faces the concentrated heat flux.

= (3.2)

2The absorber is the part of the receiver in which sunlight is turned into heat [46]
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Thus 7yeceiver can be obtained by dividing the useful heat Q by the total solar
energy input:

EU(T4 - T;Lmb) + h(T - Tamb)

receiver — TN~ A4 - 3.3
" cga~ ™ CG (3:3)
By neglecting the heat convective losses, the receiver efficiency becomes:
™ -T4
Nreceiver = TO — EU( am7b> (34)

caG

Moreover, assuming that the receiver behaves like a black body, « = e¢ =7 =1 and
thus:
0(T4 _ T:leb)

:1—
cG

(3.5)

Nreceiver

Maximum efficiency of a CSP system

Assuming that the conversion efficiency (7conversion) achieves its maximum ideal
value, that is the Carnot efficiency(9carmot), then the maximum efficiency of the
CSP system (n), is given by eq.3.6:

o(T*— T2 ) T
=(1- AN (1 — 3.6
n=(1 - ey Loty (3.
in which negrme = 1 — %

Table 3.2: Typical performances of the four CSP plants layouts [46]

Annual Peak Conc.ratio
efficiency (%) | efficiency (%)
PT 14 25 80
Solar tower 16 22 1000
LF 13 18 30
PD 20 32 1500
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Table 3.2 provides an overview of the performances of the four kinds of con-
centrated solar power facilities previously described, including information on the
annual efficiency, peak efficiency and concentration ratio.

In particular, peak efficiency is the maximum instantaneous value of efficiency,
usually attained at solar noon, whereas annual efficiency takes into account also
the changes occurring during the day and the seasons [46].

Figure 3.12 depicts the trend of n against temperature, as function of various

values of concentration ratios:
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Figure 3.12: Efficiency of the overall CSP system [27]

Hence we can notice the importance of the concentration ratio: a useful param-
eter in optimizing the efficiency of a CSP facility. The higher C, the higher the
amount of light concentrated on the collector; however this parameter cannot be
increased without limitations. From a thermodynamic point of view, the existance
of a maximum value of C is pretty clear: by continuously increasing the concen-
tration ratio there will be a moment in which the temperature of the absorber is
higher than the one of the Sun, from which the radiation is coming, breaking the
2" Jaw of thermodynamics [46].

In particular, Ginther et al. [17] evaluated the maximum values of concentration

ratio for line concentration (Chaz tinear) and point concentration (Chuaz point) Systems
to be equal to:

Cmaz,linear =215 (37)

Crazpoint = 46200 (3.8)
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Taking into account the temperature, fig.3.12 shows that each curve intersects
the x-axis and thus the overall efficiency is equal to zero in two points: when the
temperature of the absorber is equal to the ambient one and when T reaches its
stagnation value (the receiver and the Sun are in thermal equilibrium).

Moreover, for a specific value of C, there is a theoretical temperature able to return
a maximum value of efficiency.

It is interesting to follow the analysis of Ginther et al. [17] to obtain the maximum
temperature that the absorber can achieve, as function of the concentration ratio.
Recalling that the total power emitted by the Sun (P) is directly proportional to
the fourth power of its temperature (Stefan-Boltzmann law):

P, = 4mrioT? (3.9)
in which:
e 7,=695000 km, radius of the Sun
o T,=temperature of the Sun ~ 5780 K

and eq.2.6 that defines the solar constant G, the solar power reaching the concen-
trator aperture area A, is3:
: P, 4rrioT? 2
=AGe=A —— =A, - —2 5 = A oT = 3.10
Qc cTsc c 471'7’36 c 47Trge c s ge ( )
On the other hand, eq.3.11 refers to the radiant power emitted by the receiver
(characterized by aperture area A, and temperature 7,.):

Q. = A oT? (3.11)

To obtain the maximum temperature achievable by the absorber, these last two
radiant powers must balance each other:

hence:

2
AoTH e = A,0T? (3.13)
Taking into account eq.3.8 and eq.3.2 and by introducing a maximum value of
concentration ratio: | ) )
r
=2 =—— 3.14
Caz T2, 46200 (3:.14)

3Eq.3.10 is obtained under the assumption of not taking into account the extinction processes
occurring in the atmosphere, described in section 2.3
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we obtain:

C 1/4 C 1/4
T, =T, — 5780K - (——— 1
<Omaa:) o780 <46200) (3.15)

The trend of eq.3.15 is illustrated in figure 3.13: as the concentration ratio
increases, the absorber temperature rises too.
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Figure 3.13: Maximum absorber’s theoretical temperature as function of concen-
tration ratio [17]

Nonetheless, this result is valid only in theory, due to the many approximations
made; first of all, the assumption that the Sun and the absorber perfectly mimic
a blackbody. Then the choice of disregarding the convective and conductive heat
losses, that would have cause a further decrement of the reachable temperature by
the absorber. At last, as already mentioned, the attenuation of the solar radiation
due to the extinction processes has been neglected, ensuring a higher temperature
of the receiver.

According to eq.3.15 and fig.3.13, the limit case of theoretical maximum tempera-
ture corresponds to T, = T, = 5780 K, by having C' = Cl,,4.-

Another aspect that limits the concentration ratio is related to optical issues;
the solar radiation does not reach the Earth’s surface with parallel beams but
rather it is spread in a conical way with an angle of 0,53°, called solar beam angle
[17]. The result is the impossibility of focusing the incoming solar flux in one
single point (instead, it is concentrated on an area around that point) and thus the
concentration ratio is restricted to finite values.

In this case, the concentrator rim angle W,;,, determines the highest concentration
ratio that can be reached. Figure 3.14 depicts the rim angle, that represents the
largest angle between the center line of the collector and its edge.
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As a consequence, the maximum values of concentration ratios for line concen-
tration and point concentration systems are reported below, taking into account
the fact that the solar beams are not focused in one point, but within the Sun’s
image [17]:

1
Cmam,linear,opt = §Omax,linear ~ 108 (316)

1
Cmax,point,opt - zc’max,pomt = 11550 (317)

It can be noted that eq.3.16 and eq.3.17 are reasonable only in case of ideal mirrors
and certain defined geometries. As regards real systems, the values of concentration
ratios are [17]:

Creal,linear =82 (318)

Creat.point = 2000 = 6000 (3.19)

Indeed, actual CSP systems are affected by imperfections in their geometry: both
microscopic and macroscopic defects present on the surface of mirrors as well as
inaccuracy in the orientation of the collector, that further decrease the value of C.
In addition, the analysis has been carried out under the hypothesis of mirrors with
a reflection coefficient equal to one, that is far from the truth, due to material’s
flaws.
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3.4 Further aspects on parabolic dish collector

As already mentioned in section 3.1, this kind of collector is able to concentrate on
its focus only the direct solar radiation that is parallel to its axis, according to the
properties of the paraboloidal configuration (see fig.3.15).

pdi
yAVV/4

Figure 3.15: Path of Sun beams parallel to the parabola’s axis[30]

Actually, the direct solar radiation ha a specific beam spread and hence it is
focused on an area around the focal spot, characterized by a diameter given by
eq.3.20 [41]:

/-0
cosVyim - (14 cosW,im)

(3.20)

d focal area —

in particular, f is the focal length, that is the distance between the vertex and the
focus [47] and can be expressed as function of the concentrator’s diameter D,y

DCO?’LC

= 4 - tan(V, i /2)

(3.21)

While V¥, is the rim angle, already defined in section 3.3. Moreover, as shown
in figure 3.17, ¥,.;,,, may be used also to determine the curvature of the solar dish;
in general, the smaller the rim angle, the flatter the parabolic concentrator.
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Chapter 4

Chemical looping

Chemical looping is a cycling technique that involves redox reactions to transport
oxygen from the air to the fuel, by means of a solid metal oxide.

It is a highly flexible method that can be employed in a wide spectrum of processes
such as emissions reduction, energy savings, electricity production and the genera-
tion of fuels and chemicals [48].

The interest in chemical looping is outstanding when considering the so called heat
pathway: a formulation that depicts the collection in thermal form of the energy
produced by RES and then exploited for the production of power or chemicals.
The main role in chemical looping technology is played by the so-called oxygen
carrier, which is usually a metal oxide, that acts as an oxygen reservoir for oxygen
donation and regeneration [49].

A classic chemical looping process involves two or more reduction and oxidation
steps that create a redox loop. During the reduction, the oxygen carrier provides
its lattice oxygen, under high temperature and low partial pressure environment.
The two steps redox loop is closed when the lattice vacancy is refilled after the
exposure of the oxygen carrier to an oxidant.

Moreover, chemical looping is an extremely versatile technology, characterized by
high efficiency and the use of the oxygen carrier guarantees several advantages: in
the first place, the redox reactions can be further broken down into other sub-steps.
In the second place, the oxygen carrier not only acts as a reactant, but also as a
mass separation agent, ensuring an in situ product separation: in other words, it
prevents the mixing among the products of each sub-step.

Thus, being the split of the products the most energy intensive step in the chemical
industry, this technology provides an important chance for energy conservation.
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Figure 4.1: Schematic illustration of chemical looping potential applications[48]
In the following sections some applications of chemical looping are explored.

4.1 Chemical looping combustion (CLC)

CLC is a very fascinating technology for fossil fuel combustion, since it hinders
the C'Oy dilution with the flue gases. This method requires two interconnected
fluidized bed reactors (the air and the fuel reactor) and an oxygen carrier that
circulates between them.

air

Figure 4.2: Fluidized bed reactor system. 1) air reactor 2) cyclone 3) fuel reactor
4) loop seals[50]
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In the air reactor the oxygen carrier oxidation occurs according to the equation
4.1 [51]
4Me 4 209 — 4MeO (4.1)

In the fuel reactor the combustion of the fuel (e.g. methane) occurs according to
the equation 4.2[51]

CHy+4MeO — COy + 2H50 + 4Me (4.2)

Thus by considering the overall reaction, the conventional fuel combustion is

obtained:

The heat generated during the CLC process is equal to the heat of combustion,
hence there are no enthalpy gains involved.

Picture 4.3 shows the CLC technology: after the oxidation from Me to MeO in the
air reactor, the oxygen carrier is separated from the other products in a cyclone
and then it is reduced back in the fuel reactor, providing oxygen for the combustion
of the fuel.

H,0, CO,

Na, (Oz)
i

Matural gas

Alr reactor

Figure 4.3: Schematic illustration of chemical looping combustion[51]

The products of the complete combustion in the fuel reactor are COy and H5O,
that can be easily separated by condensing H,O and thus avoiding the additional
cost of a further C'O, separation technology.

Another positive aspect is the reduction of the NO, emissions, since the fuel
combustion, occurring in the dedicated reactor, is characterized by the lack of air.

4.2 Chemical looping reforming (CLR)

CLR describes a series of chemical looping techniques in which a carbon-based
fuel is reformed to syngas or pure hydrogen [51]. Indeed, the actual most used
technology for H, production is steam methane reforming (SMR) that unfortunately
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is a highly endothermic and energy intensive process. In particular, this method
usually involves three steps: a high temperature catalytic reformer for syngas
production, an intermediate temperature water gas shift (WGS) to increase the Ho
yield and decrease the concentration of C'O; at last, a low temperature chemical or
physical separation to get rid of CO; [52].

On the other hand, CLR offers the opportunity of producing syngas or hydrogen
through reforming or partial oxidation reactions, following the same idea of CLC
and starting from carbonaceous feedstock. Moreover, CLR guarantees that almost
100% of C'O5 can be captured, by merely separating the H>O in the flue gases of
the fuel reactor, without further costs [53].

4.2.1 Chemical Looping Steam Reforming

An interesting application of CLR is chemical looping steam reforming, in which
three different reactors are involved, allowing the production of two distinct streams
of Hy and C O, [54]. Considering iron oxides as oxygen carriers, we can notice:

e Fuel reactor: in which Fe;O3 are reduced to FeQO, while methane oxidizes
to H,O and C'O,, according to the deeply endothermic reaction:

12Fe305 + 3CHy — 24FeO + 6H,0 + 3C0, (4.4)

e Steam reactor: FeO oxidizes to Fe3;Oy4. The HyO introduced in the reactor
guarantees the production of hydrogen, a totally decarbonized new fuel. In
this step, the process is exothermic:

24FeO + 8H20 — 8F€304 + 8H, (45)

e Air reactor: the air introduced ensures the oxidation of Fez0, in FeyOs,
with a strongly exothermic reaction:

8F6304 + 202 — 12F€203 (46)

The entire loop results to be exothermic and the overall reaction is:

3CH, + 2H0 + 205 — 3CO, + 8H, (4.7)
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Figure 4.4: Schematic illustration of three-reactors chemical looping process for
hydrogen production[54]

The process depicted is very appealing because it shows a further application of
the chemical looping technology: the decarbonization of a fuel in three steps, with
an overall efficiency of about 70% [55].

4.2.2 Chemical Looping Dry Reforming (CLDR)

CLDR represents a substitute to chemical loopoing steam reforming, since the role
of the oxidant is now played by C'O, instead of steam. Considering C'H, as the
starting carbonaceous fuel, the reactions involved in the loop are:

4Me + 4CO5 — 4MeO + 4CO (4.8)

AMeO + CHy — 4Me + COy + 2H,0 (4.9)

and the overall reaction can be written as:

This last equation recalls the conventional dry reforming of methane [51], with
the difference that chemical looping dry reforming aims at maximizing the CO
production, instead of the syngas one. Hence, this technique points out a path in
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which the exploitation of C'Oy ensures the generation of the much more flexible
carbon monoxide.

4.2.3 Chemical Looping Partial Oxidation (CLPO)

CLPO longs for realizing an incomplete oxidation of the fuel and can be obtained
by alterating the internal circulation rates and the oxygen carriers employed in the
chemical looping combustion [51]. Unfortunately, besides the partial oxidation of
the fuel, several further reactions occur, depending on the time, the temperature
and the place considered within the reactor. In particular, at the beginning, when
there is plenty of oxygen availability, the complete combustion of the fuel (e.g.
methane) is favoured:

CHy+4Me, Oy — COy + 2H50 + 4Me, Oy (4.11)
and only after some time the partial oxidation begins, according to 4.12
CH4 -+ MezOy — CO + 2H2 + M@mOy,1 (412)

However, another cascade of reactions follows the previous ones, such as:

Carbon deposition:

CH, — C+2H, (4.13)

e Carbon gasification:
C+ H,O — CO+ H, (4.14)

* Boudouard reaction:
C+C0Oy— 200 (4.15)

Steam reforming 4.16 or alternatively dry reforming 4.17:

« Water gas shift:
CO + HyO — COy + Ho (4.18)

As a consequence, besides the aimed syngas production, there are also some
undesired effects: carbon deposition, generation of COy, H,O and the presence of
unreacted fuel, that require further separation techniques or, in other words, extra
costs and lower overall efficiency [51].

42



Chemical looping

4.3 Chemical Looping Air Separation (CLAS)

CLAS represents a promising way for the production of oxygen: the second-highest
volume industrial gas produced worldwide [56]. Pure oxygen is essential for one of
the most used carbon capture techniques, that is ozyfuel combustion and cryogenic
air separation is presently employed for this latter target. Thus, chemical looping
air separation depicts an alternative to the conventional methods and oxygen
decoupling is achieved by the well-known two steps redox reactions:

MexOy — MexOy_g + Oy (419)

MexOy,g + 02 — MexOy (420)

Two types of reactors can be used for this technique: the fluidised bed reactor and
the packed bed one.

In the first case, the presence of two interconnected beds causes the reduction
to occur in one bed and the oxidation in the other one, hence they are spatially
separated. This kind of reactor guarantees a better control of the temperature and
of the heat exchanged but also higher costs due to the transport of the oxygen
carrier between the reactors [57].

On the other hand, in the packed bed reactor there is just a temporal separation
of the reactions, ensured by regularly switching the input gas between reducing
and oxidising conditions.

The operation at high temperatures enables the reutilization of heat from the air
separation process in two ways: as a component of the CLAS process itself or as
heat to feed an external power cycle [57].

Being a technique that requires a low energy demand, CLAS is quite efficient [58]
and it represents a valid substitute to the pretty complex and expensive cryogenic
distillation that, on the other hand, is feasible only for large-scale applications [59].
The most suitable oxygen carriers for CLAS are the Cu-based, Mn-based and
Co-based ones [59]. At last, the oxygen produced can be used as mentioned before
to feed oxyfuel combustion or it can be compressed and stored for other purposes.

4.4 Dissociation of CO, and H>O through chemi-
cal looping

As already mentioned when combined with renewable energy, chemical looping
technology is a sustainable method that can be adopted in order to produce energy,
fuels, chemicals. A fascinating application of chemical looping is related to the
dissociation of COy and H>O by means of concentrated solar power, with the
goal of producing syngas: a mixture of CO and Hs. Thus, starting from the
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high temperature heat provided by concentrated solar powers systems, syngas is
obtained by means of the two well-known steps of CL technology, characterized by
two different temperature levels:

« High temperature step (or thermal reduction)
o Low temperature step (or thermal oxidation)

In the first phase, high temperature heat is used to perform a reduction on a metal
oxide, according to 4.21:

0
MeO, + Oy — MeO,_s + 502 (421)

In the second step, the metal oxide is oxidised back to its original form, taking the
necessary oxygen from very stable molecules entering the loop: H2O (4.22) or COy
(4.23)

MeOy_s + 0HO — MeO, + 6H, (4.22)

MeO,_s+ 5COy — MeO, + 6CO (4.23)

Hence, during the oxidation phase, the splitting of H,O in Hy or the one of C'O,
in CO takes place. This process usually requires two interconnected reactors, with
metal oxides circulating within them.

The temperature at which the redox loop occurs strongly depends on the oxygen
carrier selected; in general the reduction phase requires a temperature between
1200 and 2400 K, depending on the mechanism of the reaction, while the oxidation
of the metal oxides occurs at a temperature between 1000 and 1300 K [60]. Thus,
since the reduction reaction asks for much higher temperatures than the oxidation
one, a solution could be the adoption of a reducing agent (e.g. methane), that
enhances the reduction process and decreases the temperature needed during it.

In this thesis, we are going to couple these thermochemical processes with the
heat collected by a receiver, belonging to a concentrated solar power system. In
particular, the solar beams are reflected by the parabolic dish and focuse on the
cylindrical receiver, that quickly heats up, making the redox loop happen.

4.5 Oxygen carriers

Oxygen carriers are the heart of thermochemical processes: they turn raw materials
into the desired products, circulating between two or more reactors [52].
The main features that these materials have to achieve are: [61]

44



Chemical looping

o Adequate oxygen transport capability

o High reactivity for reduction and oxidation reactions, even after many redox
cycles

o Negligible carbon deposition, that would release C'O,, lowering the C'O,
capture efficiency

o Cost effectiveness
o Environmental sustainability

Account must be taken of the fact that the main point of oxygen carriers in
thermochemical cycles is not the production of materials with certain features
(e.g. elevated porosity, high surface area) but rather that these characteristics are
preserved in conditions of very high temperatures and recurrent thermal cycling
[14].

Usually the most used oxygen carriers are metal oxides, such as nickel, iron and
cerium-based ones, characterized by several oxidation states; they can be divided
in two families, depending on their behaviour during the thermal reduction:

o Volatile oxygen carriers

e Non-volatile oxygen carriers

4.5.1 Volatile oxygen carriers

During the thermal reduction these materials experience a phase change from solid
to gas, since their evaporation point is lower than the temperature of the heat
provided.

A positive aspect of volatile oxygen carriers is that their transition to other oxida-
tion states is stoichiometric; it means that the oxide is completely reduced, ensuring
a much higher oxygen exchange ability and specific energy storage, with respect to
non-volatile oxygen carriers [62]. Typical examples of these materials are ZnO and
SnOg.

However, volatile oxygen carriers require very high temperatures during the reduc-
tion and thus also high quality materials for the concentrators and the receivers,
able to withstand such high temperatures. In addition, it is necessary to fastly
separate the metal oxide from the oxygen after the thermal reduction, due to the
high risk of recombination.

Taking into account the ZnO/Zn thermochemical process, the reduction step
occurs at temperatures higher than 2000 °C [55] and its boiling point is at 1180 K
[14].

In case of SnO4/SnO cycle, the temperatures involved are: 1873 K for the reduction
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of SnOy into SnO, evaporation point at 1800 K, while the exothermic oxidation
occurs at 873 K [14].

These types of oxygen carrier have been employed for the production of syngas,
hydrogen and also for biomass gasification [63].

4.5.2 Non-volatile oxygen carriers

The metal oxides belonging to this family remain solid during the thermal reduction,
but the reaction is no longer stoichiometric:

)
MeO, + hightemperatureheat — MeO,_s + 502 (4.24)

where:
e 1z is the number of original oxygen atoms

e 0 is the number of oxygen atoms removed; it increases as temperature rises,
enhancing the reduction of the oxide

An advantage of these materials is the relatively low temperature requested for
the thermal reduction (1200 - 1500 °C) moreover, being at the solid state, they are
easy to manage and the recombination issue that affected the other group of metal
oxides, now disappears.

With respect to volatile oxygen carriers, non-volatile ones are characterized by
higher activity at low temperature and a faster kinetic [62]. Thus, the choice
between these two families strongly depends on a compromise, considering the
benefits and disadvantages of both of them.

The most used non-volatile oxygen carriers are the Ni, Fe, Cu, Mn and Co-based
ones.

In figure 4.5 these materials are compared in terms of oxygen transport capacity,
that expresses the amount of oxygen available during one redox cycle, while in
picture 4.6 other characteristics are shown[64]:
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Figure 4.6: Other features of different metal oxides[64]

The use of fossil fuels and biomass to feed the chemical looping process provides
negative aspects, such as sulfur poisoning and coke deposition, that leads to the
deactivation of the oxygen carrier, especially in case of Ni and Mn-based oxides.

Iron oxides

Iron oxides are one of the most common oxygen carriers, characterized by large
availability, low cost and high mechanical strength. The manufacturing cost of
Fe-based oxides is much lower than the one of other transition metals (like Co, Ni,
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Cu, Mn) because of its high abundance and the already well-developed production
technologies [65].
In chemical looping, three different species of iron are involved:

o Wustite FeO in which Fe has the lowest oxidation state: Fe?*

« Magnetite Fe;0, in which Fe has an intermediate oxidation state: Fe?6*

o Hematite Fe,05 in which Fe has the highest oxidation state: Fe3"

Unfortunately, because of the very high temperatures required for the thermal
reduction (higher than 1300 °C), iron oxides are subjected to sintering during
cycling and their consequent deactivation [62]. Indeed, during sintering, the size
of the oxygen carrier particles increases, negatively affecting the lattice oxygen
transport rate and causing the unwanted carbon deposition phenomenon [52].

A solution to increase the activity of these materials and their resistance to sintering
is the inclusion of promoters. For instance, Fe-Ni, Fe-Co and Fe-Cu converted
respectively 92%), 83% and 85% of methane in CLR at 900°C, in contrast to Fe-
based materials that showed only 84% of methane conversion [66].

Promoters such as Ni and Cu can be employed also to increase the reactivity of
iron oxides at relatively lower temperatures. An example of application is when
methane is adopted as reducing agent: the temperature required for the thermal
reduction decreases to about 1023K [53].

Other promoter materials investigated in literature are: AlsOs, M gO, TiOs, SiOs,
MgAly,O4, CaO, ZrOy, CeOy [64]. Nonetheless, during the redox reactions, new
phases tend to form, such as AlFesOy, MgFes0y4, FeTi03, FeySi0Oy, CeFeOs.
Even though they still ensure a protection against sintering, they are also responsible
for a deep decrease of the oxygen storage capacity, beacause of the tougher reducing
and oxidising conditions now requested for the regeneration of the oxygen carrier
[64].

A very promising support is C'eOs, characterized by high reactivity with methane
and no carbon deposition. An easy and reversible release of lattice oxygen is
guaranteed by the redox couple Ce** and Ce™ [67]. As a result, the interaction
between C'eO, and Fe;O3 improves the reducibility of FeoOs, when this kind of
promoter is used [64].
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Chapter 5

Experimental test

5.1 Thermogravimetric analysis (TGA)

TGA is a technique that evaluates a sample’s weight change over time and at a
specific temperature.

The analysis gives information on both chemical and physical events, such as
chemisorption, solid-gas reactions (e.g. redox ones), phase change, absorption and
adsorption [68]

There are three different kinds of TGA:

o Static TGA: while measuring the sample mass, temperature is kept constant

e Dynamic TGA: while measuring the sample mass, temperature changes in
time

e Quasistatic TGA: the sample is heated at various temperature levels and
kept at each interval for a certain time, until the mass stabilizes.

Moreover, TGA allows the evaluation of the thermal stability of a compound, by
measuring the weight loss of the sample but it does not give information about
the species released during the test. In that case, a mass spectrometer has to be
coupled to the thermobalance.

The instrument used in the experimental test is the STA 2500 Regulus, manufactured
by NETZSCH.

49



Experimental test

TR
E
E
33

= T

Figure 5.1: STA 2500 Regulus [69]

The device is made up of a thermobalance with a sample pan placed in a furnace
and a thermocouple that measures the temperature.
In particular, the principal elements included in the thermogravimetric analyzer
are listed below:

Thermobalance: it tracks the sample’s weight change. Figure 5.2 shows a
schematic illustration of the thermobalance incorporated in STA 2500 Regulus.
The monitoring system uses photodiodes to continuously check the position of
the two arms of the balance; an arm contains the sample and is kept in the
furnace, while the other one holds a reference empty crucible.

Furnace: it has to be made of specific materials, able to withstand very high
temperatures. Usually refractory materials are adopted for this purpose, such
as AlgOg (Tmelting > 2000 OC).

Crucibles: they are used to hold the sample and counterweight it. They are
made of inert materials, in our case of AlyOs.

Temperature control system: it includes thermocouples (type S) installed
inside the furnace, close to the sample, that keep on measuring the temperature
for the entire duration of the test.

Purge gas system: it ensures a controlled atmosphere inside the furnace and
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the removal of unwanted gaseous species released during the decomposition of
the sample.
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Figure 5.2: Schematic illustration of the thermobalance inside the STA 2500
Regulus [69]

During the test a heating ramp is performed: the sample is heated at a specific
rate, starting from room temperature. The equipment measures both the weight
and the temperature several times per second and then it records the variations of
weight and the rate of weight changes.

Moreover, the atmosphere inside the furnace is controlled and the analysis may
be performed under multiple conditions: inert gas, vacuum, oxidizing or reducing
gases, etc.

The technical specifications of the instrument adopted are reported in table 5.1:

51



Experimental test

Table 5.1: STA 2500 Regulus datasheet[69]

STA 2500 Regulus ‘

Furnace data
Max sample temperature 1600 °C
Heating rate 0,001 to 100 K/min
Temperature precision 0,3 K
Balance and sensor data
Weighting range +250 mg
Max sample load lg
Thermogravimetric resolution 0,03 pug
Thermocouple Type S
Atmosphere
Gas atmospheres inert, oxidizing, vacuum

The crucible adopted is made of alumina, an inert material, with a purity of
99,7%. The pan is a cylinder with a 5,2 mm diameter and a height of 2,6 mm [69].
In this thesis we are interesting in performing a static TGA thus, the result of the
analysis will be depicted on the thermogram, in which the sample mass is plotted
against time, at a given temperature.

5.2 Experimental section

TGA is performed on commercial hematite (Fe;O3) particles, available at the
Environmental Park laboratory, in Turin; unfortunately its specific composition is
not known. Specifically, the alumina crucible is filled with 40 mg of Fe;O3 powder,
previously weighted by means of a precision balance.

The test begins with the injection of 80 ml/min of Argon at ambient temperature,
for 5 minutes. Then the heating ramp starts: temperature rises from the initial
value (20 °C) up to 820 °C, with a heating rate of 20 K/min, keeping the supply of
Argon (80 ml/min).

The redox reactions are performed at the constant temperature of 820 °C and are
repeated for 20 cycles. Each cycle is made up of a redution, a stabilization and an
oxidation step. In particular, the reduction phase is characterized by the injection
of a mixture: 3 ml/min of C' Hy and 77 ml/min of Ar, for a total volume flow rate
of 80 ml/min and it lasts 30 minutes.

The following oxidation step involves a mixture of 16 ml/min of CO, and 64 ml/min
of Ar and it lasts 30 minutes too.

Between the reduction and the oxidation of hematite, there is the injection of pure

52



Experimental test

Argon for 5 minutes, in order to guarantee the stabilization of the process and
the removal of unwanted species. In addition, the Argon flow rate acts also as a
protective agent, requested by the instrument itself.

The temperature of 820 °C for the two steps of the redox reactions has been
chosen according to Monazam et al. [70]; indeed, figure 5.3 shows that, within a
certain time, higher the temperature, higher the reduction efficiency (considering
a temperature range of 750 - 825 °C). In particular, the trend corresponding to
T = 825 °C is much better than the other two proposed.

FeO
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<
= 061
o
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Figure 5.3: Effect of temperature on hematite conversion [70]
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The process followed in the experiment is repeated 20 times and it is summarized

in table 5.2

Table 5.2: Steps of the experimental test

’ Step ‘ Temperature [°C| ‘ Duration or slope ‘ Gas injected

1

QU = W N

63
64
65
66

20

20 - 820
820
820
820

820

820

820
820 - 20

5 min
20 K/min
30 min
5 min
30 min

30 min

5 min

30 min
-20 K/min

Ar

Ar
CH4 + AT’

Ar
COy + Ar

CH4 —f- AT

Hence, we can notice that C'H, is the reducing agent adopted to enhance the
reduction reactions, while C'O, is the stable molecule chosen to oxidize back the

iron oxide.

The entire test lasts 24 hours and 50 minutes and the analysis on the data retrieved

from the experiment is illustrated in figure 5.4
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Figure 5.4: Sample relative mass and temperature measurement

This last diagram (5.4) represents the sample relative mass variation during
reduction and oxidation for 20 cyclic tests, at 820 °C.
Mass fluctuations generally correspond to chemical reactions (e.g. redox ones), with
a few exceptions; indeed, drying is a typical example: it causes a severe drop of the
sample mass when the heating ramp starts. Indeed, as soon as the temperature
reaches 820 °C, the relative mass of hematite abruptly falls from 100% to about
95% of the initial value. Thus, in picture 5.5 a zoom of the previous plot is reported,
putting aside the first 4 cycles, in which Fe;O3 powder mass is not yet stabilized
and undergoes phenomena like evaporation of some chemical impurities belonging
to the sample itself.
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Figure 5.5: Zoom of the last 16 cycles

Now a comparison with a similar experimental test found in literature can be
made. Monazam et al. [70] performed 10 redox cycles at 825 °C on 60 mg of
hematite, using 20% CH, in Ny during the reduction and zero-grade air during
the oxidation. The total flow rate employed in each step is 45 sccm. The oxidation
time is equal to the one of this work thesis, while reduction lasts longer: 45 minutes.
Figure 5.6 shows the result of the analysis

62 1000
- 800
O
g L 600 o
= T=825°C.20%CH, L 400 &
54 A 5
=
5 | - 200
50 : . 0
0 500 1000 1500

Time (min)

Figure 5.6: Mass and temperature measurement from Monazam [[70]]

Firstly, we can underline the different conditions under which the two tests are
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carried out; the percentage of C'Hy used by Monazam et al. is much higher than
the one chosen in Environmental park laboratory, indeed, in this last case it was
possible to use only 3,7% of CH, in Ar, in order to comply with the flammability
limits. Also the starting sample mass is different: 60 mg in the reference work
and 40 mg in the present one. As regards the purge gas flow rate, a higher value
is adopted in the current experiment and this could lead to a higher reduction
efficiency, ensuring a more favourable lower oxygen partial pressure.

But, at a first glance, the comparison between picture 5.4 and 5.6 highlights a
remarkable difference in the trend of the sample mass variation; while the oxidation
steps are quite similar, the reduction ones widely differ. Indeed, the reduction
curves of the present work show two inflection points, in which they change their
slope.

This last aspect can be further investigated in picture 5.7; in this case besides
the sample’s remaining original weight, also the flow rates of C Hy and C'O, injected
are plotted. Between the green and pink curves, the intake of pure Argon takes
place. By focusing on the reduction phases, they are triggered by the introduction
of the reducing agent (C'H,) and then they change their slopes on the graph twice
(while in the reference work, this phenomenon occurs only once and with smaller
evidence).
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Figure 5.7: Sample mass and gas purge measurement
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In particular, the first inflection point occurs 9 minutes after the beginning
of each reduction step, causing a decrement of the process speed. On the other
hand, the second change of slope, that induces a rise in the velocity, takes place 14
minutes after the initiation of the reduction.

Another peculiar behaviour happens 11 minutes before the end of the reductions: a
slight increase of the sample mass; it could be explained by the carbon deposition
that usually occurs during these reactions. The immediately after introduction of
pure Ar ensures the recovery of the usual trend.

At last, a signal drop can be noticed every time the C'O, purge is switched on, most
likely witnessing that such behaviour is not characteristic of the redox reaction;
indeed this event does not find feedback in Monazam et al. analysis. As depicted
in figure 5.7, it causes the sample’s remaining weight to be about 89% of the initial
amount.

5.3 Reduction reactivity

As noted earlier, it is possible to put aside the first 4 cycles of the experiment, due
to the lack of a regular variation of the sample mass and thus take into account
the behaviour illustrated in figure 5.5.

As a consequence, we need to get rid of the starting sample mass used in the test
(i.e. 40 mg of Fes03) and replace it with an apparent mass corresponding to the
utterly oxidized sample mass of the first cycle represented in figure 5.5. Specifically,
the apparent mass is about 93,7% of the initial 40mg, hence equal to 38,8 mg of
F€203.

Since there was not the chance to couple the TGA device to a gas chromatograph
in order to analyze the gases emitted during the reactions, it can be now assumed
that, according to the overall reaction of hematite to FeO reported by Monazam
et al. [70], after 30 minutes of reduction, the gases released are the ones reporte in
table 5.3

Table 5.3: Gas emitted during the reduction

CO | 0,756 mg
COQ 1,58 mg
Hy | 0,144 mg

58



Experimental test

Nonetheless, this is just a rough approximation of the products obtained during
the reduction steps and a more detailed computational analysis of the kinetic mod-
els and the variation of the gas emitted in time will be addressed in the following
chapter.

The degree of conversion for reduction (or reduction reactivity) can be expressed
as [64]:

o Mox - M(t)

= 1
‘ Moa} - Mred (5 )

in which:
e M,, is the weight of the sample in its oxidation state
o M,.q is the weight of the sample in its reduction state

o M(t) is the instantaneous weight of the sample, while exposed to C'Hy

Thus, in this study M,, is considered equal to the previously defined apparent
mass of 38,8 mg. The result of the application of equation 5.1 is depicted in figure 5.8

1,0 5

0,8 -
0,6
X

0,4 -
—— Cycle 10
—— Cycle 11

024 —— Cycle 12
—— Cycle 13

0,0 T T T T T T T T T T T T

0 5 10 15 20 25 30

Time (min)
Figure 5.8: Reduction reactivity for cylcles 10, 11, 12, 13

An analogous procedure can be applied to the oxidation reaction, obtaining
figure 5.9
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Figure 5.9: Oxidation reactivity for cylcles 10, 11, 12, 13

In figure 5.9 the curve rapidly increases and in about 15 minutes, the value of
x approximately reaches 1; the obtained plateau indicates a complete hematite
oxidation. Unfortunately this consideration is no longer valid for the reduction
case (fig. 5.8), indeed no plateau appears. Furthermore, two inflection points are
visible and they may demonstrate the presence of possible side reactions, following
different kinetics.
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Chapter 6
Simulation

In this chapter the software COMSOL Multiphysics is used; it is a program that en-
compasses every stage of the modeling process: from the definition of the geometry
to the choice of the materials and the physics of the phenomenon under investiga-
tion, with the goal of carrying out computations and assessing the outcomes. In
this thesis work, the software is employed to simulate the temperature distribution
on the solar receiver of the paraboloid CSP system present on the Energy Center
rooftop. The result will be then used in a second simulation, to verify the occurrence
of the reduction of iron oxides and thus the feasibility of the thermochemical process.

COMSOL Multiphysics firstly requires the selection of the space dimension (3-D
one in this case) and the type of study to carry out: whether stationary or time
dependent. Being interested in the change of variables over time, a time dependent
study is chosen; it will allow the investigation of temperature variation in time,
when taking into account the heat transfer physics interface. While in the chemistry
part, it will enable the calculation of the reaction kinetics and of the system’s
chemical composition.

The next step is the selection of the settings regarding the geometry and the
materials, explored in the following section.

6.1 Geometry and materials

As already mentioned, this numerical analysis puts aside the parabolic dish concen-
trator, involving only the solar receiver reactor; the role played by the former one
is approximated by a heat flux concentrated on the focal area, that will be one of
the boundary conditions analyzed in section 6.2.
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The geometry of the receiver is a hollow cylinder made of alumina, shown in
figure 6.11

Figure 6.1: Receiver’s geometry

More in detail, figure 6.2 depicts the solid domain, made up of alumina, figure
6.3 shows the porous domain, made up of hematite powder and glass wool, while
figure 6.4 represents the fluid domain, in which nitrogen flows from left to right.

Figure 6.2: Solid domain Figure 6.3: Porous domain

Figure 6.4: Fluid domain

The receiver’s internal (D;,,;) and external (D,,;) diameters, as well as its length
(L) are retrieved from actual measurements of the reactor and they are reported in
table 6.1.

IFor the sake of visualization, half cylinder is reported in fig.6.1 and all the following ones.
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Table 6.1: Geometrical information

Geometry of the receiver
Internal diameter D 13 mm
External diameter D, 18 mm
Length L 240 mm

0.2

0.1

Figure 6.5: Detail of the focal area where the solar power is concentrated

In addition, the center of the cylinder is characterized by a porous region, being
filled with hematite powder and glass wool; the former is approximated by a small
cylinder with a % ratio equal to 1,5 (fig.6.6). On the other hand, glass wool is
adopted with the aim of holding in place the iron oxides and it can be seen as two
cylinders with a length of 25 mm each (fig.6.7).

The remaining domain (fig.6.4) is occupied by nitrogen, flowing in the axial
direction, with a speed of 0,045 m/s.

Table 6.2 summarizes the paramount properties implemented in COMSOL about

alumina, hematite, glass wool and nitrogen.
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Figure 6.6: Hematite domain

Figure 6.7: Glass wool domain

Table 6.2: Material properties implemented in COMSOL

Alumina (Al,O;)
p |kg/m?| 3900
¢ /(g K] | 900
kE [W/(m-K)] |27
a [1/K] 8. 1070
Hematite (Fez03)
p lkg/m?| 5300
¢ 17/(kg- K] | 938
k- [W/(m-K)] | 17,6
e [-] 0,836
po [m?] 107
Glass wool
p lkg/m? 22
¢ 17/(kg-K)] | 850
e [-] 0,2
Nitrogen
R* [J/(kg-K)] | 296,8
¢ [J/(kg-K)] | 1040
v [_] 1.4
M [kg/mol| 0,02801

6.2 Temperature distribution

In this section a brief analysis of the equations implemented in COMSOL is reported,

followed by the outcomes obtained.
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6.2.1 Relevant equations

The two physical interfaces chosen in the modeling are Heat transfer in porous media
and Chemistry; on the other hand, the fluid dynamic model has been disregarded,
in order to avoid an excessive computational time.

The Heat transfer in porous media interface gives a solution for the energy equation
(eq.6.1), valid throughout the domain.

oT
(PCpess 55+ prepy - w- VT +Va=0Q (6.1)
q= —kepp- VT (6.2)

The heat transfer equation (eq.6.1) is applicable under the hypothesis of local
thermal equilibrium 2, negligible pressure work and viscous dissipation.
In particular:

o (pcp)ess is the effective volumetric heat capacity at constant pressure

u is the velocity field

q is the conductive heat flux vector, defined by Fourier’s law of conduction
(eq.6.2)

Q is the heat source term (i.e. the concentrated solar power)

py is the density of the fluid. Nitrogen is assumed to be an ideal gas and thus
its density is given by eq.6.3:

D

keys is the effective thermal conductivity

More in detail, both (pc,)ess and k.ss are obtained considering a weighted
average mean of solid (pp, ¢, kp) and fluid ((py, ¢, r, kf) properties:

(pcp)eff = €PpCpp T (1- E)pfcp,f (6.4)

]{Zeff = Ekp + (1 - E)kf (65)

2The assumption of local thermal equilibrium denotes a common temperature for the solid
and fluid phase [71]
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It can be noted that e refers to the porosity of hematite.

The Chemistry interface involves the implementation of the overall reduction
reaction of hematite, that will be deeply investigated in section 6.3 and it is now
useful to take into account the thermochemical characteristics of the ideal gas
mixture in the pipe.

6.2.2 Boundary conditions and results

As regards the values of solar irradiance and wind speed, that are among the
boundary conditions imposed, they are retrieved from experimental data, collected
on the Energy Center rooftop. These meteorological data have been recorded for
about two months and in this simulation the best one are chosen; as can be seen
in figures 6.8 and 6.9, we are dealing with solar radiation, wind speed and air
temperature of 26" May 2023.

Global Radiation 26th May
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400
300
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S5 888
i O oMo
- L B ]

Time of the day

Figure 6.8: Global radiation on 26" May 2023

Moreover, in order to exploit the best meteorological conditions, we can focus
on the hours within 1 pm and 3 pm, since they are the ones characterized by the
highest values of solar radiation, as shown in picture 6.10.

Hence, the values of solar irradiance and wind speed implemented in COMSOL
are given by the arithmetic mean of those values in the time range taken into
account.

Particularly, a first boundary condition is related to the thermal flux and is described
by equation 6.6:

-n-q=q (6.6)
in which:
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Air temperature and wind speed on 26th May
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Figure 6.9: Temperature of air and wind speed on 26" May 2023
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Figure 6.10: Detail of solar ra- Figure 6.11: Detail of air tem-
diation on 26" May 2023 perature and wind speed on 26"
May 2023

e q is the conductive heat flux vector
e n is the normal vector on the boundary
e (o is the inward heat flux, perpendicular to the boundary

In this analysis, gy takes into account the solar irradiance concentrated on the
focal area of the receiver (described in section 3.4) and is equal to 899 W/m?. As
already mentioned, this value approximates the role of the solar dish, which has
been disregarded in this simulation.

The second thermal-related boundary condition is applied to the external walls of
the receiver, except for the focal area, and it deals with the convective cooling due
to the surrounding air. In this case, equation 6.6 becomes:
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“n-q= (T —T) (6.7)

where:
o h is the convective heat transfer coefficient
o T.. is the air temperature, far away from the boundary (i.e. 293 K)
o T is the temperature of the receiver

The primary challenge is related to the determination of the convective heat transfer
coefficient, which depends on the properties of the fluid and the temperature on
the surface of the pipe [71].

In this analysis, external forced convection on a cylinder in cross flow is selected
and the convective heat transfer coefficient implemented in COMSOL is:

k 0,62R.}2 PL/3 Rop "%\
h=—103+ ———L-r 1+< 2 ) (6.8)
D 04\2/3\ 282000
(H(a) )

In particular:
« k is the thermal conductivity of the fluid [W/mK]

+ P. = £2is the Prandt] number

e R.p= % is the Reynolds number

The material properties are evaluated by the software at (%), while the input
values introduced are:

e D=0,18 m cylinder diameter
« U=1,9 m/s velocity of the fluid

The other boundary conditions are related to the dimension of the different domains,
already described in section 6.1.

Figure 6.12 shows the temperature distribution in the no-load condition: the
alumina pipe is filled only with air.

68



Simulation

Time=7200 5 Surface: Temperature (K) L

Figure 6.12: No-load test

A more complete result is depicted in figure 6.13; in this case, the receiver has a
central porous domain, made of hematite and glass wool, while the remaining inter-
nal volume is filled with nitrogen. The focal area reaches a temperature of 1300 K,
while looking at the portion where hematite is located, temperature is about 1200
K. Moving from the central part to the edges of the receiver, temperature decreases
due to the presence of the glass wool (a thermal insulator) and to the fact that we
are getting away from the focal area, where the thermal flux is concentrated. The
temperature at the edges of the pipe is around 400 K. This outcome is obtained af-
ter a 2 hours simulation, with the aim of getting a configuration as stable as possible.

Time=7200 s Surface: Temperature (K) Point: Temperature (K} o o
x10? x10?
1.4 1.3

1.2 1.1

0.8
0.6

0.4 0.4

Figure 6.13: Loaded test
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6.3 Reduction Reaction

Being the thermal reduction reaction the most problematic step in chemical looping
technology, it is now investigated from a kinetic point of view and then simulated

in COMSOL.

6.3.1 Reaction mechanism

The kinetic studies carried out by Monazam et al. [70] demonstrate that the reduc-
tion of FesO3 with C'Hy is a multi-step process, involving two parallel reactions:
Ry and R,. In particular, R; is a 1% order reaction, while R, is a sigmoid curve,
that take place at the same time and are depicted in figure 6.14 together with their
sum (R; + Ry).

T=825 IC

)
=
H
I-’.‘:‘-ll

Conversion (X

0 5 10 15 20 25 30 35 40 45 50

Time (min)

Figure 6.14: Predicted curves of conversion of hematite with 20% of methane as
function of time [70]

Figure 6.14 records the degree of conversion (X) against time, at a constant
temperature (825 °C) regarding the reduction of FeoO3 with 20% C H,. Approxi-
mately in the first 10 minutes, the entire reduction (R; + Rs) is mainly ruled by
the behaviour of reaction R, and therefore R; will have a small impact on these
early stages. On the other hand, reaction R; shows a lower time response and a
higher influence only in its final stages [70].

Moreover, both Ry and R, in figure 6.14 achieve a steady state condition, even
though it happens for distinct values of X.
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As regards the activation energy for a multi-step process, Vyazovkin and Lin-
ert [72] showed that it is determined by the activation energies of the individual
reactions and their contributions to the entire process rate at a certain degree of
conversion. Figure 6.15 depicts the decrement of the activation energy when the
extent of conversion (X) rises; this trend is compliant with a multi-step reduction
model, characterized by nucleation and growth processes.
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Figure 6.15: Activation energy as function of X[70]

In proposing their kinetic model, Monazam et al. highlight that the hematite
to magnetite reduction most likely happens in an exothermic way, in the early
stages of conversion, which leads to elevated activation energy. Indeed, this starting
high value is due to two contributions; the enthalpy of reversible processes and the
activation energy of irreversible ones.

On the contrary, the lower value of activation energy with increased conversion is a
feature of a reversible endothermic process [70].
Eventually, a plausible reaction mechanism involves two steps:

o Decomposition of methane and reduction of Fe;O3 to FeszOy

3CHy —3C+6H,  AH]g0 =26834 kJ/mol (6.9)

CHy+ 12Fe;03 — 8Fe304 + COy + 2Hs0  AHgp00 = 164,1  kJ/mol
(6.10)
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3C +12Fe;03 — 8Fe304 + COy + 200 AH)gy0c = 346,22 kJ/mol
(6.11)

Hy +3Fe303 — 2Fe304 + H,O AHYgp0c = —6,75  kJ/mol  (6.12)

4CH4 + 27F6203 — 18F€304 + 2002 +2C0 + 3H20 + 5H,y

6.13
AH go0c = 771,86 kJ/mol (6.13)

e Decomposition of methane and reduction of Fe;O, to FeO
2CH; —2C +4H;,  AH g0 = 1789  kJ/mol (6.14)

CHy+4Fe30, — 3FeO+2H,04+C0,  AH 000 = 377,9  kJ/mol (6.15)

2C + 3Fe304 — 9FeO + CO, + CO  AH)gyoo = 3775 kJ/mol (6.16)

Hy + Fe304 — 3FeO + H,O  AH)gyoc =46 kJ/mol (6.17)

3CH4 + 8F63O4 — 24FeO + 2002 +CO + 3H20 + 3H,

6.18
AH 000 =981 kJ/mol (6.18)

The overall reaction of hematite (FeyO3) to wustite (FeO) is given by eq.6.19

7CH4 + 27F€203 — 10F€304 + 24FeO + 4002 +3C0O + GHQO + 8H,

6.19
AH 00 =1752,9  kJ/mol (6.19)

In particular, equation 6.13 represents the already mentioned reaction Ry, while
eq.6.18 explicitly expresses R,. Monazam et al. evaluated an activation energy of

39,3 kJ/mol for Ry and of 34,4 kJ/mol for R, [70].
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Figure 6.16 illustrates the gases emitted during the reduction against time, at
T=825 °C, obtained by means of a mass spectrometer. As regards the behaviour
of methane concentration: it rises quickly, reaching a provisional maximum at
approximately one minute after the beginning of the reaction.

At the same time, also the concentrations of COy and H, achieve a peak; after
that, C'Oy concentration rapidly decreases and it reaches zero within the first five
minutes of the reduction. On the contrary, H, concentration drops in a smoother
way. Meanwhile, the concentration of C'H, slightly rises until the end of the 45
minutes.
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Figure 6.16: Outlet gases for hematite reduction with 20% CH,[70]
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However, Monazam et al. [70] highlight that part of methane is only partially

oxidised to C'O and Hs; as a consequence they realized that their study, initially
devoted to chemical looping combustion, involved also chemical looping partial
oxidation. Thus, the outcome is not only a C'Oy stream ready to be captured, but
also a mixture of Hy and CO (e.g. syngas).
In addition, the beginning of the Fe;O3 reduction follows a topochemical model
[70], since the almost immediate release of CO and Hs is ensured by the reactivity
of CHy4. Then, after the deposition of a thin film of wustite on the surface, the
mechanism switches to two concurrent reaction processes:

e The conversion of FeyO3 to FeQO, producing CO and Hs, follows intrinsic
topochemical kinetics;

e The conversion of Fle;O3 to FesO4 with the production of CO, and H5O, is
ruled by nucleation and growth kinetics.

6.3.2 Reaction simulation

Reaction engineering physics is implemented in COMSOL, considering a zero-
dimensional model, in order to simulate the reduction reaction.
The input parameters introduced in the software are:

o Temperature T' = 1300 K, as previously obtained for the focal area of the
receiver *

o Total inlet flow rate of 500

;”ZZ, made up of 35% CHy and 65% Ns.

As regards the kind of reactor, a constant volume, CSTR (Continuos Stirred-Tank
Reactor) is selected among the proposed ones; the main feature of this reactor
is the assumption of perfect mixing, meaning that the output composition is the
same as the composition of the species within the reactor itself.

In particular, COMSOL implements the equation of the volumetric production
rate, vp:

R,-T
v, = —+—-V,-SR; (6.20)
p
where:
« R, is the gas constant [—/—]

« T is the operating temperature [K]

3The selection of T allows the exclusion of the energy balance in the model
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 p is the operating pressure [Pa]

e V, is the reactor volume [m?]

« R; is the species rate [Z2]
The software requires the insertion of the value of V,: it consideres the portion
of the receiver where the reduction reaction takes place. Thus, the volume of the
reactor can be evaluated taking into account the internal diameter of the pipe
(D; = 0,013 m) and the L/D ratio equal to 1,5. The result is

2

D;
V,=m- <2> -L=259-10"% m? (6.21)

In this analysis, hematite particles are approximated as spheres with a diameter of
80 um [73].
Taking into account the definition of the specific area, eq. 6.22 [74]:

Nspheres : Asphere G- (1 - 6) m2
- = — 6.22
¢ V;"eactor d m3 ( )

in which:
e ¢ is the porosity
o d is the diameter of the sphere
deriving the number of spheres within our volume:

6-(1— : ‘/;“eac or
Nspheres = ( ;;3 for — 6758356 (623)

and thus the area of reaction A, to implement in the software:

d 2
Ap = Nopheres - 47 <2> =0,14 m? (6.24)

As regards the amount of hematite introduced inside the receiver, it is set to
2,7 g corresponding to 0,017 mol and leading to a surface concentration of 0,12
’;"n—%l. Nonetheless, since hematite includes three oxygen atoms per molecule, there
are more reactive sites; as a consequence the surface concentration introduced in
COMSOL is set to 0,37 ”ﬂ%, obtained by tripling the previous value of 0,12 ’:T‘;l

The initial concentrations [mol /m3] of all the gaseous species involved are considered
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to be null.

Now the software requires the addition of all the chemical reactions taking place.
Following the work of Monazam et al. [70], we are dealing with both chemical
looping combustion and chemical looping reforming (in particular, chemical looping
partial oxidation). As a consequence, we can introduce equation 6.19 describing
the reduction of hematite to wustite and equation 4.12, that take into account the
partial oxidation of the fuel; by applying this latter one to the sequential reduction
of iron oxides (FeoO3 — Fe3O4 — FeO), we obtain:

FesOs + CHy — 2FeO + CO + 4H, (6.25)

Nonetheless, as already mentioned, CLPO comes with a series of side reactions,
that have to be introduced in COMSOL, to get more accurate results:

« Carbon deposition on the oxygen carrier (eq.4.13), due to the lower and lower
O, availability. It increases the overall production of hydrogen but it also
fouls the catalyst, undermining the efficiency of the entire process.

« Carbon gasification (eq.4.14) and the Boudouard reaction (eq.4.15) can occur
when steam is introduced in the reactor, mitigating carbon deposition

o Steam reforming (eq.4.16) that takes place due to the favourable high temper-
ature and the presence of HyO.

All these reactions are assumed to be irreversible and COMSOL needs for each of
them the values of the activation energy and frequency factor; indeed, the software
implements the reaction constants in the Arrhenius equation:

T\" E
N

where:

® Lyef = 1K

T is the operating temperature [K]

'
mol-K

R, is the gas constant |

n is the temperature exponent; in this study n = 0, because all the other
parameters of eq. 6.27 are referred to the operating temperature

k is the rate constant, that indicates the connection between the rate of a
chemical reaction and the concentration of the reacting components [75]
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« A s the frequency factor (also called Arrhenius factor or pre-exponential factor);
it concerns the frequency of molecules colliding in the proper orientation and
with enough energy to start a reaction. Being related to molecular collision, it
depends on temperature. It has to be empirically determined, since it varies
according to the reaction. It is expressed in | m? ] in case of a 2" order rate

mol-s
constant, in [1] for a 1 order rate constant or in [2] for a 0" order one [76]

« E is the activation energy, a threshold value that has to be provided to make

the reaction occur. It is expressed in [£Z]

In the following table are summarized the values of frequency factor and activation
energy inserted in COMSOL for all the chemical reactions implemented, retrieved
from Lu et al.[77] and Slycke et al. [78]:
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Table 6.3: Frequency factor A and activation energy E values [77] [7§]

Reaction

|

A [m?/(mol - s)] ‘ E

[kJ/mol]

Carbon deposition (eq.4.13)
Carbon gasification (eq.4.14)
Boudouard reaction (eq.4.15)

Steam reforming (eq.4.16)

Reduction of FesO3 to FesOy (eq.6.13)
Reduction of FezO4 to FeO (eq.6.18)
Partial oxidation of C'H, with FeyO3 (eq.6.25)

Partial oxidation of C'H, with Fe304 (eq.6.27)

133 - Yo, | 74
4,759 - y&ord | 74
133 - y ooy, | 93
133 - Yo, | 93
1,3-107 [m/s] | 214
1,810 | 172
1,210 | 185
1,3-107 [1/s] | 214

The result of the simulation in COMSOL is depicted in figure 6.17 that shows the
]) produced during 30 minutes

concentration of the outlet gases (expressed in |

of reduction:
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Figure 6.17: Concentration of outlet gases against 30 minutes
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As soon as methane is injected (at 0 minutes), hydrogen, carbon monoxide and
carbon dioxide are produced; C'O, reaches its peak of about 4 mol /m? immediately,
then quickly decreases and eventually disappears.

CO rapidly rises and in about one minute achieves its maximum value of 12 mol /m?
and then smoothly reduces. The decrement in the production of carbon dioxide
and carbon monoxide might be due to the rise of carbon deposition over the oxygen
carrier, shown in figure 6.19.

A completely different behaviour is the one followed by hydrogen: in only three
and a half minutes, it reaches around 30 mol/m? and then it does not vary for the
rest of the reduction time.

The fact that methane is not present as an outlet gas of the reduction reaction,
meaning that it all reacted, is more likely a consequence of a maybe too idealistic
model.

A similar outcome is obtained by plotting the concentration of the produced gases
in [mole%)] against time, as in figure 6.18

sof S —i = |
45| .
aok == H2 g
9 == Co
2 Br —— 02 | |
E  30f cHa |
5
:@ 25 —0 g
5
g 20} -
g
S 15 .
10 [ .
5 - -
0 _I 1 1 1 : 1 IE I_
0 5 10 15 20 25 30

Time [min]

Figure 6.18: Concentration of outlet gases in [mole %] against 30 minutes
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Another interesting image is 6.19 that depicts the fluctuations of the solid
reactants against time:

T T T T T T T
1.4 b

1.3 A
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Lir == Fe203
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0.9 == Fe0
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0.7F
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0.4 v — Y —_ H— :

0.3+ i
0.2+ 4
af g —=t 5 3¢ — .
>, S

Surface concentration (mol/m?)
N

1] 5 10 15 20 25 30
Time (min)

Figure 6.19: Surface concentration of solid reagents in time

In particular, on the vertical axis the surface concentration of the solid compo-
nents is reported.
As already mentioned, a starting value of 0,37 mol/m? of Fe,Oj3 is introduced in
COMSOL and figure 6.19 shows its evident decrement.
The reduction of hematite, following two simultaneous reactions (6.13 and 6.18),
produces magnetite and wustite. In only five minutes, both Fe30, and FeO reach
a stable value: 0,1 mol/m? and approximately 0,45 mol/m?, respectively. Thus,
the complete reduction of Fe;O3 to FeO prevails over the partial one to Fe3Oy.
Unfortunately, the curve that shows the highest increase is the one of carbon,
witnessing the presence of a deep carbon deposition. Indeed, the surface concen-
tration of carbon keeps increasing during the entire simulation, reaching a value
higher than 1,4 mol/m? after 30 minutes. As already mentioned, the high operating
temperature fosters the cracking of C'H, molecules, causing carbon atoms to stratify
over the surface of iron oxides and thus deactivating them.
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Chapter 7
Second experimental section

In this section a brief description of the parabolic dish collector exploited during
the experimental tests is provided. Then an investigation of the most suitable
materials for the solar receiver is carried out, focusing on two ceramics: alumina

(AlOs) and silicon carbide (SiC').

7.1 Solar dish collector by El.Ma.

In this thesis work, the CSP system taken into account is the parabolic dish
collector installed on the Energy Center rooftop, manufactured by El.Ma. Electronic
Machining.

Picture 7.1 illustrates the original prototype, meant to produce electricity through
a Stirling engine, placed on the focus of the paraboloid.
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Figure 7.2: Detail of the parabolic dish concentator by El.Ma.[79]

The main elements that constitute the considered solar collector are:

« Paraboloidal dish concentrator: it is made of aluminum and internally
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coated by a flexible and economic polymer film; in particular, as depicted in
fig.7.2, the reflecting surface is made up of six big petals and then each of
them includes eight smaller petals, featuring a reflective factor close to the
unit [79]

Receiver support: it includes an arm assembled on the vertex of the
paraboloidal

Receiver: it is a cavity receiver, made of alumina. It replaces the Stirlimg
engine of the original prototype

Bearing structure: it keeps the concentrator in a given position and it lets
it rotate alonf two axes

Sun tracking system: being a point-concentrating system, the solar dish
necessitates a 2-axes tracking, in order to guarantee an optimal exposure to the
Sun rays. In the specific case, the plant has an automatic solar tracking system
that can be also run manually, by setting the desired values for altitude and
azimuth angle. Figure 7.3 shows the two-axes system, according to altitude-
azimuth tracking:

Figure 7.3: Altitude-azimuth tracking system|39]

In particular, the altitude angle defines the paraboloidal’s angular direction
in relation to the horizontal plane, while the azimuth angle is related to the
angular position with respect to the South in the same plane.
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Table 7.1 summarizes the productive features of this prototype, assuming a solar
direct irradiance of 800 W/m?:

Table 7.1: Productive characteristics of E1.Ma. solar dish [79]

Absorbing surface 4,5 m?
Optimal concentrated power 2,8 KW
Temperature in the focal point higher than 1800 °C

7.2 Receiver materials

As already mentioned in section 3.2, the solar receiver is the core of CSP systems
and the choice of suitable materials is paramount to enable the receiver withstand
the remarkable thermal gradients to which it is exposed.

To figure out which are the most proper materials, several parameters are taken into
account, such as thermal conductivity, chemical stability, thermal shock resistance,
coefficient of thermal expansion.

Thanks to their outstanding chemical stability ! and high melting point, ceramic
materials are extensively used for this purpose; nonetheless, they feature a modest
resistance to thermal stresses [80]. Particularly, the sudden temperature variations
generate mechanical stresses within the material that in turn cause crack nucleation
and propagation; eventually, failure can occur.

This last phenomenon is related to thermal shock resistance, that cen be expressed
in terms of temperature variation by eq.7.1[81]:

o(1—v)
E-a

AT = (7.1)

in which:

« is the coefficient of thermal expansion

v is the Poisson’s ratio

o is the applied stress

E is the Young’s module

!Good chemical stability prevents chemical reactions within the material (i.e. corrosion and
oxidation)
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Thus, a material experiences high compression under thermal stress, because of its
high surface temperature and wide temperature profile [81].

Figure 7.4 depicts an overview about thermal shock resistance of different ceramic
materials.

550

350

Jis

Figure 7.4: Thermal shock resistance of various ceramics [82]

Regarding the thermal expansion coefficient, it should be as low as possible; in
this way, the size and shape of the materials show only little variations in response to
abrupt temperature changes, decreasing the detrimental effects of thermal stresses.
Ceramics are characterized by values of thermal expansion coefficients of the order
of magnitude of 1075 1/°C, which are much lower than the ones of metals and
plastics [83].

In the following subsections, alumina and silicon carbide ceramics samples are
tested as receiver materials; their main properties are listed in table 7.2.

Table 7.2: Density p, Young’s modulus E, coefficient of thermal expansion «,
thermal shock resistance AT and thermal conductivity k of alumina and silicon

carbide [84]

plg/em®] | E[GPa] | a[10 9/K] | AT[K] k [W/mK]
AlyO4 3,9 380 8 200 30
SiC 3,1 500 1,6 450 170
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7.2.1 Alumina receiver

The alumina solar receiver adopted in the experimental tests has a cylindrical
shape, whose main features are reported in table 7.3:

Table 7.3: Geometry of alumina receiver

Alumina receiver
Internal diameter D 13 mm
External diameter D,y 18 mm
Length L 240 mm

A preliminary analysis with AlsO3; was carried out in June 2023 to estimate
the temperature achievable on the receiver. The outcomes were almost 1000 °C,
nonetheless the receiver could not withstand the high AT and thus it failed.

A deeper study of thermal trends has been performed during the autumn season by
carrying out three experimental tests in three different days: 10, 11*", 12** Novem-
ber 2023. In particular, in order to record the temperature reached by the sample,
a thermocouple was placed in contact with the external surface of the alumina
receiver, at the back of the focal area. The results are shown in the following figures:

Alumina test #1
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300 4

T receiver [°C]
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100 +

0

T T T T T T T T T T T T T T T T T 1
08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00
Time [hh:mm]

Figure 7.5: First experiment on alumina receiver
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Alumina test #2
600

500 +

400

300 4

T receiver [°C]

200

100

04

T T T T T T T T T T T T T T T T T 1
08:00 09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00
Time [hh:mm]

Figure 7.6: Second experiment on alumina receiver

Alumina test #3
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Figure 7.7: Third experiment on alumina receiver

The temperature achievable on the receiver mainly depends on two factors: solar
irradiance and wind speed. As already explained, the higher the solar irradiance,
the higher the power concentrated on the focal area of the receiver. On the other
hand, as regard the wind speed, as the velocity increases, the convective losses rise
too, causing a decrement of the reachable temperature.

87



Second experimental section

Figure 7.6 shows a quite constant trend of the receiver’s temperature within 9:30
a.m. and 4 p.m. On the contrary, figure 7.5 and figure 7.7 do not exhibit the same
behaviour: several temperature variations occur in short time ranges. A possible
reason is related to the passage of clouds (that decrease the direct component of
the solar radiation) and to an increment of the wind velocity.

The maximum temperatures and the times at which they are achieved are reported
in table 7.4.

Table 7.4: Max T in the three tests

Max T [°C] UTC Time
Test #1 539 11:27
Test #2 581 10:01
Test #3 535 11:00

The maximum temperature difference recorded during the entire day, taking
into account all the three tests is 580 °C; however, looking at picture 7.5, it can
be noted a temperature variation of about 430 °C occurring in only seven minutes
(from 12:44 a.m. to 12:51 a.m.).

Since after these three tests the alumina receiver was undamaged, it can be
deduced that it is able to withstand such temperature differences. Most likely the
weather conditions in June 2023 are more extreme than the ones of October 2023,
as witnessed by the following graphs:
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Meteorological data 7 June 2023
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Figure 7.8: Meteorological data 7 June 2023

Meteorological data 17 October 2023
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Figure 7.9: Meteorological data 17 October 2023

Hence, in order to investigate wider thermal gradients that could lead to the
receiver’s failure, these tests should be carried out during summer. Moreover, to
prevent crack nucleation and propagation in the alumina receiver, we could improve
the thermal shock resistance of this material by adding nanostructured coating
[80]; otherwise, as done in this work thesis, we can exploit new materials, such as
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silicon carbides.

7.2.2 Silicon carbide receiver

In this subsection the experimental tests performed with silicon carbide materials
are reported. In this case, there is no availability of entire receivers made of SiC,
but only little samples, in particular we are dealing with SiC matrix reinforced
with UBE Tyranno S/PyC (black SiC) and SiC matrix reinforced with SiC/BN
fibers (white SiC).

Table 7.5 reports the values of thermal expansion coefficients o for these two
materials, valid in the temperature range 200-600 °C.

Table 7.5: Thermal expansion coefficients of silicon carbide

a[107%/ K]
White SiC 5,2
Black SiC 5,4

In both cases, we are dealing with composite materials, particularly with SiC-
based ceramic matrix composites (CMCs); the fascination in these materials is
related to their high temperature applications, indeed they are employed in hot-zone
elements of gas turbines and nuclear reactors [85].

SiC-based CMCs are characterized by different fibers embedded in a ceramic matrix
(made up of either fibers or particles). Currently, pyrolytic carbon (PyC) and
boron nitride (BN) are the most frequently employed interphase materials for SiC
composites [86].

The enhanced properties guaranteed by such materials are several: high mechanical
strength, chemical inertness, elevated thermal stability [85]

« SiC matrix reinforced with SiC/BN fibers (white SiC)

In this material both SiC and boron nitride (BN) fibers are embedded into
SiC matrix, ensuring high thermal resistance, elevated thermal conductivity
and low thermal expansion coefficient [86]. The result is a CMC featuring
improved thermal and mechanical characteristics with respect to the simple
matrix material.

The sample used in the experiments is a small rod, with a height of 17,11 mm
and a thickness of 3,11 mm, depicted in figure 7.10
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Figure 7.10: White SiC rod

As already done for the alumina receiver, the white SiC sample is placed
on the receiver support and a thermocouple measures the temperature (as
described in section7.2.1).

Figure 7.11: Receiver support and White SiC sample
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| -
I,
~

Figure 7.12: White SiC sample installed in the solar dish system

Four tests have been performed in four different days: 37, 6'*, 7t", 8" Novem-
ber 2023. The outcomes are depicted in the following figures:

White SiC test #1
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Figure 7.13: First experiment on white SiC sample
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White SiC test #2
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Figure 7.14: Second experiment on white SiC sample

White SiC test #3
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Figure 7.15: Third experiment on white SiC sample

Table 7.6 summarizes the maximum temperatures achieved in the experimental
tests; as already explained during the analysis of the alumina receiver, also
in this case the values of temperature are not so high, due to the not proper
weather conditions of November 2023.
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White SiC test #4
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Figure 7.16: Fourth experiment on white SiC sample

Table 7.6: Max T in the four tests

Max T [°C] UTC Time
Test #1 222 12:27
Test #2 233 12:15
Test #3 216 10:52
Test #4 222 10:14

94




Second experimental section

« SiC matrix reinforced with UBE Tyranno S/PyC (black SiC)

This material was produced by BJS Ceramics GmbH in Augsburg, Germany
[87]. In this case the SiC matrix of the CMC is coupled with Tyranno silicon
carbide, by means of chemical vapor deposition. In addition, pyrolytic carbon
is used as coating material for SiC fibers [87].

Figure 7.17 shows the black SiC sample; its dimensions are the same of the
white SiC specimen. In picture 7.19 is evident the presence of the thermocouple
behind the focal area.

Figure 7.17: Black SiC sample

Figure 7.18: Black SiC sample installed in the receiver support
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Figure 7.19: Black SiC sample and thermocouple for the measurement of temper-
ature

The experimental tests on the black SiC specimen have been carried out on
17t 25t 27t 315t October 2023 and the outcomes are reported below:

Black SiC test #1
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Figure 7.20: First experiment on black SiC sample
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Black SiC test #2
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Figure 7.21: Second experiment on black SiC sample
Black SiC test #3
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Figure 7.22: Third experiment on black SiC sample

Figures 7.20 and 7.21 show a temperature trend of the specimen characterized
by several variations, while pictures 7.22 and 7.23 do not involve significant
AT during the entire tests.

Table 7.7 sums up the maximum values of temperature achieved by the sample
and their related UTC times.
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Black SiC test #4
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Figure 7.23: Fourth experiment on black SiC sample

Table 7.7: Max T in the four tests

Max T [°C] UTC Time
Test #1 398 12:33
Test #2 412 12:54
Test #3 482 11:58
Test #4 464 12:38

Taking into account test #1 and test #2, the most relevant temperature
differences are analyzed; in the experiment performed on 17" October 2023
(test #1), it can be noted a quite considerable AT equal to 362 °C, occurring in
only five minutes, between 11:26 a.m. and 11:31 a.m. The other temperature
variations visible in figure 7.20 are much lower than the latter, failing to exceed
300 °C.

On the other hand, the test carried out on 25" October 2023 (test #2) features
higher temperature differences; for instance, AT = 290 °C in three minutes
(10:24 a.m.-10:27 a.m.) and in the afternoon, it can be observed a temperature
variation of 312 °C, occurring in 9 minutes, between 15:05 and 15:14. At last,
around midday, AT reaches 371 °C in twelve minutes (12:03-12:15).

Further thoughts can be made taking into account the meteorological data,
in terms of global irradiance and wind speed, made available by the weather
station, regarding the days in which the four tests on black SiC specimen were
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performed. In particular, the following pictures allow a comparison between
the temperature achievable on the sample and the weather conditions.
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Figure 7.24: Comparison black SiC sample test #1
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Figure 7.25: Comparison black SiC sample test #2
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Black SiC test #3
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Figure 7.26: Comparison black SiC sample test #3
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Figure 7.27: Comparison black SiC sample test #4

Taking a look at figure 7.25, the temperature of the receiver follows almost
exactly the trend of the global solar irradiance, from 10 a.m. to 4:30 p.m.
As already mentioned, the temperature achievable by the specimen strongly
depends on the values of wind speed and solar radiation, hence table 7.8
summarizes these latter parameters, recorded on 25" October 2023.
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Table 7.8: Main weather parameters of 25" October 2023

25" October 2023
Gmax [W/m?] 518
Gmin [W/m?] 87
Vmax [m/s] 2,6
Vmin [m/s] 0,6

The first temperature peak of 365 °C is recorded at 10:00 a.m. and it is
mainly ensured by the low wind velocity (around 0,8 m/s), since the global
solar irradiance at the same time is quite poor (about 200 W/m?). In fifteen
minutes (from 11:30 to 11:45) the wind speed increases by 1 m/s, causing a
large temperature drop (AT = 370 °C), that occurs some minutes later (from
12:00 to 12:15). Indeed, nonetheless the quite high global irradiance of about
500 W/m? reached at midday, the effect of the rise in the wind velocity is
stronger, decreasing the temperature of the specimen to only 42 °C.

The maximum value of wind speed is 2,6 m/s and it is achieved at 14:30 and
then it remains constant for about an hour, leading to another temperature
drop: T=374 °C at 15:00 while at 15:30 the temperature recorded is only
88 °C. Thus, only when the value of wind velocity is kept below 1m/s, the
temperature of the black SiC specimen is able to reach higher values, such as
T=376 °C before midday.

Considering figure 7.26 regarding the experimental test performed on 27
October 2023, it can be noted that the global irradiance follows an interesting
trend, typical of clear sky, sunny days, even though the reached values are far
lower than the ones of summer season. In this case, the temperature variations
recorded are mainly due to changes in the wind speed. In particular, the
rise of this latter parameter from 1,7 m/s to 5,6 m/s in only fifteen minutes
(11:30-11:45) is responsible for the temperature decrement that already begins
at 12:00 and then keps going until the end of the test.

In the end, as noted previously, the quite poor solar irradiance available in the

fall season does not allow a complete analysis of the materials’ resistance to thermal
stresses. Particularly, the above investigation shows a maximum thermal gradient
of about 400 °C recorded during the experiments and all the three materials tested
were capable of withstanding it. Nonetheless, further experimental assessments
should be carried out during the summer months, to obtain a deeper understanding
of alumina and silicon carbide ceramics suitability for CSP applications.
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Chapter 8

Conclusions and future
development

In this work, the reduction of iron oxides in chemical looping process for the
production of solar fuels is explored.

At first, a literature review on solar radiation is reported, inevitable to understand
the energy source that will be then exploited by concentrated solar power facilities,
in particular by parabolic dish systems.

A further investigation is performed as concerns the chemical looping technology,
with a focus on iron oxides, which are the inexpensive and environmentally sound
oxygen carriers adopted in this work.

Then a first experimental section is shown; a thermogravimetric analysis is per-
formed to evaluate the feasibility of 20 cycles of reduction-oxidation of 40 mg of
hematite. Methane is used as reducing agent, whereas carbon dioxide guarantees
the following oxidation of the iron ores. The whole test lasts more than 24 hours and
the outcomes indicate relevant values of both reduction and oxidation reactivity.
To figure out whether the coupling of the solar dish installed on the Energy Center
rooftop and the chemical looping technology is viable, a numerical simulation is
performed; in the first place, it investigates the temperatures reached on the solar
receiver of the CSP system, observing a temperature of 1300 K on the focal area.
In the second place, starting from this latter value, a chemical simulation proves
the feasibility of the hematite reduction reaction. The analysis of the gases emitted
in 30 minutes witnesses the presence of hydrogen and carbon monoxide production
already during the reduction step of the chemical looping. Nonetheless, the elevated
operation temperature is also responsible for the undesirable carbon deposition,
that deactivates the oxygen carriers.

The receiver-reactor adopted in the numerical analysis is made of alumina and it is
afterwards experimentally tested on the parabolic dish of the Energy Center; the
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outcomes demonstrate that this material is able to withstand temperature gradients
of about 400 °C. Nonetheless, a deeper analysis focused on parameters such as
thermal conductivity and thermal shock resistance, shows a low compatibility of
AlyO3 with the purpose of this work. Hence, several experimental tests are made
on two different silicon carbide materials: SiC matrix reinforced with UBE Tyranno
S/PyC (black SiC) and SiC matrix reinforced with SiC/BN fibers (white SiC).
Nevertheless, the low global irradiance recorded during the tests (carried out be-
tween October and November 2023) does not enable a full understanding of the
materials’ behaviour when subjected to relevant thermal stresses. In particular, it
can be noted that the black SiC is preferable to the white one, thanks to its color
that allows it to better mimic the blackbody’s capability to harvest solar power.
It can be observed that the use of a mass spectrometer coupled with the TGA
analyzer could have made possible a validation of the COMSOL model. In par-
ticular, the amount of gases emitted during 30 minutes of reduction, obtained in
the numerical analysis, could have been compared to the ones released during the
same step in the TGA test.

Another development of this thesis work could involve a valdation of the numerical
model performed in COMSOL by means of experimental tests that could prove the
feasibility of iron oxides’ reduction and their subsequent oxidation. This lats step
could hence corroborate and quantify the solar fuel production (either hydrogen or
syngas).

Furthermore, there is the strong need to test the silicon carbides specimens during
the summer season, to fully assess their high thermal shock resistance and suitability
for CSP applications. At that point, the implementation of entire solar receivers
made of SiC could make inroads in further experiments.

In addition, future tests could be performed by replacing the iron oxides with
the highly promising perovskites, as oxygen carriers. Perovskites are a group of
compounds with a peculiar crystal structure, which is described by the chemical
formula ABXj3. Particularly, A is represented by a large cation, like alkaline earth
or a rare earth metal, B is the site occupied by a small transition metal cation,
while X is an anion, resulting in a cubic structure. The profound captivation in
perovskites is the possibility of adopting a broad spectrum of elements with unique
features to formulate them. This aspect enables the oxygen carrier’s characteristics
to be adjusted to better suit the demands of a certain utilization.

Among their several advantages, Othman et al. highlight an outstanding lattice
oxygen mobility, great thermal stability and a strong selectivity towards syngas
[88]. Moreover, these materials feature high stability over a broad spectrum of
oxygen partial pressure and a strong tendency to react with and convert reducing
gases [89].

At last, even though solar chemical looping is still in its early stages, it will
surely play a key role in the energy transition, by producing clean fuels, such as
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hydrogen and syngas, that can be easily stored and transported for several further
applications.
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