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Abstract
This study offers a detailed description of the application of innovative geomatics

techniques in the structural monitoring of a large-scale experimental test. A full-scale

prestressed concrete (PC) box girder specimen is retrieved from an existing 50-year-

old viaduct in Turin, Italy and is subjected to cyclic loading in a four-point bending

test (FPBT). During the loading phases, an aerial photogrammetric survey has been

conducted to produce static multitemporal data of the beam, exploiting commercial

professional Unmanned Aerial Vehicle (UAV) instrumented with high-resolution

optical sensor. After a set of strategic photogrammetric procedures in Metashape,

numerous metrical and radiometrical accurate results are obtained and post-processed

in software Microsoft Excel, QGIS and MATLAB. The measurements extracted are

under deeper discussion and further analysis, evaluated and validated against the

measurements provided by traditional linear variable displacement transducers

(LVDTs). The findings demonstrate the feasibility of the proposed techniques by

showing good agreement with the transducer-based measurements and numerical

analysis in the assessment of deflection and strains. The promising results support that

in the future, UAV photogrammetry, equipped with other geomatics techniques, could

become a standard monitoring method for the large-scale experimental test

considering its rapid deployment, affordable cost and superior accuracy when

compared with other conventional methods.

Keywords: geomatics techniques; structural monitoring; large-scale experimental test;

aerial photogrammetric survey; UAV; photogrammetric procedures
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1.Introduction
Many civil structures and infrastructures are designed and constructed to act as the

backbone of a community, delivering necessary services and facilitating economic

activities[1]. They are subject to numerous challenges and issues in both normal use

and extreme conditions[2-3], being faced up with diverse types of structural damages.

Besides the structural health monitoring (SHM) which reports the health status of

structures with integrated sensors and advanced algorithms[4-6], various and rigorous

tests are also required to describe structural behavior, which are critical for the

maintenance and decision making in management. Full-scale load testing is preferred

to develop more realistic and reliable estimation of global structural behavior,

compared with the small-scale tests and computer simulation. For example, full-scale

destructive tests are conducted on various structures to perform a reliable life-cycle

structural assessment and evaluation of residual service life of existing bridges[7].

However, given the significant consumption of resources—human, financial, and

material—destructive testing on such large components is challenging. For instance,

relatively few studies have been carried out with full-scale model tests on the flexural

behavior of PC box girders from decommissioned bridges around the world[8-15].

Under these circumstances, an accurate and thorough structural monitoring approach

of such tests is therefore of great necessity since the data gathered during tests are of

extreme interest to understand the global behavior.

Monitoring techniques can be used to measure and analyze the structural reaction to

the applied loads. Based on how they interact with the structure being assessed,

different monitoring methods fall into two basic categories: contact and non-contact

methods. To quantify the dynamic response, such as stresses and strains, traditional

contact sensing techniques apply sensors or transducers to specified positions on the

structure and a wide range of devices are embraced in such sensors[16-20]. Up to now,

it has been found that sensors excel in supplying precise and specific parameter

measurements, making them suitable for critical monitoring tasks. But it should also

be highlighted that they pose some economic and practical challenges. As an

illustration, the contact-based sensors involve time and labor-intensive installation

process and seek substantial maintenance to achieve long-term monitoring[21].

Additionally, the sparse and discontinuous nature of the data collected by these

sensors could restrict both the accuracy and the efficacy of structural health

monitoring, especially for large-scale structures.
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With the development and advancement of robotic technology, there has been a

paradigm shift of sensing techniques that outperform the traditional contact sensors.

The representative one is UAV photogrammetry, which captures data without

physical contact, providing visual information about structural behavior. This

revolutionary technology enables cost-effective and rapid data collection with high

spatial and temporal resolution, making it invaluable for applications ranging from

precise mapping and 3D modeling to environmental monitoring and disaster

response[22]. By eliminating the need for human presence in hazardous or

inaccessible locations, UAV photogrammetry enhances safety while delivering real-

time data and adjustable solutions tailored to specific project requirements[23]. Its

flexibility, precision, and reduced environmental impact have contributed to its

adoption as an essential tool in industries such as construction and conservation. In

this situation, photogrammetry with the aid of UAVs, also known as drones, has been

introduced and applied extensively in civil engineering, particularly in terms of both

spatial resolution and flexibility in temporally repeating the survey.

To have a more comprehensive understanding of the advantages and disadvantages of

different monitoring systems, the comparison between the contact and the non-contact

methods will be conducted with reference to some physical parameters, for instance

displacement and deformation. For this reason, a set of photogrammetric products will

be introduced and applied as input for post-processing analysis of specific physical

phenomenon, in particular:

A. Numerical analysis in Excel.

B. Morphology multi-temporal variation with DEM of Difference (DoD) in QGIS.

C. Digital image correlation (DIC) on orthomosaic in MATLAB.

Previous research related to these topics is detailed and summarized as follows.

1.1 Related research
The development of UAV photogrammetry is a progressive journey, under significant

influence of several factors, including drone technology, imaging tool, processing

capability and so on. This study has recalled the whole development of UAV

photogrammetry and related research on it, especially its application in civil

engineering in different working scenarios and under various task requirements.

Gordan, Meisam, et al covered the recent advances, applications, and future

perspective of Unmanned Aerial Systems (UAS). Equipped with an array of sensors

and cameras making them ideal for checking the health condition of the structures[24].
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Darragh, et al proposed a low-cost approach based on a commercial action camera. It

was changed to make it easier to employ telescopic lenses and combine with the

development of robust displacement identification algorithms based on pattern

matching. The efficiency and preciseness of this system were then proven after its

performance in a series of controlled laboratory tests and the field experiment was

assessed[25]. In the research of Ekinci, Abdullah and associates, the strategic

measures taken to monitor the deflection of a basic pile retaining wall during

basement excavation and construction were provided. The monitoring is done using a

commercial UAV and the viability of the proposed method can be proven by the

monitoring results that show good agreement with the traditional measurement and

analysis[26]. Additionally, more meaningful outcomes could be found if successive

3D reconstructions of the objects of interest is generated and compared. In the study

of Zhao, Sizeng, et al, model reconstruction is presented for dam emergency

monitoring and inspection via UAV images. The structure from motion (SfM) method

is used to generate a 3D dam model with scene geometry, which is employed to

calculate the cloud point coordinates and camera pose. Satisfactory result in a

significant improvement in the dam monitoring and inspection efficiency is

proved[27]. B. Suhovilov and colleagues developed a photogrammetric method to

figure out the spatial coordinates of control points of large-size constructions to build

a 3D geometrical model of the structure and estimate the parameters of interest[28].

Once georeferenced correctly and properly, the derived 3D photogrammetric models

can be utilized to produce digital elevation model (DEM), to investigate volume

changes and profile variation via the computation of DEM of Differences (DoDs). In

the survey of Blasone, G., et al, three areas vulnerable to debris-flow dynamics were

studied using multi-temporal terrestrial laser scanning (TLS) surveys and DoDs with a

0.2 m spatial resolution. This allowed the measurement of elevation uncertainty as a

spatially variable. The analysis of DEM and uncertainty indexes correlation help to

refine methods for spatializing elevation errors and improving the reliability of the

models[29]. According to the research of Milan, D. J., a novel approach that allows

assessment of spatially distributed error across a DEM was applied, evaluated on a

sequence of field surveys of the gravel-bed River Nent, Cumbria, UK. This study

demonstrated that estimation of morphological change can be misleading in the

absence of an error filter[30]. Taddia, Y. presented the results obtained through a

long-term monitoring of a complex dune system with the use of UAVs. The final

products of this approach were thus represented by DEMs of the sandy coastal section.
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In addition, DoDs were also computed for the purpose of monitoring over time and

detecting variations[31]. Furthermore, Digital image correlation (DIC) technology has

already been applied to multi-temporal acquisitions[32-34] and orthomosaics[35-36]

to obtain deformation maps. With the aim to conduct a remote structural evaluation of

a rail tie, Kalaitzakis, Michail, et al. used an autonomous drone system. This work

showed how precise DIC is at assessing 2D and 3D shape and deformation fields in

structures[37]. Using multi-temporal orthomosaics at ultra-high resolution, Puniach, E.

recommended a method for automatically determining the field of horizontal

displacements generated by underground mining [38].

1.2 Research background and significance
A dearth of research focused on the application of UAV photogrammetry and other

innovative geomatics techniques in the large-scale experimental test monitoring.

Extracting accurate geometrical information from photogrammetric products and

comparing them with traditional transducer-based monitoring techniques within a

single research project is a cutting-edge research, which allows to evaluate the

suitability of these different methods in various structural monitoring scenarios and

offer suggestions on selecting the most appropriate technique based on specific

monitoring requirements.

In the present situation, this comparative study of results obtained by various

monitoring methods is elaborated in this thesis.

1.3 Structure of the thesis
This study is organized as follows: In section 2, a brief introduction of the

experimental project will be reviewed. A brief introduction to the viaduct and the

experimental project BRIDGE|50 will be introduced, and the corresponding

transducer-based measurement part in the large-scale destructive test will be detailed.

The data used as reference is taken from publications by Savino Pierclaudio, et al,

being reported here for a more comprehensive view of the thesis.

Later on, the methodology of this study will be delivered in a systematic manner in

section 3, starting from the principal mechanism of photogrammetry, the introduction

of adopted instruments and the explanation of photogrammetric processing (shown in

Figure 1), to the processing and post-processing of data and images. Thus, in section 4

the specific case study could be conducted with the aid of professional theoretical
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tools. Then in section 5, comparison and discussion of the monitoring results are

detailed, compared, and evaluated against the proposed monitoring data from

transducer-based assessment.

Finally, the conclusion of this study would be drawn in section 6.

Figure 1 General photogrammetric processing.
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2.Full-scale four-point bending test
This section reports the full-scale four-point bending test (FPBT) on a prestressed (PC)

box girder, which is retrieved from the Corso Grosseto Viaduct in Turin (Italy) in

2018. This test is part of a research project on bridge beams named BRIDGE|50,

taking place on 02/01/2023. In this section, the experimental test and the

corresponding transducer-based monitoring work in this test performed by Savino

Pierclaudio, et al will be introduced.

2.1 Description of Corso Grosseto Viaduct
Built in Turin (Italy) in 1970, the Corso Grosseto viaduct was a multilevel road

interchange developed along two main lines, the Corso Grosseto West-Corso Grosseto

East route and the Corso Potenza-Corso Grosseto East route, of a total length around

1.4 km (Figure 2)

Figure 2 Historical view of Corso Grosseto Viaduct.
Each route was linked by two structurally separate decks, one for each carriage. The

deck of every span was made up of 10 precast PC I-beams in the middle and 2 U

beams at the edges, which were all joined by a cast-in-situ slab, with the length

averaging from 16.0m to 24.0m. In July 2018, the complete closure to vehicular

transit was settled to start the deconstruction process following new urban

redevelopment and different mobility needs[39].

2.2 BRIDGE|50 Research Project
The BRIDGE|50 project, a collaboration between the Politecnico di Torino,

Politecnico di Milano and other authorities, is one of the major research projects on

bridge beams now being conducted in Europe and around the world.
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The demolition of the Corso Grosseto viaduct (Figure 3) allowed for the installation

of 29 prestressed reinforced concrete beams (25 with I-section and 4 with caisson) and

2 piers.

The test field, where the structures and contrast frame are located, is over 5000 m2

and locates in the neighborhood of Torino Mirafiori[40].

Figure 3 The deconstruction of bridge: cutting.
The proposed experimental activities include a preliminary diagnostic phase,

substantial load tests employing the frame from the SISCON center[40], as well as

partial damage generated such as cracking, partial plastic deformations, fire, repairs,

and following field and laboratory tests and analysis. The data gathered can be used to

form a new knowledge base for road network management bodies and assess the

safety and residual life of existing structures. The findings will help to develop a

modern bridge life cycle design as well as the management, maintenance, and safety

of existing infrastructure assets.

2.3 Details of the tested girder
According to the original design documentation[41], the edge beams are at the length

of 19.5m and in the cross-section of box shape (U-beam with slab), consisting of 2 I-

girders coupled together in terms of resisting section and reinforcement. As shown in

Figure 4, it was pretensioned with a total reinforcement area of 184 cm2 , employing

34 strands along the bottom flange distributed over three rows and 6 strands on the top

flange distributed over two rows.
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Figure 4 Cross-section of the PC box girder (in cm).
Stirrups measuring 8 mm in diameter and 250 mm apart made up the shear

reinforcement. The precast beam and the cast-in-place top deck slab were also

connected by stirrups. Based on the initial design data, the material properties were

selected in accordance with the allowable stress design, assuming an acting bending

moment of 824 kNm on the girders that were under the greatest stress since they were

carrying live loads.

2.4 Experimental test
For the purpose of testing the PC box girder with variable load configurations, a

proper reaction steel frame was used (SISCON), shown in Figure 5. This tested box

girder was simply supported and loaded under a FPBT configuration adopting shear

spans of 650 cm. The loading system consisted of two couple of hydraulic jacks

which transfer the load to the specimen through transverse steel beams.
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Figure 5 Four-point-bending-test configuration.
The loading process was carried out in 3 loading cycles. In the first and second stages,

the load was increased until the opening of cracks, followed by the complete

unloading of the girder. In the third loading phase, the specimen was loaded up to

failure. The load tests were performed with a fixed loading rate by controlling the

force and were stopped when the concrete in the compression zone crushed.

The overview of the loading cycles is shown as follows in Table 1. The external force

shown in this table is from only one hydraulic jack, which means the loading force

will be the sum F1 and F2.

To facilitate the recording of the experimental data, a special timeline with 12:00 noon

on 02/01/2023 as the starting point of recording was used.

Table 1 Overview of the experimental stages.
During the loading scenes, in correspondence with the static sections of the force

application, different combined topographic and photogrammetric surveys have been

conducted by the geomatics researchers of DIATI department at the same time.
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2.5 Transducer-based measurement
Linear variable displacement transducers (LVDTs) are widely used in applications

where accurate and repeatable linear displacement measurements are critical, such as

structural monitoring and control. They operate by interacting a moving magnetic core

with a set of coils, causing changes in induced voltages, and producing a differential

voltage output that accurately represents linear displacement.

A suitable measurement plan has been created to measure a number of parameters

involving displacements, stresses, loads, and other parameters with the aim to fully

understand the structural reaction of this large-scale element.

2.5.1 Instrumentation of transducers
In this section, only the sensors and equipment used to measure the parameters

reported in this work and detailed below are summarized. Arrangement of the

monitoring system is shown in Figure 6.

The shear span and the bending span, two major zones, have been taken into

consideration when designing the arrangement of monitoring system in accordance

with the load test configuration. LVDTs with a 707 mm measurement base were

mounted on aluminum frames with a 45° orientation along the shear span. These

sensors were named by the code “SHxxA/B”, where “xx” denotes the progressive

number, “A” denotes the frames with a negative slope, while “B” denotes the frames

with a positive slope. In this configuration, 4 shearing LVDTs can be noted on each

side of the box girder. As for the bending zone, the LVDTs were installed on

horizontal frames with a measurement base of 500 mm. Those were denoted by

“BxxT/C” where “xx” stands for the progressive number, “T” refers to the LVDTs

installed on the lower flange undergoing tensile strains, and “C” refers to the LVDTs

installed on the upper flange of compressive zone. There are 6 “C” and “T”

transducers respectively, 3 of which in the loading surface and damage surface[42].

Additionally, the vertical deflection was measured by nine displacement transducers

connected to the bottom of the girders, named from “FR01-FR09” (or “D01-D09”

equivalently in technical drawing), among which D04-D06 are wire displacement

transducers whilst the remaining others are displacement potentiometer transducers.
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Figure 6 Layout of sensors
(a)on the loading side; (b)on the damage side.
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2.5.2 Acquisition of data
The data could be gathered by the equipment to interface with the sensors and

collected constantly throughout the described loading and unloading phases after the

sensors have been installed and positioned in the desired positions.

2.5.3 Processing of data
With the help of Analog-to-Digital converters (ADCs), it’s possible to process the raw

data as needed to extract meaningful physical information. MATLAB code is used to

conduct the work of calculations, filtering, statistical analysis and visualization. The

diagrams recording the relationship of loading force-time, curves of displacement-

time and loading force-displacement for 29 sensors are presented.

2.5.4 Export of results
The global structural response of the box girder to applied load is recorded and

presented in this section, in function of time. With an aim of making the test results

delivered in a more faithful way and the subsequent analysis in a more intuitive

manner, the unit of measurement of displacement is millimeter and time is counted in

seconds. The displacement-Time curves of transducer at the bottom of the girder are

presented in Figure 7. In this figure, it should be noticed that the recording of

transducer “FR7” (drawn in color purple) is uncontrolled, as the observed value is far

larger than the effective range the transducer could measure. Hence this parameter is

disregarded in the following interpretation.

Figure 7 Displacement-Time diagram of transducers FR01-FR09.



14

The displacement-time curves of transducers in shearing zone are presented in Figure

8. As mentioned previously, both two sides of the box girder are equipped with

sensors and are under survey. In this trial, only the sensors on the loading side (SH1-

SH4) are of consideration. And due to some technical problems, the raw data from

SH3 and SH4 is missing as shown in Figure 8(b), just SH1 and SH2 are deemed.

(a)

(b)
Figure 8 Displacement-Time diagram of shearing LVDTs

(a)SH1/2/5/6; (b)SH3/4/7/8.
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The displacement-time curves of compressive transducers in bending zone are

presented in Figure 9, where in the loading side of the girder, B01C, B02C, B03C are

installed.

(a)

(b)
Figure 9 Displacement-Time diagram of compressive LVDTs

(a)B01/02/03C; (b)B04/05/06C.
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The displacement-time curves of tensile transducers in bending zone are presented in

Figure 10. In the loading side of the girder, B01T, B02T, B03T are installed.

Figure 10 Displacement-Time diagram of tensile LVDTs.
The experimental results at appointed time from the sensors presented and explained

above will be used as the standard value to describe the overall response of the box

beam in the experiment and will be used as a reference for the results of the

photogrammetric monitoring method and subsequent experimental analyses in following

sections.
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3.Methodology
As a non-contact measurement technique, UAV photogrammetry is used for the

reconstruction of the 3D model of an observed object by taking advantages of pictures

and images with the adoption of the unmanned reusable motorized aerial vehicles.

3.1 Principle of photogrammetry
Photogrammetry is a technique used for “obtaining reliable information of physical

objects and environment through registration, measurement and interpretation

processes of photographic and digital images formed by electromagnetic radiant

energy and other physical phenomena”[43]. It involves extracting 3D information

from 2D images, allowing for the creation of accurate models, maps, and

measurements of real-world objects and scenes. The fundamental principle of

photogrammetry would be explained in this part.

3.1.1 Image formation
The concepts of projective geometry, which define how 3D objects are projected onto

a 2D image plane, are used in photogrammetry. A central projection is used to

geometrically represent this process (Figure 11), where collinearity plays an important

and fundamental role.

Assumed the location of camera C as (X0 ,Y0 ,Z0), any 3D object point P as (X, Y, Z)

and its corresponding prospective image p (ξ,η) is formed by the intersection between

the collinearity ray CP and the image plane:

ξ = ξ0 − c
r11(X − X0) + r21(Y − Y0) + r31(Z − Z0)
r13(X − X0) + r23(Y − Y0) + r33(Z − Z0)

η = η0 − c
r11(X − X0) + r21(Y − Y0) + r31(Z − Z0)
r13(X − X0) + r23(Y − Y0) + r33(Z − Z0)

where:

ξ0, η0 are the principal point.

c is the focal length.

R =
r11 r21 r31
r12 r22 r32
r13 r23 r33

, is the rotation matrix expressing the rotation of camera with

respect to the reference system, in function of the orientation (ω, ϕ, k) of the camera

at the moment of acquisition.



18

Figure 11 Central projection in single-view geometry.

Sf =
c
D

The image scale Sf is the ratio between the focal length c and the camera distance to

the object D. The larger the scale, the greater the precision.

In this case, the estimation of the position C (X0 , Y0, Z0) and the orientation (ω, ϕ, k)

is required. This system is found to be over-determinated as existed: 3 interior

orientation parameters (c, ξ0 , η0) and 3n (n > 3) absolute coordinate of object points

Pn= (Xn, Yn, Zn), but with only 6 unknowns. Thus, the least mean square estimation is

achieved, and the relative orientation of object point is obtained.

3.1.2 Restitution
When the camera moves to the other position, the goal is to create a model from

2 images (Two-view geometry is shown in Figure 12). The position and

orientation parameters of camera are known and coordinates of 2 2D image

points P (ξ1, η1) and Q (ξ2, η2) corresponding to the same 3D point P (X1, Y1, Z1) and

Q (X2, Y2, Z2), are measured.

For camera at the initial position:

ξ1 = ξ0 − c
r11(X − X1) + r21(Y − Y1) + r31(Z − Z1)
r13(X − X1) + r23(Y − Y1) + r33(Z − Z1)

η1 = η0 − c
r11(X − X1) + r21(Y − Y1) + r31(Z − Z1)
r13(X − X1) + r23(Y − Y1) + r33(Z − Z1)
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For the second frame from a different camera point than the first one:

ξ2 = ξ0 − c
r11(X − X2) + r21(Y − Y2) + r31(Z − Z2)
r13(X − X2) + r23(Y − Y2) + r33(Z − Z2)

η2 = η0 − c
r11(X − X2) + r21(Y − Y2) + r31(Z − Z2)
r13(X − X2) + r23(Y − Y2) + r33(Z − Z2)

It’s possible to define the object point Pn= (Xn , Yn , Zn ) as long as the parallax

equation avoidance is satisfied:

b
→
b
→ ∧

p2i
�� ×

p1i
�� = 0
p1i
�� = 0

p2i
�� ×

p1i
�� = 0
p1i
�� = 0

p2i
�� ×

p1i
�� = 0
p1i
�� = 0 with i ≥5

Under this, the estimation of the 3D coordinate of object points Pn= (Xn , Yn , Zn)

is obtained as there existed: 2 image coordinates for each point pi(ξi , ηi) and 3

interior orientation parameters (c, ξ0 , η0), but with only 5 unknowns about the

translation and rotation (by, bz, w2, φ2, k2).

Figure 12 Two-view geometry.
3.1.3 Structure from Motion

This principle mentioned previously can be applied to the multiple-view geometry

(shown in Figure 13) when a set of projective measurements represented by a set of

2D images is captured by the camera in different positions.

From this, the Structure from Motion (SfM) approach in computer vision is applied, to

reconstruct the 3D model of the structure in a static scene which is represented by a

set of 2D images, after the extraction of features from images (points of interest, line,
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etc.) and the estimation of the movement of camera by determining the relative

position between images (in pairs).

Figure 13 Multiple-view geometry.
3.1.4 UAV and UAV photogrammetry

Unmanned Aerial Vehicles (UAVs), commonly known as drones, have become a

significant part of modern technology. For many local (limiting areas) or particular

applications (emergency, monitoring, …) they are very effective tools, especially

together with a rigorous photogrammetric approach also linked to the SfM techniques.

These aircraft, which are operated remotely or autonomously, offer a wide range of

applications and benefits, including aerial surveying and mapping, aerial surveillance

and security, aerial inspection of infrastructures and aerial delivery. Considering its

low cost, high efficiency and great accessibility, UAVs are widely applied in civil

structure and infrastructure equipped with high-resolution camera and other sensors,

for example, application of UAV photogrammetry in structural monitoring.

Apparently, the acquisition of images and other related data plays an important and

essential role in UAV photogrammetry as it determines the input of analysis and

places a direct influence on the final result. Here in this section, some key concepts

are addressed.

3.1.4.1 Flight planning

Flight planning for UAV photogrammetry is a crucial step in ensuring the successful

capture of high-quality aerial images and data for mapping and surveying purposes.

The goal of flight planning is to optimize the flight path of the drone to achieve the
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desired coverage, accuracy, and resolution while considering safety and regulatory

compliance.

Overlap is one of the critical parameters in UAV photogrammetry flight planning,

refers to the amount of redundancy or coverage between consecutive images captured

during a UAV flight. It is typically expressed as a percentage, involving the overlap of

images along both the flight direction (along-track or forward overlap) and across the

flight direction (cross-track or lateral overlap).

This essential parameter contributes to the identification and matching of features,

reduction of impact of missing or problematic images, augmentation of accuracy and

resolution in the reconstruction of 3D model and map. Without too much

consideration of time and cost, modern digital techniques and automation have made

it more cost-effective to produce accurate orthophoto with higher redundancy and

lower residual perspective deformations. A common recommendation is to use around

70-80% along-track overlap and 20-30% cross-track overlap.

3.1.4.2 Ground control points

It is necessary to detect some recognizable points on the frame and they are known as

the Ground control points (GCPs), the reference points on the surface with precisely

measured coordinates (usually provided by total station).

The GCPs, which might be natural, artificial, and pre-signalized points, are used to

georeference and accurately scale the image captured by the UAV during a

photogrammetric survey. Additionally, the georeferenced data can be seamlessly

integrated with geographic information systems (GIS), enabling spatial analysis,

mapping and decision-making based on exact and up-to-date information.

3.1.4.3 Image acquisition

Execution of the flight is performed and subsequently the images are acquired. It's

crucial to guarantee safety and image quality during the flight. Particularly for the

images, the minimum percentage of overlap is supposed to be respected for the

following feature matching and the quality control should be checked to avoid some

common problems like motion blur, exposure problems or missing images.

3.2 Optimized photogrammetric workflow
The optimized photogrammetric pipeline consists of several procedures, including

pre-processing, photogrammetric process and the exports of final products. (Figure 14)
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Figure 14 Optimized photogrammetric workflow.
3.2.1 Pre-processing

Before going ahead further, images and data may undergo pre-processing, which

includes the corrections for lens distortion, radiometric correction and so on.

Here the transformation of the reference system is highlighted in this section.

Numerical analysis of displacement/deformation on topographic measurements

requires a coherent reference system between the ground truth measurements, the

topographic and photogrammetric measurements to perform a discrepancy analysis.

Therefore, it’s fundamental to apply coordinate transformation on original

topographic data usually measured in instrumental reference system (RS) or in a

georeferenced reference system.

From the instrumental reference system where the center of the total station is the

origin, the topographic reference system could be developed and achieved by

translation and rotation of the reference system and change of the axial nature. The

relationship between the aforementioned two reference systems and the final

photogrammetry reference system is presented in Figure 15.

Figure 15 Different reference systems and the object.
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The transform can be finished in two steps: firstly, from the instrumental reference

system (the green one in Figure 15) to the topographic reference system (the blue one

in Figure 15); and secondly, to derive the coordinate data in the photogrammetry

reference system. In both cases the aim is always to reach the so-called

photogrammetric reference system (the red one in Figure 15).

To perform the transformation of the reference system, it should be noted that 2

specific points are used to define the orientation in the topographic RS, which are the

corresponding leftmost and rightmost measuring points in the project. In this case, the

parameters a, b, c, and d related to the calculation of coordinates are obtained and

varied in separate phases.

The calculation process is shown as follows:

Assumed one point P is measured as (x, y, z) in the instrumental reference system, the

relationship between instrumental reference system and the topographic reference

system can be found through rotation angle α after projecting the point on the same

horizontal plane (Figure 16).

Figure 16 Transform between 2 different reference systems.
The topographic coordinate (X, Y, Z) can be expressed as:

Xt = x cos α − y sin α + c (1)

Yt = x sin α + y cos α + d (2)

Where sinα = a, cos α = b. So it can also be presented as:

Xt =− ya + xb + c (3)

Yt = xa + yb + d (4)
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Finally, the photogrammetry coordinate can be acquired directly from the previous

reference system by changing the direction of axles:

Xp = Yt (5)

Yp = Zt (6)

Zp = Xt (7)

3.2.2 Photogrammetric processing
Agisoft Metashape is a photogrammetry software used for creating 3D models and

maps by processing a series of overlapping photos. It is commonly applied in fields

like geology, construction and so on. The general workflow displayed in the official

guidebook[44] can be utilized in this scenario and it can be done in the following

steps.

3.2.2.1 Alignment of photos

First and foremost, image alignment and processing are required after the loading of

images. The image alignment establishes the spatial relationships between the camera

position at the time of image capture. It’s defined by the interior orientation

parameters, including camera focal length, lens distortion and so on, together with the

exterior orientation parameters. These parameters are calculated using

aerotriangluation with bundle block adjustment based on the previously mentioned

collinearity equations.

After this processing step, a tie point cloud containing triangulated positions of key

points matched across the images is displayed. Besides, depth maps are calculated

using stereo matching, for the overlapping image pairs considering their relative

orientation parameters. And finally, one combined depth map is generated by merging

depths maps for each camera.

3.2.2.2 Georeferencing

Georeferencing involves aligning a set of images to a known coordinate system (as an

illustration, the photogrammetry coordinate in this project), or in other words,

assigning the real-world 3D coordinate information to the points in the 2D images.

In photogrammetry, triangulation determines the 3D position of a point using its 2D

projections from multiple images, while bundle adjustment refines camera positions

and 3D coordinates to minimize errors. Feature detection identifies key image features,

matched across images to compute camera poses and 3D points. Epipolar geometry

(the geometry of stereo vision) establishes the relationship between camera views,

enabling the determination of relative positions and orientations. Iterative
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optimization refines initial estimates through computations, enhancing the accuracy of

the reconstructed 3D model.

This process allows that features in the image are accurately located in the Earth’s

surface, enabling to make measurements, perform spatial queries and so on.

In Metashape, markers can be added manually or detected automatically in images

with the photogrammetric coordinate. Literally speaking, the more image data is

confirmed in this process, the closer the estimated coordinate values are to the actual

coordinate values. Then the estimated coordinates of markers and other interesting

points can be viewed and exported.

3.2.2.3 Building of Dense point cloud

Metashape allows to create a point cloud by transforming the combined depth map

into the partial point clouds, which are then merged into the definitive version of point

cloud with additional noise filtering step applied in the overlapping regions. The point

cloud is a collection of 3D estimated coordinates corresponding to the locations of the

identified features.

3.2.2.4 Creation of mesh (3D polygonal model)

The reconstruction of polygonal mesh is based on the point cloud information or

based on the depth maps data, among which the source data as point cloud will

generate high quality output but in longer processing time.

3.2.2.5 Building of texture

Distinctive points or feature points in the images are adapted, serving as reference

points for generating 3D models and creating textured models.

3.2.2.6 Building of tiled model

Based on depth maps data, hierarchical tiles format is a good solution for city scale

modeling, textured from the source imagery. It allows for responsive visualization of

large area 3D models in high resolution.

3.2.2.7 Generation of DEM

Digital elevation model (DEM) is a 2.5D model of a surface represented in a format of

a regular grid, with height values stored in each single cell or pixel of the grid.

The preferred DEM of targeted plane can be rasterized from the dense cloud after

applying filters to remove noise and unwanted objects which are unnecessary

according to the project requirement.

3.2.2.8 Generation of Orthomosaic
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Orthomosaic is a combined image created by seamless merging of the original images

projected on object surface and transformed to the selected projection (i.e., geographic,

planar, or cylindrical). A polygonal model or a DEM can be selected as a surface to

which the images will be projected.

However, in some projects moving objects or some other external noises can cause

artifacts which interfere with visual quality of the orthomosaic. To eliminate

mentioned artifacts, Metashape offers seamline editing tool. The functionality allows

users to choose images manually to texture the indicated part of the orthomosaic. Thus,

the final orthomosaic can be improved visually according to the user's expectations.

The edition to orthomosaic could be achieved following the suggested steps:

A. Draw a polygon on the orthomosaic using Draw Polygon instrument to

indicate the area to be retextured.

B. Select Assign Images... command from the context menu of the selected

polygon.

C. In the Assign Images dialog box select the image to texture the area inside the

polygon from.

D. Orthomosaic preview on the Ortho tab allows to evaluate the results of the

selection. Click the OK button to finalize the image selection process.

E. Click Update Orthomosaic button from the Ortho view toolbar to apply the

changes.

3.2.2.9 Alignment of chunks

Last but not least, the alignment of chunks is applied to the process of aligning

multiple image sets within a project to create a coherent 3D reconstruction of the

girder in different phases being captured. It is a crucial step in photogrammetry

processing that establishes the spatial relationships between the photos and enables

the generation of an accurate and complete 3D model.

3.2.3 Export of results
A large variety of results are available after the photogrammetric process. Depending

on the specific project requirements and goals, the export format and type of data may

vary. Generally, 3D models in format of OBJ, point cloud data in LAS, DEM, DSM

and Orthophoto in PNG, GeoTIFF and TIFF, together with the reports in PDF, are

useful for the subsequent analysis and visualization.



27

3.3 Post-processing of photogrammetric products
After obtaining the interesting products from Metashape, further post-processing work

is needed to a direct and deepen understanding of the structural performance.

3.3.1 Estimated coordinates
During the photogrammetric process, Metashape estimates the 3D coordinates of

various points based on the analysis of corresponding points in multiple 2D images.

The estimated coordinates of the feature points could be applied to compute the

displacement and strains of the structure with a mathematical and numerical process.

All the analysis in this study is based on the computation of 3D-plane distance of lines:

Dij = (xi − xj)2 + (yi − yj)2 + (zi − zj)2 (8)

where i and j are the end point for each single line.

This calculation work will be finished in Microsoft Excel.

3.3.2 DEM
DEM is the digital representation of ground surface topography or terrain, supplying a

detailed and correct description of the surface through a grid of regularly spaced

elevation points. DEM data is typically collected using various techniques (i.e.,

photogrammetry) and stored as a raster data structure where each single cell contains

an elevation value.

In Metashape, the creation of a DEM involves using the data generated from

photogrammetric processes to create a detailed 3D model of the elevation data. Once

the DEMs of interesting surfaces are obtained, the deformation analysis can be

conducted in QGIS, based on the DEM of difference (DoD).

DoD is a geospatial analysis technique used to compare two or more DEMs acquired

at different times. It involves subtracting the elevation values of one reference DEM

from the corresponding elevation values of other DEM to visualize and quantify

changes in the surface over time. The resulting DoD highlights the variation in

elevation, reflecting the changes in subsidence, settlement and any other movements

that might affect the integrity of the infrastructure.

Although QGIS does not have native support for full deformation analysis, the

combination with other plugins and processing tools to achieve certain aspects of the

analysis is possible.

3.3.3 Orthophoto
Commonly employed in the field of remote sensing and photogrammetry,

orthomosaic relates to the process of creating a high-resolution, georeferenced, and
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orthorectified image or map through the compilation of a large set of individual

images.

Digital image correlation (DIC) is a powerful technique used in engineering to

measure full-field displacements and strains on the surface of an object under loading.

When it comes to using orthophoto in DIC, the high-resolution and accurate

representation of object surface provided by orthomosaics can be extremely beneficial.

This high-quality visual data can significantly improve the accuracy of DIC

measurements, especially in large-scale projects where precise surface information is

critical.

In this present study, this work is performed with Ncorr, an open source 2D digital

image correlation MATLAB program. While Ncorr itself is not designed for handling

orthomosaic images, the utilizing orthophoto in DIC analysis follows a general

workflow that involves integrating high-resolution surface information from

orthophoto with the displacement and strain data obtained from the DIC process.

Basically, images of a set of samples are taken and used as inputs to a DIC program.

The idea is to somehow obtain a one-to-one correspondence between material points

in the reference (initial undeformed picture) and current (subsequent deformed

pictures) configurations. DIC does this by taking small subsections of the reference

image, called subsets (shown in Figure 17, where subset's coordinates are shown as

red crosses), and deciding their respective locations in the current configuration.

For each subset, displacement and strain information are obtained through the

transformation used to match the location of the subset in the current configuration.

Many subsets are picked in the reference configuration, often with a spacing

parameter to reduce computational cost[45]. The end result is a grid containing

displacement and strain information with respect to the reference configuration, also

referred to as Lagrangian displacements and strains.
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Figure 17 The idea of subsets.
The displacement in each direction is considered from plane parameters:

uplane(x, y) = au,plane + ( ∂u
∂xplane

)x + ( ∂u
∂yplane

)y (9)

vplane(x, y) = av,plane + ( ∂v
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)y (10)

While the Green-Lagrangian strains are calculated from obtained by using the four

displacement gradients as shown below:
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4.Case study
In the present case study, a set of geomatics techniques are applied to extract

information about the shape, size, and spatial properties of the bridge girder by

analyzing hundreds of thousands of images taken from different views during

different experimental phases.

In this study, only the first two cycles are being investigated due to poor and dim

sunlight as the sun had gone down. Six different experimental stages are under survey,

and each is analyzed within one Agisoft Metashape project, numbered “041”- “046”.

The overview of the loading cycles is shown as follows in Table 2 and the external

loading force in function of time is presented in Figure 18.

Table 2 Overview of loading cycles.

Figure 18 External loading forces in function of time.



31

4.1 Acquisition of data
With respect to the measurement and assessment of the test subject during the in-situ

experiment, the total station and UAV is applied to collect the coordinate information

of specific ground control points and the high-resolution images of the whole

structural element.

4.1.1 Acquisition of coordinate information
It is feasible to obtain a precise value for the coordinate information of the objects of

interest with the aid of a total station. In this case, the Leica Nova MS50 MultiStation

offers complete versatility to present trustworthy results with the benefit of connection

to GNSS, in addition to the typical total station functions that are supplemented by

sensors for high precision and performance in fully automated surveying

processes[46]. With numbers ranging from 01 to 08, from left to right, the

arrangement of the 8 artificial markers, known as GCPs, on the loading surface has

been determined in this case throughout the beam. The marker is depicted in Figure

19 and the relative position of the markers on the beam is shown on the 3D model in

Figure 20.

So the precise instrumental coordinate data of 8 markers in 6 different phases is

obtained and can be employed to fix the beam in a local reference system

(topographic and photogrammetry RS) in order to estimate the corresponding spatial

information of all feature points.

4.1.2 Acquisition of images
The aerial imaging solution DJI-Zenmuse P1, which is meant to revolutionize the

field of photogrammetry, is used to take high-resolution photographs for

photogrammetry work. The Zenmuse P1 enables professionals in fields like surveying,

mapping, and construction to collect incredibly precise and detailed aerial photos for

3D modeling and mapping projects due to its cutting-edge technology and precision

capabilities. Equipped with a large, 45-megapixel full-frame sensor and a high-quality

35mm lens, this drone-mounted camera delivers exceptional image quality and clarity.

Its efficient one-inch CMOS sensor ensures precise image capture, making it ideal for

capturing the intricate details required for photogrammetric applications[47]. Other

properties are presented in Table 3.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)
Figure 19 8 markers on the beam surface

(a)01; (b)02; (c)03; (d)04; (e)05; (f)06; (g)07; (h)08.
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Figure 20 Relative position of 8 markers on the beam surface.
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Property Value

Camera
DJI Zenmuse P1

F-stop f/5.6
Exposure time 1/1600 sec
ISO speed ISO-1600
Focal length 35 mm
Metering mode Center Weighted Average

Image
Dimensions 8192*5460
Horizontal/Vertical resolution 72 dpi

Advanced photo

Contrast Normal
Light source Daylight
Exposure program Manual
Saturation Normal
Sharpness Normal
White balance Auto

Table 3 Properties of camera and images.
As a direct consequence of the integration between Zenmuse P1 and DJI robust drone

platforms, reliability and usability are guaranteed, enabling users to gather data

effectively and consistently. The DJI Zenmuse P1 is a significant change in the field

of photogrammetry, offering the accuracy and dependability required to take on

challenging tasks with confidence, whether in mapping expansive landscapes,

observing building progress, or conducting environmental evaluations.

The DJI Zenmuse P1 is commonly employed as an auxiliary payload compatible with

select DJI drones, including the Matrice 300 RTK. Through this integration, the

Matrice 300 RTK serves as a robust and dependable platform, facilitating the

deployment of the Zenmuse P1 in diverse aerial surveying and mapping operations,

thus ensuring the precise collection of data. The sophisticated flight control

mechanisms and safety features of the Matrice 300 RTK complement the Zenmuse

P1's capabilities in high-resolution imaging and data processing. Consequently, this

combined solution is well-suited for challenging industrial and commercial

applications that demand thorough and correct aerial data acquisition. Industries such

as construction, infrastructure inspection, and environmental monitoring can greatly

benefit from this comprehensive and streamlined aerial solution.

A series of overlapping photographs of the testing girder together with surrounding

environment are captured and cover the object from different viewpoints. Overview of

the drone’s flight is detailed in Table 4, including the number of images captured in

every stage, the number of flying strips in each survey, and the time cost.



35

Table 4 Overview of the drone’s flight.

4.2 Pre-pocessing of data
The processing of data is performed simultaneously in the software Microsoft Excel

and Agisoft Metashape. In Microsoft Excel the location data of the markers and other

interesting points are calculated and processed numerically and mathematically, while

in Agisoft Metashape the 3D reconstruction of the model is completed.

4.2.1 Original coordinate in Instrumental reference system
After defining the coordinate of the total station as the origin of the instrumental

reference system, a point named as “1000” in the Y axis and quite far away from the

origin is also defined. The original coordinates in the instrumental reference system

(the reference system draw in green in Figure 15) of the center point of the mentioned

8 markers are obtained in software Leica Infinity. It is easier to define an ideal

horizontal plane on which all points are projected once point “1000” is defined.

The spatial relationship between the instrumental reference system and the bridge

girder is presented in Figure 15. All available original instrumental coordinates are

displayed in Table 6, where the blank spaces in the Table are missing data due to

technical reasons.

4.2.2 Topographic and Photogrammetry reference system
As mentioned in section 3.2.1, the transformation of reference system is conducted

where markers 01 and 08 are used for the purpose of orientation in each project.

Parameters a, b, c, and d related to the calculation of coordinates are obtained and

varied in different phases, shown in Table 5.

Table 5 Values of a, b, c, d in coordinate transform.
In project 044, the coordinate data of marker 01 is missing, so the values of a, b, c,

and d are calculated as the average of parameters from the other 5 projects.

The topographic position information of GCPs is calculated with equation (3)-(4),
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shown in Table 7 and the photogrammetry coordinate can be acquired with equation

(5)-(7), shown in Table 8. Table 9 displays the estimated of markers, which will be

detailed in 4.4.1.

4.3 Photogrammetric processing
The optimal photogrammetric procedure is described to extract exact 3D information

of the observed items in this part, following the direct import of photos into the

Agisoft Metashape environment, as seen in Figure 21.

Figure 21 Optimized photogrammetric processing.
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Table 6 Original coordinate in instrumental reference system.

Table 7 Topographic coordinate.
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Table 8 Photogrammetric coordinate.

Table 9 Estimated coordinate.
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4.3.1 Alignment of photos
To align the imported images, go to the “Workflow” menu and choose “Align Photos”.

Metashape will automatically match and align the photos based on the features it

detects. The alignment parameters are shown in Table 10.

Alignment parameters

Accuracy High

Generic preselection Yes

Reference preselection Source

Key point limit 10,000

Key point limit per Mpx 40,000

Tie point limit 10,000

Matching time

041 28 mins 14 s

042 24 mins 14 s

043 49 mins 42 s

044 45 mins 37 s

045 52 mins 02 s

046 35 mins 25 s

Table 10 Alignment parameters.

4.3.2 Georeferencing
This process allows feature points in the image to be accurately located on the surface.

In this section, the known photogrammetry coordinates of GCPs are input manually to

the corresponding GCPs.

4.3.3 Build of dense point cloud
Once the alignment is optimized and satisfied, it’s supposed to proceed to build a

dense point cloud (DPC) from the aligned images. Go to “Workflow” menu and select

“Build Dense Cloud” or “Build Tiled Model”. The depth maps generation parameters

are shown in Table 11.

Depth maps generation parameters

Quality High

Filtering mode Mild

Processing time

041 1 h 48 mins

042 1 h 18 mins

043 1 h 20 mins

044 4 mins 10 s

045 59 mins 59 s

046 2 h 22 mins

Table 11 Depth maps generation parameters.

With the input coordinates of GCPs, 3D position of each feature point is calculated,

known as “estimated coordinate”. In other words, the point cloud is a collection of 3D

coordinates corresponding to the locations of the identified features.
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4.3.4 Creation of mesh and texture
Create a 3D mesh and apply textures to projects since Metashape provides tools for

mesh and texture generation under the “Workflow” menu. The model reconstruction

parameters are shown in Table 12.

Reconstruction parameters

Surface type Arbitrary

Source data Dense cloud

Interpolation Disabled

Strict volumetric masks No

Processing time

041 3 mins 45 s

042 4 mins 13 s

043 2 mins 36 s

044 1 mins 54 s

045 6 mins 39 s

046 3 mins 59 s

Table 12 Reconstruction parameters for 3D model.

4.3.5 Generation of DEM and Orthophoto
With the dense point cloud, a DEM can be generated, also under the “Workflow”

menu. Configure the settings for DEM generation, including the resolution and format,

shown in Table 13. In this project, the DEM of the loading surface in XY plane is

established separately for each single project, depicted in Figure 25.

DEM

Coordinate system Local coordinate

Source data Dense cloud

Interpolation Disabled

Processing time

041 08 s

042 14 s

043 19 s

044 18 s

045 19 s

046 17 s

Table 13 Reconstruction parameters for DEM.

An orthomosaic is a georeferenced and high-resolution aerial image.

Orthorectification allows to measure the field distances as the orthophoto is an

accurate representation of the surface, having been adjusted for topographic relief,

lens distortion and camera tilt. After building the texture, use the “Build Orthomosaic”

function to generate the orthomosaic. Configure and uniform the resolution of the

output with the minimum resolution of built DEMs: 0.001. Reconstruction parameters

are shown in Table 14.

However, there are some side effects from external environments on the form of
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orthomosaic. The examples used for illustration here are all from project “042”, right

span of beam. There exists the supporting frame (the yellow frameworks in Figure 22)

and loading frame (the iron framework in Figure 22). These artifacts are directly

projected in the orthomosaic, shown in Figure 23. With the modification explained in

section 3.2.2.8, the final orthomosaic with clear visuals is obtained, presented in

Figure 24. The Orthophotos of the loading surface for each single project are rendered

in Figure 26.

Orthomosaic

Coordinate system Local coordinate

Blending mode Mosaic

Surface DEM

Enable hole filling Yes

Enable ghosting filter No

Processing time

041 2 mins 03 s

042 2 mins 15 s

043 1 mins 46 s

044 1 mins 28 s

045 2 mins 07 s

046 2 mins 00 s

Table 14 Reconstruction parameters for Orthomosaic.

Figure 22 Image captured on site.
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Figure 23 Orthomosaic without modification.

Figure 24 Orthomosaic with modification.
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Figure 25 DEM of the loading surface of box girder.
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Figure 26 Orthophoto of the loading surface of box girder.

4.4 Export of results
When exporting photogrammetric results from Metashape, make sure to select the

appropriate export formats and settings based on the specific requirements of the

project and the compatibility with the software or systems for further analysis or

integration.

4.4.1 Export of estimated coordinate
The estimated 3D coordinate of all surface points can be collected, including the

center point of the GCPs and of the screws used to fix the aluminum frame where the
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LVDTs are equipped.

The estimated coordinate of markers is manifested in Table 9.

4.4.2 Evaluation of model
To assess the accuracy of the reconstruction of model, the estimated coordinates of the

markers are exported and compared with the relevant original instrumental coordinate

and photogrammetry coordinate in this part.

This can be accomplished by calculating the 3D-plane distance between various and

random pairs of marker points in different phases with formula (8), and then compare

the obtained results within 2 different reference system. To have a fully systematic

check, 8 random pairs of point distance are computed, which are spread over the

girder surface.

The 3D-plane distance calculated within instrumental and photogrammetry reference

system is shown as follows in Table 15 and 16, while the distance based on the

estimated coordinate data is indicated in Table 17. The absolute variation between the

photogrammetry value and estimated value is posted in Table 18. The parameters in

the shaded area are missing data due to technical reasons.

Table 15 3D-plane point distance on instrumental coordinate.

Table 16 3D-plane point distance on photogrammetry coordinate.

Table 17 3D-plane point distance on estimated coordinate.
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Table 18 Absolute Variation of point distance.
The complete equivalence of the first two sets of data proves the effectiveness of the

coordinate transformation, while there exists absolute variation between

photogrammetric 3D-plane distance and estimated 3D-plane distance.

The variation of the distance ∆ is within the range of [0.0000,0.0031] with meter as

the unit of measurement. The variation is in the acceptable error range, confirming the

authenticity of the photogrammetric process and then the following post-processing of

data could be continued.

4.4.3 Export of photogrammetric products
We export the DEM and Orthomosaic of the girder in different loading and unloading

phases and then introduce them in different software tools to analyze the behavior of

girder by appending different projects.

4.4.4 Export of processing reports
According to the exported report, valuable information could be taken advantage of to

analyze the process and the results.

From the very beginning of the survey, the physical information of camera, photo and

image could be found. Also, Metashape can supply a report on the calibration process

and the accuracy of the camera parameters.

Since the GCPs are introduced and the project is georeferenced, the relative

information, such as the coordinate system, projection, GCP location and error

estimate, could be reported as part of the report.

Metashape often generates processing logs that detail each step taken place during the

photogrammetry process. These logs aid to understand what the software did and

troubleshoot any issues.

What’s more, a quality report after processing a set of photos. This report provides

information about the accuracy and quality of the generated 3D model. It may include

statistics on the alignment error, reconstruction error, and other quality metrics.

All processing reports are attached in the Appendix, in the sequence of experimental

phases.
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4.5 Post-processing of data
In this section, further analysis work is implemented to supply a more intuitive result

and critical reflection.

On the one hand, the estimated 3D coordinate of 8 GCPs and 22 sensor points are

exported and used to monitor the vertical deflection and strains of the girder through

phases. On the other hand, DEMs and Orthomosaics are introduced in QGIS to

provide a comprehensive view of the structural element, allowing to identify the

potential deformation.

4.5.1 Post-processing of estimated coordinate
This task is also conducted in software Microsoft Excel, focusing on the vertical

deflection and strains of the box girder.

The vertical deflection of the box girder is obtained from the relative displacement of

8 GCPs in vertical direction, with project 041 as the reference. The results are

displayed in section 5.1, compared with that from transducer-based measuring method.

Meanwhile the strains in bending zone and shearing zone are represented by the

relative distance between different pairs of sensor points. The same calculation

principle for 3D-distance in section 3.3.1 is applied again.

To confirm the accuracy of UAV photogrammetry in the assessment of strains, these

values are measured up to the LVDTs’ outcomes. The results are presented in section

5.3 and 5.4.

4.5.2 Post-processing of DEM
In QGIS, DEMs in the XY plane for different projects are input and compared with

project 041 which stands for the initial condition.

With the application of the tool called “Raster calculator”, where DEM041 is set as

“Main input layer” and the other 5 DEMs are set as “Additional layers”, formula

“Subtraction -” is used to calculate the DEM of difference (DoD) in different loading

and unloading phases. The difference is represented by a set of “pseudo-color”. To

have a better visualization, the distribution of color band is adjusted to be “discrete”

and “quantify”.

The results stand for the lateral deflection of the box girder due to distortion during

the FPBT, discussed in section 5.2.

4.5.3 Post-processing of Orthomosaic
The integration of orthophoto with the DIC results in Ncorr can offer valuable insights

into the deformation behavior of materials or structures.

First of all, the images with sufficient resolution and surface features are imported in
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Ncorr in the format of PNG. Loading the orthophoto from project “041” as the

reference image and orthophotos as current images allows conducting a comparative

study throughout stages.

Then the “Region of interest” (ROI) is defined. In this case, 3 ROIs are under

investigation: one is defined near the mid-span, set for vertical deflection (Figure 27),

one is also near the mid-span but with smaller area to avoid potential noise, set for the

analysis of bending strains (Figure 28); the last one is within the left shearing zone, in

order to perform the analysis of shearing strains (Figure 29).

The DIC parameters are set to define the subset options, including the radius and

spacing. Later, the DIC analysis could start, following the selection of a contiguous

region to process and of the placement of seeds.

Figure 27 ROI in mid-span for analysis of vertical deflection.

Figure 28 ROI in mid-span for analysis of bending strain.
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Figure 29 ROI in left span for analysis of shearing strain.
Finally, the displacement and strain analysis could be performed easily by going to

Analysis > Format Displacements/ Calculate Strains in the main Ncorr graphical user

interface (GUI). The displacement in horizontal and vertical direction and the strains

Exx, Exy, Eyy are processed separately.

The results are in elaboration in section 5.
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5.Results and Discussions
In the present research, the most representative outcomes of the structural response

are presented and discussed. All be comparison assumes that the transducer-based

measurement describes a more precise structural behavior.

5.1 Vertical deflection
Vertical deflection of the whole beam is of greatest interest, which reflects the

acceptable limits of the structural deformation, as excessive deflection can indicate

structural weakness or potential failure. Measuring and controlling vertical deflection

is therefore crucial in the design and construction of such structures to guarantee their

safety and stability.

In this study, the vertical deflection of girder during the experimental test is measured

both by 9 potentiometer transducers connected to the bottom of the girders

continuously and 8 GCPs in girder surface through UAV photogrammetry technique,

shown in Figure 30. The transducer-measured deflection curves are delivered in

dashed lines while the photogrammetry-measured ones are in solid lines.

Clearly these both two sets of curves are parabolic and reach the maximum

displacement near the mid-span position. In addition to this, the corresponding curves

of these two sets in the same stages exhibit analogous consequences.

Figure 30 Comparison of deflection curves.
However, considering the transducers and the GCPs are not matched in the position

along the girder, it’s impossible to compare the measured vertical deformation in the
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same section. In this case, it would be more interesting to compare the vertical

displacement measured by these two methods at the same location along the beam

axis, as it’s assumed the points within the same section share the same movement,

shown in Figure 31, where inclination angle, or rotation angle α is regarded as

constant.

Figure 31 Vertical displacement within same cross-section.
Therefore, to perform a better analysis of the structural behavior in vertical direction,

the fitting of deflection curves from photogrammetry technique are necessary as its

measurement range is greater than that of transducer. The fitting of curves is detailed

in Table 19, where the goodness of fit 푅2, also known as coefficients of determination,

are all approached to 1.

R2 = 1 − SSres
SStot

(14)

where:

푆푆푟푒푠 is the sum of residuals’ square, also called the residual sum of squares.

푆푆푟푒푠 = 푖 (푦푖 − 푓푖)2 = 푖 푒푖2∑∑ .

푦푖 is the element of the data set (or observed data) and 푓푖 is the predicated value.

푆푆푡표푡 푖 (푦푖 − 푦�)2∑ .

푦� = 1
푛 푖=1

푛 푦푖∑ is the mean value of the observed data.
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Table 19 Fitting of deflection curves from photogrammetry.
In the present case, the absolute difference between deflection curves at the same

position is computed as shown in Table 20. It’s found that the variation is in the range

of [0.032,10.634] with millimeter as the unit of measurement, within the acceptable

error range. At the same time, it’s realized that the difference is comparatively larger

in two loading stages “043” and “045”, highlighted as shadow area in Table 20.

Variation ratio =
transducer measurement − photogrammetry measurement

transducer measurement

The absolute variation percentage is calculated as the ratio between absolute variation

and transducer-based measurement, shown in Figure 32. Furthermore, it’s noted that

the closer from interesting point to the mid-span, where happens larger deformation,

the lower the variation, always lower than 20%.

From the point of view of authors, besides the problem of physical parameters of

resolution of camera, it’s mainly because the UAV photogrammetry measurement is

not conducted at the exact time of maximum loading and corresponding maximum

deformation, leading to overall smaller deflection values than expected.

Table 20 Absolute variation of vertical deflection.
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Figure 32 Absolute variation percentage of vertical deflection.
Overall, this proves that the photogrammetry-based measurement provides a reliable

survey in the displacement since these measurement techniques show good agreement

with each other in vertical deflection, especially in stable phases.

DIC is subsequently included for the purpose of reviewing and assessing the vertical

deflection measured at the mid-span by the two previously described techniques. In

this matter, the ROI is set to be near the mid-span, around 9.75m from the left side.

That is, the main related physical phenomenon discussed as follows is the mid-span

vertical deflection. The plots of displacement in vertical direction are presented in

Figure 33.

(a)
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(b)

(c)
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(d)

(e)
Figure 33 Vertical displacement of different stages in mid-span

(a)042; (b)043; (c)044; (d)045; (e)046.
It deserves great attention that the pattern of vertical displacement change calculated

by DIC technology is consistent with the conclusions we have drawn before, which

means the larger deformation does appear with the maximum loading and it puts

forward a very resembling degree with that of mentioned findings, just several

millimeters in difference.
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The comparison of the vertical displacement at the mid-span measured by 3 methods

are elaborated in Table 21:

Table 21 Vertical displacement at mid-span.

It’s found that the result offered by DIC is within the upper range of “photogrammetry

result” and the lower range of “transducer result”, which could be described as

“conservative but persuasive” in some cases. A more evident expression is provided

in Figure 34.

Figure 34 Vertical displacement at mid-span.

If the assessment results are evaluated with the transducer-based parameters, the

analysis could be deepened with the variation percentage, delivered in Table 22 and

Figure 35.

Table 22 Absolute variation percentage at mid-span.
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Figure 35 Absolute variation percentage at mid-span.

First and foremost, DIC tends to supply with more assembling outcomes with the

transducer-based value when compared to photogrammetry. It deserves extra attention

about the location of ROI, which is not at the exact mid-span, but about 0.25m away

from. This means the displacement calculated by DIC at mid-span should be larger

than the value discussed here, leading to an assessment with an even lower error

percentage. Additionally, it appears that the variation is significant in the second

stages (“Instrumentation”), up to almost 50%. However, the variation at other

experimental phases is comparatively lower, within 20%, especially for two loading

stages (“043” and “045”) where the large deformation shows up.

5.2 Lateral deflection
Lateral deflection refers to the sideways movement perpendicular to the vertical load.

It typically becomes more prominent when the load is applied off-center along the

length of the girder. The lateral deflection of the beam at the mid-span is a critical

parameter to evaluate the behavior of the beam under the applied load.

In this FPBT, two external forces are always assumed to be equal and form the

applied force together. Under this circumstance, the lateral deflection is mainly caused

by the bending moment and has nothing to do with torsion. According to the study

from Vizzaccaro, A., the great loading induces bending, resulting in this elastic

behavior of material along its length[48]. A more detailed analysis, such as finite

element analysis or numerical methods, can be developed to obtain a more accurate

predictions of lateral deflection with specific parameters related to geometry, material

and loading configuration (shown in Figure 36).
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Figure 36 Analytical solution of a beam in pure bending

(a) Stress state 휎푥푥 in a cross-section S; (b, c) reference (in grey) and deformed (in

blue) configurations of the beam. The Poisson effect has been magnified with a factor

20 in the cross-section view (c).

In QGIS, this lateral deflection is identified with the analysis of DEMs. The DEM of

difference of the girder surface, refers to DoD in the following discussion, is

expressed in distinct color, representing the degree of the sideways movement (shown

in Figure 37, with m as unit of measurement). The darker the color green, the larger

the lateral deflection and vice versa.

It’s quite apparent that during the 2 loading phases, the degree of lateral deflection

presents an ascending trend, and the range of deformation expands. In the two

unloading stages, the lateral movement decreases relatively, but it cannot turn its

original reference state as shown in “DoD042_041”.

The detection of deformation can supply insights into the distribution of stresses and

strains, in addition to the safety, stability and integrity of the beam. In summary,

comparing the DEMs of girder surface under different loading and unloading phases

provides a wealth of information about the structural performance. This finding is

quite useful for the engineer to ensure proper design (e.g., prestressing tendons,

stirrups), quality materials and appropriate construction practice.
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Figure 37 DoDs at different stages.
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5.3 Bending strains
In this primary comparison, the bending strains measured from photogrammetry

technique is represented by the 3D-plane displacement between the screws’ center,

which are used to fix the frames and transducers, referring to “data 1” in Figure 38

and Figure 39.

The results are calculated with the initial state “041” as reference and then input to

MATLAB directly to compare with the transducer-based outcomes, shown in “blue

curves” in Figure 38 and 39.

(a)

(b)
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(c)
Figure 38 Comparison of compressive strain in mid-span

(a)B01C; (b)B02C; (c)B03C.

(a)

(b)
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(c)
Figure 39 Comparison of tensile strain in mid-span

(a)B01T; (b)B02T; (c)B03T.
It seems that the photogrammetry-based strains are not perfectly consistent with the

transducer-based measurement. However, it should be highlighted that the maximum

variation is still within 1 mm and it’s acceptable and satisfactory. What’s more, it’s

still able to draw the meaningful trend-line for the strains throughout experimental

tests even if there’s some considerable noise.

Then it’s supposed to proceed with the consideration of DIC here since it’s furnished

with strain analysis automatically. The plots of horizontal strain 퐸푥푥 are presented in

Figure 40.

(a)
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(b)

(c)
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(d)

(e)
Figure 40 Horizontal strain Exx of different stages in mid-span

(a)042; (b)043; (c)044; (d)045; (e)046.
The monitoring values provided by transducers are transformed from displacement of

screws’ center points to strains as:

ε =
∆L
L0

with unit of measurement as ε = [mm/mm].

Since the magnitude of the measured strain is small, the standard practice is to use

units of microstrain (με), which is [ε × 10^ − 6].
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Three compressive LVDTs “B01/02/03C” and the leftmost tensile LVDT “B01T” at

the bottom (the closest transducer to the ROI) in 2 loading stages are discussed in this

part due to their recognizable measurement.

The strains calculated directly by DIC technology are provided in Figure 41. The

displacement and corresponding strain with respect to the aluminum frames is shown

in Table 23.

(a) Horizontal strain Exx around B01C at “043”

(b) Horizontal strain Exx around B01C at “045”

(c) Horizontal strain Exx around B02C at “043”
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(d) Horizontal strain Exx around B02C at “045”

(e) Horizontal strain Exx around B03C at “043”

(f) Horizontal strain Exx around B03C at “045”
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(g) Horizontal strain Exx around B01T at “043”

(h) Horizontal strain Exx around B01T at “045”

Figure 41 Horizontal strain Exx of 4 transducers in bending zone.

Table 23 Comparison of bending strain Exx
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From the table, the conclusion can be drawn as the DIC technology achieves a reliable

estimation of horizontal strain when evaluated against the transducer-based results,

although the magnitude of some values is not at the same level. It could be more

meaningful if explained as: strain itself is a kind of parameter of small value, where

the reasonable error range of the strain could be relatively large.

To have a further analysis of the bending strain along depth within cross-section, the

principles of beam theory can be applied. In bending, the beam experiences both

tensile and compressive stresses across its depth, resulting in a distribution of strains.

The stress and strain distribution across beam depth is displayed in Figure 42.

Assuming linear elastic behavior (Hooke's Law), the strain ε at any point within the

beam can be expressed in terms of the distance from the neutral axis c , where the

neutral axis is the axis through which there is no change in length during bending. In

the case of a box beam, the neutral axis is generally located at the centroid of the

cross-sectional shape, which is likely at the center for a symmetrical box beam. In

bending, the top fibers of the beam are in compression, and the bottom fibers are in

tension. The neutral axis separates these regions, and its location is influenced by the

balance between the magnitudes of tensile and compressive stresses. As the beam

deforms under the applied loads, the neutral axis moves continuously along the cross-

section to maintain the equilibrium of forces and moments[49].

Figure 42 Stress and strain distribution across beam depth.

In this study, a rough approximation of neutral axis is made where there’s presented a

sudden transition from compressive strains to tensile strains, shown as the white

dashed line in Figure 43. In these two figures, the blue area is under compression

while the majority of the red area experiences tensile strains. With the increase of

external loading, the location of neutral axis moves upwards lightly.
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(a)

(b)

Figure 43 Division of bending strains with DIC

(a)first loading stage: 043; (b)second loading stage: 045.
DIC technology calculates the bending strains in horizontal direction for each pixel

automatically. All these values are extracted and processed to obtain the average value

of strain, separately for compressive zone and tensile zone, shown in Figure 44. The

computed negative compressive strain is found on the top of the cross-section while

the positive tensile strain is on the bottom. The straight dashed line between these two

points intersects the ordinate axis, thus deciding the location of the neutral axis.

To evaluate this assumption, the transducer measurement of bending strains is also

plotted in the same figure and fitted with a straight trend line (black solid line in

Figure 44). In this case, the neutral axis can also be defined in the same principle.

In the first loading stage 043, the definition of neutral axis and the estimation of

tensile strain by DIC is in good agreement with the transducer measurement, while the
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predicted larger compressive strain provides a more conservative warning.

As for the second loading phase 045, the prediction of compressive strain from the

two methods seems to be perfectly matched as the two points are almost overlapped

completely. However, a large noise takes place in the definition of neutral axis and

tensile strain.

(a) (b)

Figure 44 Bending strain distribution along beam depth

(a)first loading stage: 043; (b)second loading stage: 045.
In summary, these comparable values of bending strains given by DIC technology

confirms a fact that there is the potential application in the large-scale experimental

test with precise products with the accuracy of the same order of magnitude or even

more faithful, but it still deserves more experiments to validate, improve and polish

this method.

5.4 Shearing strains
In the investigation of the shearing zones, the comparison is carried out separately:

one is between the photogrammetry-based estimated coordinate and LVDT-based

measurement (Figure 45); whilst the other is implemented in DIC technique and

sensor data (Figure 46).
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(a)

(b)

(c)
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(d)

Figure 45 Comparison of shearing strains

(a)SH1A; (b)SH1B; (c)SH2A; (d)SH2B.

There’s no doubt that the gap between the two sets of data still cannot be ignored but

the variation is limited to 1 mm or even less.

When it comes to the shearing strains, it will be more meaningful to investigate the

strain in the inclined direction. Here are the plots of strain Exy in different

experimental tests, obtained with the calculation in DIC, shown in Figure 46.

If we focus the attention on the ROI, it’s not difficult to discover there’s a strong bond

between the layout of the transducers and the detected shearing strains. It provides an

intuitive and vivid expression for the qualitative understanding of shearing strain,

where around the compressive transducer like “SH1B” and “SH2B” the computed

negative strains are mainly blocked with color “blue”. On the contrary, near the area

of the tensile elements “SH1A” and “SH2A”, there was presented an obvious shape in

the color “red”. This relationship is highlighted with the double-arrow shape in (b)

and (d) of Figure 46.

This would be more interesting to predict the global behavior of the beam under

loading with the assumption that the layout of shearing sensors covers a larger area of

the girder. It paves the way to measure the strains of testing objects without the

complex installment of sensors and other monitoring instruments.
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(a)

(b)
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(c)

(d)
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(e)

Figure 46 Exy of different stages in shearing zone

(a)042; (b)043; (c)044; (d)045; (e)046.

As for the quantitative analysis, the displacement and corresponding strain in two

loading stages with respect to the aluminum frames is shown in Table 24. The strains

calculated directly by DIC technology are provided in Figure 47.

Table 24 Comparison of shearing strain Exy.
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(a) Shearing strain Exy around SH1A at “043”

(b) Shearing strain Exy around SH1A at “045”

(c) Shearing strain Exy around SH1B at “043”
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(d) Shearing strain Exy around SH1B at “045”

(e) Shearing strain Exy around SH2A at “043”

(f) Shearing strain Exy around SH2A at “045”
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(g) Shearing strain Exy around SH2B at “043”

(h) Shearing strain Exy around SH2B at “045”

Figure 47 Shearing strain Exy of 4 transducers at loading stages.

It’s conspicuous that DIC estimates the shearing strains as well as its work in the
assessment of bending strains, whose values are preferable to be in the same
magnitude with that of the reference standard.
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6.Conclusion and Recommendation
This study has detailed a set of strategic photogrammetric procedures executed and
described for the structural monitoring in a large-scale FPBT on a PC bridge girder.
With the implementation of several innovative geomatics tools and techniques
including total station and UAV, Agisoft Metashape, QGIS and MATLAB, the
measuring outcomes are in satisfactory agreement with the transducer-based
assessment during the experimental test with respect to the global structural behavior
of the girder, overcoming with some physical limitations from external environment.
They can be summarized as:

A. The convenience and feasibleness of UAV photogrammetry has been proved
in the assessment of displacement and deformation with significant accuracy
at millimeter level.

B. Many pre-processing steps can be adopted to the images and data to increase
the quality of input information.

C. In the study of vertical deflection, variation between photogrammetry-based
data and the reference values offered by LVDTs could be relatively large,
especially in two loading phases where larger displacement happens, up to 10
mm. In this case, DIC technology provides a more reliable estimation with
acceptable error range within 15%.

D. In the consideration of strains, orthomosaic-based DIC can provide a reliable
calculation with high precision. One the one hand, it can be used to describe
the strain distribution along depth under pure bending; On the other hand, its
outstanding ability to display shearing strain paves the way to predict the
potential behavior of the whole element even through a small investigation
area.

E. DEM is helpful to increase attention to the failure phenomenon in lateral
direction, which contributes to the proper design and construction practice of
structural elements, i.e., stirrups.

The proposed work provides some advantageous information in the assessment of
efficacy of unique measurement techniques regarding different specific tasks. What’s
more, the method proposed is efficient and economic, and it’s suitable for widespread
use. Considering these strengths, the study will facilitate improved understanding,
enhanced monitoring accuracy, and more effective management of civil infrastructure.
Even more, it may pave the way for a groundbreaking hybrid structural monitoring
system tailored for large-scale experimental tests, which provides unparalleled
insights into the structural behavior, deformation patterns, and response to dynamic
loading, all while delivering the visual context necessary for a deeper understanding.
However, there are still some aspects for improvement of this research:

A. Accuracy could be improved further by the adoption of cameras with higher
resolution, and the selection of test environment with less external interference.
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B. Formulating and implementing a complete and thoughtful experimental plan
can minimize missing data and experimental errors, for example, the definition
of flight planning and ground sample distance.

C. More controlled trials can make the experimental results more convincing and
authoritative. For instance, more structural elements could be under
investigation or more analysis platforms could be introduced for comparison.

Further development of this topic and research could involve the synchronization of
several drones to facilitate systematic displacement monitoring of structures if
possible and focus on more complex experimental tests like full-modal dynamic
analysis. What’s more, it could also be interesting in springing up a platform or
system where DIC is integrated with UAV photogrammetry with the purpose of
application in structural inspection.
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Agisoft Metashape
Processing Report 1
21 September 2023



Survey Data

1
2
3
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5
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8
9
> 9

5 m

Fig. 1. Camera locations and image overlap.

Number of images: 187

Flying altitude: 6.14 m

Ground resolution: 0.751 mm/pix

Coverage area: 23.4 m²

Camera stations: 186

Tie points: 54,660

Projections: 611,725

Reprojection error: 1.04 pix

Camera Model Resolution Focal Length Pixel Size Precalibrated

ZenmuseP1 (35mm) 8192 x 5460 35 mm 4.39 x 4.39 μm No

Table 1. Cameras.
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Camera Calibration

1 pix
Fig. 2. Image residuals for ZenmuseP1 (35mm).

ZenmuseP1 (35mm)

187 images

Type Resolution Focal Length Pixel Size

Frame 8192 x 5460 35 mm 4.39 x 4.39 μm

Value Error F Cx Cy K1 K2 K3 P1 P2

F 8212.16 0.15 1.00 -0.00 -0.13 -0.07 0.06 -0.05 0.03 0.03

Cx -25.6358 0.25 1.00 -0.00 0.01 -0.00 -0.01 0.89 -0.00

Cy 22.7724 0.13 1.00 0.05 -0.02 0.02 -0.00 0.43

K1 -0.042023 4.4e-05 1.00 -0.96 0.90 0.01 0.07

K2 0.0203189 0.00029 1.00 -0.98 -0.01 -0.02

K3 -0.100805 0.00058 1.00 -0.00 0.01

P1 -0.00109183 5.8e-06 1.00 -0.00

P2 0.000755412 2.5e-06 1.00

Table 2. Calibration coefficients and correlation matrix.
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Ground Control Points

101

102
103

104 105 106

108

A
107

-2.5 mm
-2 mm
-1.5 mm
-1 mm
-0.5 mm
0 mm
0.5 mm
1 mm
1.5 mm
2 mm
2.5 mm

x 400

Control points Check points
5 m

Fig. 3. GCP locations and error estimates.

Z error is represented by ellipse color. X,Y errors are represented by ellipse shape.

Estimated GCP locations are marked with a dot or crossing.

Count X error (mm) Y error (mm) Z error (mm) XY error (mm) Total (mm)

7 1.03454 0.719513 1.60051 1.26015 2.03706

Table 3. Control points RMSE.
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Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

101 0.877185 -1.02113 -1.44579 1.97547 0.818 (16)

102 1.22584 0.591275 -1.52321 2.04266 1.277 (16)

103 -1.00782 -0.191083 2.05974 2.30103 0.974 (16)

104 -1.44774 0.678309 1.55338 2.22914 0.576 (16)

105 -0.949461 0.33617 0.116372 1.01392 0.400 (16)

106 0.227314 0.682011 1.43119 1.6016 0.826 (16)

108 1.07469 -1.07555 -2.1917 2.66745 0.368 (14)

Total 1.03454 0.719513 1.60051 2.03706 0.813

Table 4. Control points.

Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

A 61.882 (14)

107 0.338 (16)

Total

Table 5. Check points.
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Digital Elevation Model

9.9 m

10.2 m

5 m

Fig. 4. Reconstructed digital elevation model.

Resolution: 1.5 mm/pix

Point density: 44.3 points/cm²
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Processing Parameters

General
Cameras 187
Aligned cameras 186
Markers 9
Shapes

Polygon 7
Coordinate system Local Coordinates (m)
Rotation angles Yaw, Pitch, Roll

Point Cloud
Points 54,660 of 268,295
RMS reprojection error 0.231828 (1.03876 pix)
Max reprojection error 0.753975 (48.0628 pix)
Mean key point size 3.89078 pix
Point colors 3 bands, uint8
Key points 2.71 GB
Average tie point multiplicity 7.7387
Alignment parameters

Accuracy High
Generic preselection Yes
Reference preselection Source
Key point limit 10,000
Key point limit per Mpx 40,000
Tie point limit 10,000
Exclude stationary tie points Yes
Guided image matching Yes
Adaptive camera model fitt ing No
Matching time 28 minutes 14 seconds
Matching memory usage 9.74 GB
Alignment time 12 minutes 53 seconds
Alignment memory usage 357.98 MB

Date created 2023:03:14 09:47:25
Software version 1.8.4.14856
File size 41.65 MB

Depth Maps
Count 186
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 1 hours 48 minutes
Memory usage 4.80 GB

Date created 2023:03:28 12:56:11
Software version 1.8.4.14856
File size 881.68 MB

Dense Point Cloud
Points 67,828,267
Point colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
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Max neighbors 16
Processing time 1 hours 48 minutes
Memory usage 4.80 GB

Dense cloud generation parameters
Processing time 1 hours 39 minutes
Memory usage 20.29 GB

Date created 2023:03:28 14:35:17
Software version 1.8.4.14856
File size 984.40 MB

Model
Faces 912,943
Vertices 459,802
Vertex colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 1 hours 48 minutes
Memory usage 4.80 GB

Reconstruction parameters
Surface type Arbitrary
Source data Dense cloud
Interpolation Disabled
Strict volumetric masks No
Processing time 3 minutes 45 seconds
Memory usage 3.12 GB

Date created 2023:03:29 07:52:32
Software version 1.8.4.14856
File size 20.95 MB

DEM
Size 19,584 x 7,917
Coordinate system Local Coordinates (m)
Reconstruction parameters

Source data Dense cloud
Interpolation Disabled
Processing time 8 seconds
Memory usage 150.88 MB

Date created 2023:09:21 11:37:26
Software version 1.8.4.14856
File size 40.62 MB

Orthomosaic
Size 19,698 x 1,389
Coordinate system Local Coordinates (m)
Colors 3 bands, uint8
Reconstruction parameters

Blending mode Mosaic
Surface DEM
Enable hole filling Yes
Enable ghosting filter No
Processing time 2 minutes 3 seconds
Memory usage 724.54 MB

Date created 2023:03:29 13:24:27
Software version 1.8.4.14856
File size 1.02 GB

System
Software name Agisoft Metashape Professional
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Software version 1.8.4 build 14856
OS Windows 64 bit
RAM 31.89 GB
CPU Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz
GPU(s) GeForce GTX 760

GeForce GTX 760
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Survey Data

1
2
3
4
5
6
7
8
9
> 9

5 m

Fig. 1. Camera locations and image overlap.

Number of images: 156

Flying altitude: 6.95 m

Ground resolution: 0.872 mm/pix

Coverage area: 22.9 m²

Camera stations: 156

Tie points: 92,398

Projections: 830,364

Reprojection error: 0.833 pix

Camera Model Resolution Focal Length Pixel Size Precalibrated

ZenmuseP1 (35mm) 8192 x 5460 35 mm 4.39 x 4.39 μm No

Table 1. Cameras.
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Camera Calibration

1 pix
Fig. 2. Image residuals for ZenmuseP1 (35mm).

ZenmuseP1 (35mm)

156 images

Type Resolution Focal Length Pixel Size

Frame 8192 x 5460 35 mm 4.39 x 4.39 μm

Value Error F Cx Cy K1 K2 K3 P1 P2

F 8202.33 0.11 1.00 -0.12 0.15 -0.05 0.08 -0.08 -0.02 -0.02

Cx -26.4933 0.17 1.00 -0.05 -0.02 0.02 -0.04 0.75 0.02

Cy 18.841 0.13 1.00 -0.01 0.01 -0.01 0.02 -0.18

K1 -0.0468106 2.8e-05 1.00 -0.96 0.90 -0.04 -0.02

K2 0.0171009 0.00019 1.00 -0.98 0.05 0.04

K3 -0.0922657 0.00039 1.00 -0.07 -0.04

P1 -0.000961466 4.1e-06 1.00 -0.00

P2 0.000660001 1.5e-06 1.00

Table 2. Calibration coefficients and correlation matrix.
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Ground Control Points

201
202

203 204
205

206 207208
A

-0.3 mm
-0.24 mm
-0.18 mm
-0.12 mm
-0.06 mm
0 mm
0.06 mm
0.12 mm
0.18 mm
0.24 mm
0.3 mm

x 600

Control points Check points
5 m

Fig. 3. GCP locations and error estimates.

Z error is represented by ellipse color. X,Y errors are represented by ellipse shape.

Estimated GCP locations are marked with a dot or crossing.

Count X error (mm) Y error (mm) Z error (mm) XY error (mm) Total (mm)

8 0.82957 0.336718 0.163193 0.895302 0.910053

Table 3. Control points RMSE.
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Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

201 1.49413 -0.184437 0.0363205 1.50591 0.271 (12)

202 0.0304455 0.300984 -0.0927012 0.316404 0.349 (12)

203 -0.630186 -0.284638 0.253958 0.736647 0.216 (12)

204 -1.13458 0.112981 -0.285462 1.17538 0.268 (12)

205 -0.827739 0.363175 -0.0181247 0.904088 0.155 (12)

206 -0.178432 -0.680375 0.154203 0.720088 0.173 (12)

207 0.406339 0.296889 0.102179 0.513512 0.183 (12)

208 0.840022 0.0754223 -0.150373 0.856701 0.416 (12)

Total 0.82957 0.336718 0.163193 0.910053 0.268

Table 4. Control points.

Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

A 0.295 (12)

Total

Table 5. Check points.
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Digital Elevation Model

9.89 m

10.2 m

5 m

Fig. 4. Reconstructed digital elevation model.

Resolution: 1.74 mm/pix

Point density: 32.8 points/cm²
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Processing Parameters

General
Cameras 156
Aligned cameras 156
Markers 9
Shapes

Polygon 6
Coordinate system Local Coordinates (m)
Rotation angles Yaw, Pitch, Roll

Point Cloud
Points 92,398 of 229,351
RMS reprojection error 0.177787 (0.833254 pix)
Max reprojection error 0.564016 (46.7532 pix)
Mean key point size 3.67302 pix
Point colors 3 bands, uint8
Key points 1.85 GB
Average tie point multiplicity 7.36408
Alignment parameters

Accuracy High
Generic preselection Yes
Reference preselection Source
Key point limit 10,000
Key point limit per Mpx 40,000
Tie point limit 10,000
Exclude stationary tie points Yes
Guided image matching Yes
Adaptive camera model fitt ing No
Matching time 24 minutes 14 seconds
Matching memory usage 2.64 GB
Alignment time 14 minutes 10 seconds
Alignment memory usage 464.66 MB

Date created 2023:03:14 17:08:23
Software version 1.8.4.14856
File size 35.01 MB

Depth Maps
Count 156
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 1 hours 18 minutes
Memory usage 10.76 GB

Date created 2023:03:15 14:50:57
Software version 1.8.4.14856
File size 890.27 MB

Dense Point Cloud
Points 29,987,227
Point colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
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Max neighbors 16
Processing time 1 hours 18 minutes
Memory usage 10.76 GB

Dense cloud generation parameters
Processing time 1 hours 44 minutes
Memory usage 19.12 GB

Date created 2023:03:15 16:35:31
Software version 1.8.4.14856
File size 510.96 MB

Model
Faces 647,973
Vertices 325,735
Vertex colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 1 hours 18 minutes
Memory usage 10.76 GB

Reconstruction parameters
Surface type Arbitrary
Source data Dense cloud
Interpolation Disabled
Strict volumetric masks No
Processing time 4 minutes 13 seconds
Memory usage 2.17 GB

Date created 2023:03:24 09:21:44
Software version 1.8.4.14856
File size 14.86 MB

DEM
Size 22,630 x 9,174
Coordinate system Local Coordinates (m)
Reconstruction parameters

Source data Dense cloud
Interpolation Disabled
Processing time 14 seconds
Memory usage 150.01 MB

Date created 2023:09:21 11:13:38
Software version 1.8.4.14856
File size 29.63 MB

Orthomosaic
Size 19,671 x 1,359
Coordinate system Local Coordinates (m)
Colors 3 bands, uint8
Reconstruction parameters

Blending mode Disabled
Surface Mesh
Enable hole filling Yes
Enable ghosting filter No
Processing time 2 minutes 15 seconds
Memory usage 1.41 GB

Date created 2023:09:21 11:15:28
Software version 1.8.4.14856
File size 920.22 MB

System
Software name Agisoft Metashape Professional
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Software version 1.8.4 build 14856
OS Windows 64 bit
RAM 31.89 GB
CPU Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz
GPU(s) GeForce GTX 760

GeForce GTX 760
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Survey Data

1
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5 m

Fig. 1. Camera locations and image overlap.

Number of images: 150

Flying altitude: 7.18 m

Ground resolution: 0.937 mm/pix

Coverage area: 22.7 m²

Camera stations: 150

Tie points: 86,620

Projections: 803,341

Reprojection error: 0.885 pix

Camera Model Resolution Focal Length Pixel Size Precalibrated

ZenmuseP1 (35mm) 8192 x 5460 35 mm 4.39 x 4.39 μm No

Table 1. Cameras.
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Camera Calibration

1 pix
Fig. 2. Image residuals for ZenmuseP1 (35mm).

ZenmuseP1 (35mm)

150 images

Type Resolution Focal Length Pixel Size

Frame 8192 x 5460 35 mm 4.39 x 4.39 μm

Value Error F Cx Cy K1 K2 K3 P1 P2

F 8199.72 0.14 1.00 -0.05 0.17 0.01 -0.04 0.06 -0.02 0.12

Cx -16.9991 0.21 1.00 -0.03 0.01 0.00 -0.01 0.86 -0.05

Cy 16.8959 0.074 1.00 -0.05 0.07 -0.10 -0.01 0.25

K1 -0.0473803 3.1e-05 1.00 -0.96 0.90 0.00 -0.01

K2 0.0139562 0.00021 1.00 -0.98 0.00 0.04

K3 -0.0922131 0.00045 1.00 -0.02 -0.04

P1 -0.000819273 4.5e-06 1.00 -0.05

P2 0.000610342 1.4e-06 1.00

Table 2. Calibration coefficients and correlation matrix.
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Ground Control Points

301 304
306

307308302
A

303
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-1.1 mm
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-0.44 mm
-0.22 mm
0 mm
0.22 mm
0.44 mm
0.66 mm
0.88 mm
1.1 mm

x 200

Control points Check points
5 m

Fig. 3. GCP locations and error estimates.

Z error is represented by ellipse color. X,Y errors are represented by ellipse shape.

Estimated GCP locations are marked with a dot or crossing.

Count X error (mm) Y error (mm) Z error (mm) XY error (mm) Total (mm)

6 1.16665 1.77352 0.660436 2.12284 2.2232

Table 3. Control points RMSE.
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Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

301 1.40306 1.81095 -0.398574 2.32529 0.442 (20)

304 -1.75575 1.85055 1.08391 2.77165 0.179 (17)

306 -0.621698 0.386652 0.20397 0.760008 0.254 (15)

307 -0.40719 0.142912 0.415679 0.599179 0.318 (13)

308 1.58758 -0.827495 -0.982229 2.04204 0.261 (16)

302 -0.206008 -3.36357 -0.322752 3.38529 0.369 (17)

Total 1.16665 1.77352 0.660436 2.2232 0.322

Table 4. Control points.

Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

A 0.209 (14)

303 0.206 (17)

305 0.227 (16)

Total

Table 5. Check points.
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Digital Elevation Model

9.84 m

10.3 m

5 m

Fig. 4. Reconstructed digital elevation model.

Resolution: 1.87 mm/pix

Point density: 28.5 points/cm²
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Processing Parameters

General
Cameras 150
Aligned cameras 150
Markers 9
Shapes

Polygon 6
Coordinate system Local Coordinates (m)
Rotation angles Yaw, Pitch, Roll

Point Cloud
Points 86,620 of 195,243
RMS reprojection error 0.190393 (0.884632 pix)
Max reprojection error 0.5983 (49.209 pix)
Mean key point size 3.67351 pix
Point colors 3 bands, uint8
Key points 1.77 GB
Average tie point multiplicity 8.27483
Alignment parameters

Accuracy High
Generic preselection Yes
Reference preselection Source
Key point limit 10,000
Key point limit per Mpx 40,000
Tie point limit 10,000
Exclude stationary tie points Yes
Guided image matching Yes
Adaptive camera model fitt ing No
Matching time 49 minutes 42 seconds
Matching memory usage 2.63 GB
Alignment time 22 minutes 16 seconds
Alignment memory usage 258.36 MB

Date created 2023:03:14 17:41:46
Software version 1.8.4.14856
File size 33.38 MB

Depth Maps
Count 150
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 1 hours 20 minutes
Memory usage 10.86 GB

Date created 2023:03:20 12:08:23
Software version 1.8.4.14856
File size 881.76 MB

Dense Point Cloud
Points 28,012,644
Point colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
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Max neighbors 16
Processing time 1 hours 20 minutes
Memory usage 10.86 GB

Dense cloud generation parameters
Processing time 1 hours 17 minutes
Memory usage 18.91 GB

Date created 2023:03:20 13:25:40
Software version 1.8.4.14856
File size 583.95 MB

Model
Faces 616,189
Vertices 309,983
Vertex colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 1 hours 20 minutes
Memory usage 10.86 GB

Reconstruction parameters
Surface type Arbitrary
Source data Dense cloud
Interpolation Disabled
Strict volumetric masks No
Processing time 2 minutes 36 seconds
Memory usage 2.37 GB

Date created 2023:03:24 09:05:46
Software version 1.8.4.14856
File size 14.13 MB

DEM
Size 26,422 x 9,460
Coordinate system Local Coordinates (m)
Reconstruction parameters

Source data Dense cloud
Interpolation Disabled
Processing time 19 seconds
Memory usage 150.75 MB

Date created 2023:09:21 09:28:24
Software version 1.8.4.14856
File size 24.41 MB

Orthomosaic
Size 19,644 x 1,319
Coordinate system Local Coordinates (m)
Colors 3 bands, uint8
Reconstruction parameters

Blending mode Disabled
Surface Mesh
Enable hole filling Yes
Enable ghosting filter No
Processing time 1 minutes 46 seconds
Memory usage 1.39 GB

Date created 2023:09:21 11:03:12
Software version 1.8.4.14856
File size 829.21 MB

System
Software name Agisoft Metashape Professional
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Software version 1.8.4 build 14856
OS Windows 64 bit
RAM 31.89 GB
CPU Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz
GPU(s) GeForce GTX 760

GeForce GTX 760
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Survey Data

1
2
3
4
5
6
7
8
9
> 9

5 m

Fig. 1. Camera locations and image overlap.

Number of images: 108

Flying altitude: 7.5 m

Ground resolution: 0.991 mm/pix

Coverage area: 22.8 m²

Camera stations: 108

Tie points: 72,601

Projections: 485,990

Reprojection error: 0.968 pix

Camera Model Resolution Focal Length Pixel Size Precalibrated

ZenmuseP1 (35mm) 8192 x 5460 35 mm 4.39 x 4.39 μm No

Table 1. Cameras.
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Camera Calibration

1 pix
Fig. 2. Image residuals for ZenmuseP1 (35mm).

ZenmuseP1 (35mm)

108 images

Type Resolution Focal Length Pixel Size

Frame 8192 x 5460 35 mm 4.39 x 4.39 μm

Value Error F Cx Cy K1 K2 K3 P1 P2

F 8197.99 0.078 1.00 -0.15 0.07 -0.03 0.06 -0.04 -0.13 0.12

Cx -28.5467 0.1 1.00 0.01 -0.01 0.02 -0.02 0.90 -0.05

Cy 19.3823 0.05 1.00 -0.04 0.03 -0.04 -0.05 0.44

K1 -0.0483598 2.3e-05 1.00 -0.96 0.90 -0.02 -0.03

K2 0.0174619 0.00014 1.00 -0.98 0.02 0.02

K3 -0.097522 0.00027 1.00 -0.03 -0.03

P1 -0.00101879 2.6e-06 1.00 -0.06

P2 0.000656727 1.2e-06 1.00

Table 2. Calibration coefficients and correlation matrix.
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Ground Control Points

404 405
406 407 408A

401
402

403

-0.7 mm
-0.56 mm
-0.42 mm
-0.28 mm
-0.14 mm
0 mm
0.14 mm
0.28 mm
0.42 mm
0.56 mm
0.7 mm

x 1500

Control points Check points
5 m

Fig. 3. GCP locations and error estimates.

Z error is represented by ellipse color. X,Y errors are represented by ellipse shape.

Estimated GCP locations are marked with a dot or crossing.

Count X error (mm) Y error (mm) Z error (mm) XY error (mm) Total (mm)

5 0.268499 0.199449 0.486429 0.334472 0.590326

Table 3. Control points RMSE.
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Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

404 -0.0415819 0.256115 -0.225969 0.344073 0.472 (13)

405 0.0377634 -0.322988 0.564544 0.651504 0.336 (14)

406 0.0304882 -0.0984606 -0.538813 0.548583 0.355 (11)

407 0.408576 0.0296493 -0.401343 0.573489 0.245 (12)

408 -0.435246 0.135684 0.601581 0.754817 0.360 (12)

Total 0.268499 0.199449 0.486429 0.590326 0.362

Table 4. Control points.

Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

A 0.318 (12)

401 0.179 (12)

402 0.224 (14)

403 0.198 (12)

Total

Table 5. Check points.
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Digital Elevation Model

9.92 m

10.3 m

5 m

Fig. 4. Reconstructed digital elevation model.

Resolution: 1.98 mm/pix

Point density: 25.5 points/cm²
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Processing Parameters

General
Cameras 108
Aligned cameras 108
Markers 9
Shapes

Polygon 6
Coordinate system Local Coordinates (m)
Rotation angles Yaw, Pitch, Roll

Point Cloud
Points 72,601 of 182,572
RMS reprojection error 0.194014 (0.967643 pix)
Max reprojection error 0.594925 (66.6206 pix)
Mean key point size 3.73341 pix
Point colors 3 bands, uint8
Key points 2.89 GB
Average tie point multiplicity 6.24362
Alignment parameters

Accuracy High
Generic preselection Yes
Reference preselection Source
Key point limit 10,000
Key point limit per Mpx 40,000
Tie point limit 10,000
Exclude stationary tie points Yes
Guided image matching Yes
Adaptive camera model fitt ing No
Matching time 45 minutes 37 seconds
Matching memory usage 3.13 GB
Alignment time 10 minutes 17 seconds
Alignment memory usage 407.81 MB

Date created 2023:03:14 17:56:36
Software version 1.8.4.14856
File size 23.94 MB

Depth Maps
Count 19
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 4 minutes 10 seconds
Memory usage 2.39 GB

Date created 2023:03:27 11:51:37
Software version 1.8.4.14856
File size 95.61 MB

Dense Point Cloud
Points 26,268,053
Point colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
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Max neighbors 16
Processing time 4 minutes 10 seconds
Memory usage 2.39 GB

Dense cloud generation parameters
Processing time 2 minutes 24 seconds
Memory usage 2.82 GB

Date created 2023:03:27 11:54:02
Software version 1.8.4.14856
File size 530.03 MB

Model
Faces 770,417
Vertices 387,208
Vertex colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 4 minutes 10 seconds
Memory usage 2.39 GB

Reconstruction parameters
Surface type Arbitrary
Source data Dense cloud
Interpolation Disabled
Strict volumetric masks No
Processing time 1 minutes 54 seconds
Memory usage 1.75 GB

Date created 2023:03:27 12:06:43
Software version 1.8.4.14856
File size 17.66 MB

DEM
Size 25,626 x 9,473
Coordinate system Local Coordinates (m)
Reconstruction parameters

Source data Dense cloud
Interpolation Disabled
Processing time 18 seconds
Memory usage 150.47 MB

Date created 2023:09:21 09:47:38
Software version 1.8.4.14856
File size 23.64 MB

Orthomosaic
Size 19,720 x 1,329
Coordinate system Local Coordinates (m)
Colors 3 bands, uint8
Reconstruction parameters

Blending mode Mosaic
Surface Mesh
Enable hole filling Yes
Enable ghosting filter No
Processing time 1 minutes 28 seconds
Memory usage 1.43 GB

Date created 2023:09:21 10:39:26
Software version 1.8.4.14856
File size 579.82 MB

System
Software name Agisoft Metashape Professional
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Software version 1.8.4 build 14856
OS Windows 64 bit
RAM 31.89 GB
CPU Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz
GPU(s) GeForce GTX 760

GeForce GTX 760
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Survey Data

1
2
3
4
5
6
7
8
9
> 9

5 m

Fig. 1. Camera locations and image overlap.

Number of images: 155

Flying altitude: 5.9 m

Ground resolution: 0.736 mm/pix

Coverage area: 23.4 m²

Camera stations: 155

Tie points: 63,171

Projections: 655,828

Reprojection error: 0.984 pix

Camera Model Resolution Focal Length Pixel Size Precalibrated

ZenmuseP1 (35mm) 8192 x 5460 35 mm 4.39 x 4.39 μm No

Table 1. Cameras.
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Camera Calibration

1 pix
Fig. 2. Image residuals for ZenmuseP1 (35mm).

ZenmuseP1 (35mm)

155 images

Type Resolution Focal Length Pixel Size

Frame 8192 x 5460 35 mm 4.39 x 4.39 μm

Value Error F Cx Cy K1 K2 K3 P1 P2

F 8201.48 0.12 1.00 -0.02 0.47 -0.05 0.02 -0.00 -0.03 0.01

Cx -19.925 0.17 1.00 -0.04 -0.04 0.03 -0.04 0.73 -0.02

Cy 19.8071 0.078 1.00 0.00 0.00 -0.00 -0.03 0.31

K1 -0.0480246 2.7e-05 1.00 -0.96 0.90 -0.03 -0.01

K2 0.0152438 0.00017 1.00 -0.98 0.03 0.02

K3 -0.0952236 0.00033 1.00 -0.03 -0.02

P1 -0.000918035 3.6e-06 1.00 -0.02

P2 0.000535109 1.4e-06 1.00

Table 2. Calibration coefficients and correlation matrix.
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Ground Control Points

501 505
506

507508
A502

503 504

-2 mm
-1.6 mm
-1.2 mm
-0.8 mm
-0.4 mm
0 mm
0.4 mm
0.8 mm
1.2 mm
1.6 mm
2 mm

x 150

Control points Check points
5 m

Fig. 3. GCP locations and error estimates.

Z error is represented by ellipse color. X,Y errors are represented by ellipse shape.

Estimated GCP locations are marked with a dot or crossing.

Count X error (mm) Y error (mm) Z error (mm) XY error (mm) Total (mm)

5 2.34247 2.62749 1.05121 3.52007 3.67368

Table 3. Control points RMSE.
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Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

501 1.33616 2.10833 1.83686 3.0991 0.372 (18)

505 -4.25638 -4.9893 -0.803811 6.60727 0.683 (17)

506 -0.739375 0.0912814 1.12734 1.35126 0.334 (16)

507 0.663097 1.10833 -0.257024 1.31687 0.775 (17)

508 2.55878 1.98584 -0.409916 3.2648 0.508 (19)

Total 2.34247 2.62749 1.05121 3.67368 0.560

Table 4. Control points.

Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

A 0.693 (13)

502 0.384 (13)

503 0.309 (15)

504 0.320 (15)

Total

Table 5. Check points.
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Digital Elevation Model

9.86 m

10.2 m

5 m

Fig. 4. Reconstructed digital elevation model.

Resolution: 1.47 mm/pix

Point density: 46.1 points/cm²
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Processing Parameters

General
Cameras 155
Aligned cameras 155
Markers 9
Shapes

Polygon 10
Coordinate system Local Coordinates (m)
Rotation angles Yaw, Pitch, Roll

Point Cloud
Points 63,171 of 205,018
RMS reprojection error 0.208073 (0.984345 pix)
Max reprojection error 0.634711 (54.8703 pix)
Mean key point size 4.0934 pix
Point colors 3 bands, uint8
Key points 2.96 GB
Average tie point multiplicity 8.11402
Alignment parameters

Accuracy High
Generic preselection Yes
Reference preselection Source
Key point limit 10,000
Key point limit per Mpx 40,000
Tie point limit 10,000
Exclude stationary tie points Yes
Guided image matching Yes
Adaptive camera model fitt ing No
Matching time 52 minutes 2 seconds
Matching memory usage 2.53 GB
Alignment time 7 minutes 54 seconds
Alignment memory usage 474.97 MB

Date created 2023:03:15 10:08:56
Software version 1.8.4.14856
File size 33.79 MB

Depth Maps
Count 155
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 59 minutes 59 seconds
Memory usage 4.55 GB

Date created 2023:03:30 09:07:48
Software version 1.8.4.14856
File size 616.14 MB

Dense Point Cloud
Points 23,329,225
Point colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
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Max neighbors 16
Processing time 59 minutes 59 seconds
Memory usage 4.55 GB

Dense cloud generation parameters
Processing time 54 minutes 43 seconds
Memory usage 18.23 GB

Date created 2023:03:30 10:02:32
Software version 1.8.4.14856
File size 890.54 MB

Model
Faces 999,616
Vertices 503,105
Vertex colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 59 minutes 59 seconds
Memory usage 4.55 GB

Reconstruction parameters
Surface type Arbitrary
Source data Dense cloud
Interpolation Disabled
Strict volumetric masks No
Processing time 6 minutes 39 seconds
Memory usage 3.37 GB

Date created 2023:03:30 13:22:51
Software version 1.8.4.14856
File size 22.93 MB

DEM
Size 31,619 x 13,528
Coordinate system Local Coordinates (m)
Reconstruction parameters

Source data Dense cloud
Interpolation Disabled
Processing time 19 seconds
Memory usage 151.12 MB

Date created 2023:09:21 11:04:39
Software version 1.8.4.14856
File size 37.61 MB

Orthomosaic
Size 19,626 x 1,349
Coordinate system Local Coordinates (m)
Colors 3 bands, uint8
Reconstruction parameters

Blending mode Disabled
Surface Mesh
Enable hole filling Yes
Enable ghosting filter No
Processing time 2 minutes 7 seconds
Memory usage 1.39 GB

Date created 2023:09:21 11:12:39
Software version 1.8.4.14856
File size 718.92 MB

System
Software name Agisoft Metashape Professional
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Software version 1.8.4 build 14856
OS Windows 64 bit
RAM 31.89 GB
CPU Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz
GPU(s) GeForce GTX 760

GeForce GTX 760
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Survey Data

1
2
3
4
5
6
7
8
9
> 9

5 m

Fig. 1. Camera locations and image overlap.

Number of images: 156

Flying altitude: 6.05 m

Ground resolution: 0.758 mm/pix

Coverage area: 23.3 m²

Camera stations: 156

Tie points: 84,338

Projections: 698,892

Reprojection error: 1.06 pix

Camera Model Resolution Focal Length Pixel Size Precalibrated

ZenmuseP1 (35mm) 8192 x 5460 35 mm 4.39 x 4.39 μm No

Table 1. Cameras.
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Camera Calibration

1 pix
Fig. 2. Image residuals for ZenmuseP1 (35mm).

ZenmuseP1 (35mm)

156 images

Type Resolution Focal Length Pixel Size

Frame 8192 x 5460 35 mm 4.39 x 4.39 μm

Value Error F Cx Cy K1 K2 K3 P1 P2

F 8195.97 0.1 1.00 0.00 0.19 -0.03 0.03 -0.02 0.04 0.07

Cx -29.6934 0.16 1.00 -0.04 -0.04 0.02 -0.01 0.84 0.01

Cy 17.8622 0.078 1.00 -0.02 0.02 -0.02 0.03 0.41

K1 -0.0479015 2.9e-05 1.00 -0.96 0.90 -0.03 -0.01

K2 0.014307 0.00018 1.00 -0.98 0.02 0.01

K3 -0.0938101 0.00035 1.00 -0.02 -0.01

P1 -0.00116876 3.8e-06 1.00 0.01

P2 0.000627223 1.5e-06 1.00

Table 2. Calibration coefficients and correlation matrix.
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Ground Control Points

601 602
603 604

605
606

607608
A

-1.5 mm
-1.2 mm
-0.9 mm
-0.6 mm
-0.3 mm
0 mm
0.3 mm
0.6 mm
0.9 mm
1.2 mm
1.5 mm

x 300

Control points Check points
5 m

Fig. 3. GCP locations and error estimates.

Z error is represented by ellipse color. X,Y errors are represented by ellipse shape.

Estimated GCP locations are marked with a dot or crossing.

Count X error (mm) Y error (mm) Z error (mm) XY error (mm) Total (mm)

8 1.12388 1.44706 0.635058 1.83223 1.93917

Table 3. Control points RMSE.
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Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

601 2.36562 3.16332 1.06281 4.09051 0.353 (12)

602 -0.67959 -1.37701 -0.248668 1.55558 0.598 (12)

603 -1.42002 -1.20553 -0.249486 1.87936 0.626 (13)

604 -0.804887 -1.03554 -1.30188 1.84799 0.770 (10)

605 -0.156008 -1.14328 0.12301 1.16042 0.412 (12)

606 -0.370354 0.315815 0.4191 0.642298 0.530 (12)

607 -0.0390867 0.423734 0.282034 0.510511 0.315 (12)

608 1.10432 0.8585 -0.0869201 1.40146 0.464 (12)

Total 1.12388 1.44706 0.635058 1.93917 0.523

Table 4. Control points.

Label X error (mm) Y error (mm) Z error (mm) Total (mm) Image (pix)

A 0.466 (13)

Total

Table 5. Check points.
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Digital Elevation Model

9.83 m

10.2 m

5 m

Fig. 4. Reconstructed digital elevation model.

Resolution: 1.52 mm/pix

Point density: 43.6 points/cm²
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Processing Parameters

General
Cameras 156
Aligned cameras 156
Markers 9
Shapes

Polygon 6
Coordinate system Local Coordinates (m)
Rotation angles Yaw, Pitch, Roll

Point Cloud
Points 84,338 of 246,502
RMS reprojection error 0.21111 (1.06342 pix)
Max reprojection error 0.648232 (50.7798 pix)
Mean key point size 4.11504 pix
Point colors 3 bands, uint8
Key points 2.62 GB
Average tie point multiplicity 6.78627
Alignment parameters

Accuracy High
Generic preselection Yes
Reference preselection Source
Key point limit 10,000
Key point limit per Mpx 40,000
Tie point limit 10,000
Exclude stationary tie points Yes
Guided image matching Yes
Adaptive camera model fitt ing No
Matching time 35 minutes 25 seconds
Matching memory usage 2.61 GB
Alignment time 17 minutes 53 seconds
Alignment memory usage 287.94 MB

Date created 2023:03:15 12:14:53
Software version 1.8.4.14856
File size 34.57 MB

Depth Maps
Count 156
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 2 hours 22 minutes
Memory usage 3.88 GB

Date created 2023:03:24 19:16:20
Software version 1.8.4.14856
File size 563.61 MB

Dense Point Cloud
Points 33,688,270
Point colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
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Max neighbors 16
Processing time 2 hours 22 minutes
Memory usage 3.88 GB

Dense cloud generation parameters
Processing time 1 hours 38 minutes
Memory usage 18.33 GB

Date created 2023:03:24 20:54:48
Software version 1.8.4.14856
File size 1008.89 MB

Model
Faces 871,871
Vertices 438,669
Vertex colors 3 bands, uint8
Depth maps generation parameters

Quality High
Filtering mode Mild
Max neighbors 16
Processing time 2 hours 22 minutes
Memory usage 3.88 GB

Reconstruction parameters
Surface type Arbitrary
Source data Dense cloud
Interpolation Disabled
Strict volumetric masks No
Processing time 3 minutes 59 seconds
Memory usage 3.23 GB

Date created 2023:03:27 10:02:16
Software version 1.8.4.14856
File size 20.00 MB

DEM
Size 32,785 x 11,318
Coordinate system Local Coordinates (m)
Reconstruction parameters

Source data Dense cloud
Interpolation Disabled
Processing time 17 seconds
Memory usage 151.17 MB

Date created 2023:03:30 13:45:05
Software version 1.8.4.14856
File size 33.49 MB

Orthomosaic
Size 19,677 x 1,288
Coordinate system Local Coordinates (m)
Colors 3 bands, uint8
Reconstruction parameters

Blending mode Disabled
Surface Mesh
Enable hole filling Yes
Enable ghosting filter No
Processing time 2 minutes 0 seconds
Memory usage 1.38 GB

Date created 2023:03:30 13:46:53
Software version 1.8.4.14856
File size 742.78 MB

System
Software name Agisoft Metashape Professional
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Software version 1.8.4 build 14856
OS Windows 64 bit
RAM 31.89 GB
CPU Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz
GPU(s) GeForce GTX 760

GeForce GTX 760
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