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Abstract

The aim of this work is to create a method for estimating the bandwidth and
performance of power amplifiers based on load modulation. This method is designed
to assist during the design process and requires an accurate depiction of complex
and highly non-linear systems using equivalent models and linear simulations.
This approach facilitates optimizations and multiple iterations, which can be
challenging to achieve with non-linear simulations. The proposed technique is
based on a numerical code that characterizes passive power combiner networks
and models the response of active devices, like transistors, to generate significant
performance indicators related to the amplifier. This innovative method considers
certain physical limitations that cannot be modeled with CADs. Results have been
validated by comparing them with simulations produced by the software ADS and
differences have been highlighted.
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Chapter 1

Introduction to Radio
Systems

In this introductory chapter, the aim is to describe the general architecture of
a radio system, providing an overview of the building blocks that are essential
for any communication system. The primary challenge of a radio system is to
transfer the maximum amount of information in a time unit while ensuring reliable
communication and using minimal energy. To understand the issues involved in
technological improvements, some crucial points need to be underlined:

o Scaling: Moore’s Law states that the scaling factor in device fabrication follows
an exponential behaviour. However, since the individual components cannot
be scaled indefinitely, a "More than Moore" approach is needed to integrate
different systems into the same device. In the last century, this approach has
been used to advance analog and telecommunication systems. As a result, the
technology has evolved from solid-state discrete devices in 1950 to modern
and functional radio units integrated circuits;

o Frequency: To achieve faster communication and take advantage of more
efficient communication protocols, it is necessary to use higher frequencies.
However, this poses a significant challenge not only from a technological
standpoint but also in terms of design. This is because the behaviour of every
building block of a system and electronic device is strongly influenced by
frequency, and as the frequency increases, a new set of problems arise that
are not present at lower frequencies.

Scaling issues are not faced in this treatment, where the system level is analyzed
and discussed for the final aim.



Introduction to Radio Systems

1.1 General overview on a radio system

As a definition, a radio system is an element or a set of elements able to transmit
information and data using a communication line working in the electromagnetic
domain. In order to communicate, information must be transmitted through an
electromagnetic wave that propagates in the air (as shown in Figure 1.1). To achieve
this, a spectral content signal must first be up-converted through modulation, and
then down-converted for demodulation and recovery.

Frequency 1Hz 1I0 ‘I[IJ[J 1I(|Hz II(] IIIJD 1I\|11Hz 1|[J 1[|]0 1[3|Hz 1IU l(llﬂ 1T|Hz ‘IIU 100

VLF | LF |™mF | HF JvHF [uHF |sHF [EHF | Infrared
| AM M |

[™ »l
e >

Radio frequency spectrum

Figure 1.1: Radio frequency spectrum. [1]

For this aim, the basic transfer chain is built as follows (see Figure 1.2):

o Information source: to transmit information from a physical domain to an
electrical one, it is necessary to convert the information into an electrical
signal. This signal is usually provided as a baseband signal and requires
efficient processing before being transmitted through the medium;

o Transmitter (TX): it is the functional unit that converts the baseband signal
provided by the source into a properly modulated signal able to be transmitted
in the medium. Because information travels in the environment through
electromagnetic wave propagation, baseband signal must be up-converted into
the radiofrequency spectrum to be rightly propagated into the environment;

o Channel: it is the medium in which modulated signals travel from the trans-
mitter to the receiver. It is a source of interference and noise. For the right
modelling of the transmission chain, it needs to be mathematically described
for the specific purpose (i.e. AWGN channel model);

o Receiver (RX): it is the main block able to receive signals from the electro-
magnetic domain and recover the information contained in the RF signal.
Data recovery is a critical process that involves converting the detected RF
signal and processing the data to ensure minimal errors. This is particularly
important as the received signal may be affected by noise and interference
introduced by the channel and the TX/RX electronics;

o Information user: this module retrieves data from the receiver and utilizes it
for its intended purpose.
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Figure 1.2: Information transfer chain in a radio system. [1]

In radio systems, there are additional elements present in the chain that ensure
the reliability and security of the transmission. These elements include the source
encoder/decoder, encryptor/decryptor and channel encoder/decoder. However, this
overview will only focus on the RX/TX functional parts and their building blocks
necessary for data transport between two points. The information source, user, and
other types of data manipulation systems are excluded from this discussion. It is
common to have the transmitter and receiver in the same device, which can enable
either half-duplex or full-duplex transmission. In this case, the device is known as a
transceiver, and it shares the same antenna or antenna array for both transmitting
and receiving. Although the transmitter and receiver building blocks are similar,
they are used in different ways to solve distinct tasks. The main differences between
them are the practical problems they solve, such as frequency behaviour, noise
reliability, and non-linearity that can impact communication. Therefore, each
building block must be specifically designed to suit its unique task.

1.2 Basic receiver

A radio receiver is a device that can receive a modulated RF signal picked up by
an antenna and extract the information contained in one of the channels. [1] The
basic structure of a receiver is illustrated in Figure 1.3 and it must perform the
following sequence of functions:

o Tuning and selectivity to isolate the wanted portion of the spectrum (channel)
from the entire RF signals collected by the antenna;

o Amplification to increase the power and the amplitude of the selected signal.
In fact, signals collected by antenna usually have very low power (affected by
noise, distortion and interference) that needs to be managed by the electronics,
which is another important font of distortion and noise;

o Demodulation for recovering the information from the RF signal, transforming
it in a baseband signal through a down-conversion.
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Figure 1.3: Basic structure of a receiver.

The basic structure is the same for every receiver and it is shown in Figure 1.3.
The main differences are in the demodulation phase, which depends basically on
the kind of modulation used in the communication.

1.2.1 RF Filter

The RF (radio frequency) filter is the first block in the receiver chain, responsible
for selectivity. It is a bandpass filter that only allows a specific bandwidth to pass
through, which is necessary for the radio system to receive and process information.
As the first stage, it is designed to handle two specific purposes:

o Selecting the right bandwidth in the entire spectrum that the radio system
must be able to handle, removing noise;

e helping the demodulation step in the image rejection.

A broadband BPF is used as an RF filter to select adjacent channels. This is
particularly useful in multichannel systems where working at high frequency can
help on relaxing filter specifications in terms of quality factor Q. However, the
wider the bandwidth selected by the filter, the more difficult it becomes to reject
unwanted channels in the image rejection step. Therefore, a good RF filter should
have a flat response within the bandwidth and steep slopes at the bandwidth edge
to guarantee the rejection of unwanted channels. It is worth noting that this type
of RF filter is not tunable and the narrow-band selection of the single channel is
accomplished by other means.

1.2.2 Low noise amplifier

When electromagnetic waves reach the RX antenna, they are often weak and
affected by noise and interference from various sources such as transmission path
non-idealities and propagation issues. As a result, the output voltage from the
antenna is usually in the millivolt or microvolt range, which is comparable to the
electronic devices’ noise level, such as thermal noise. Therefore, the RF signal

4
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detected must be amplified to a higher voltage level before being processed. However,
the first amplifier stage is a critical point. According to Friis” formula of noise for
a chain of N devices with individual noise factor Fi and an individual gain G,
amplifying the signal can also amplify the noise, making it necessary to carefully
balance the amplifier’s gain and noise factor:

SNR;, NoR -1 F—1 Fy3—1
e N —F . 1.1
SNRww 7 o * * (L)

F —_ = ..
=TIV Gy Gy G1Gs

Friis’s formula in (1.1) shows that the main noise contribution is given by the
first stage of the chain and, if gains are sufficiently large, the other therm may be
neglected. For this reason, the first amplifier stage must introduce a minor quantity
of noise and disturb the entire cascade. This aim is not easy because amplifiers
are built using non-linear elements that intrinsically introduce non-linearities. The
LNA is the first block in the chain that provides a first voltage level restoration such
that the RF signal can be managed in the demodulation phase and, considering
the previous hints, must be designed to guarantee a sufficient gain and low noise.
To achieve this goal, it is necessary to design properly the input matching network
of the amplifier and choose the best trade-off between power transfer to the load
and noise Figure. Seldom, in an LNA characterization a minimum noise Figure
FlLuin is guaranteed and achievable using an optimal matching network, that does
not coincide in general with the maximum power transfer condition. Possible LNA
topologies are based on Cascode or CE/CS configurations. Cascode gives more
advantages in terms of I/O isolation, higher gain and wider bandwidth and allows
to design a stage with lower output impedance and higher input impedance.
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Figure 1.4: Common LNAs with bipolar transistors: (a) C-E configuration, (b)
cascode topology. The circuits can be implemented with an identical structure in
MOS technology. [1]

1.2.3 Demodulator

It is the core of every receiver. Its task is to recover the original information from
the RF-modulated signal arriving from the channel medium. The mathematical
principle at the base of demodulation is the fact that the product of two oscillations
at different frequencies f, and f;, is equal to the superposition of the sum beat and
the difference beat (frequency translation):

sin(2m fot)sin(2w ft) = ; [cos (27 (fa+ fo)t) 4+ cos (21 (fa — fb) )]
(1.2)

= ; [cos (27 fst) + cos (27 fpt)]

In demodulation, a low-pass filter is necessary to select the baseband. Mizing
two beats in their product is a complex operation from an electronic point of
view and the device able to perform this operation is the mizer: it receives in
input 2 signal and gives in output the product. Mixers are non-linear devices
difficult to handle and, for this reason, they introduce non-linear effects that can
affect significantly the demodulation. The most common receiver structure is the
heterodyne receiver, shown in Figure Here, the frequency translation is the key
operation for this class of receiver. In this structure, a local oscillator at a given
frequency fro generates a beat that, mixed with the RF signal at frequency frr,
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can shift the spectrum to an intermediate frequency fir = frr — fLo. To select
only the difference beat at frequency frr, it is necessary the action of a BP, able to
select only the wanted or a portion of this: the filter with this aim is the IF filter.
This last one is designed for two aims:

» to remove the translated portion of the spectrum at high frequency, in order
to have in the spectrum only IFs;

 to isolate only the wanted channel in the entire spectrum selected by the RF
filter.

Demod |—

‘ = E
R

—
—
—

¥~

ﬂm (5) §=y

(b)

Figure 1.5: Heterodyne receiver. (a) Block diagram: (1) Input BPF, (2) LO and
mixer, (3) IF filter and amplifier with narrowband, frequency fir = fa — fLo- (b):
Signals in the frequency domain. The input signal, with bandwidth B, is shifted
to a frequency fir = fa — fro. Tuning shifts the frequency fro of the LO. (1) local
oscillator LO, (2) input signal spectrum, (3) input BPF, (4) difference beat IF
signal and IF BPF, and (5) sum beat (not used). [1]

h A

In fact, the BW of the IF filter is centred on fir but the pass-band behaviour is
designed to select only one channel from the entire spectrum selected by the RF filter
in the front end. This allows the selectivity of the channel. Its selection is handled by

7
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the local oscillator fro: acting on LO frequency, different portions of the spectrum
enter in the IF BW. The main advantage of heterodyne is that frequency tunability
is controlled by a local oscillator, rather than passive components which modify filter
features. Now, the output of the IF signal needs to be translated into baseband
with a further demodulation step. In the classical (and simplest) heterodyne
structure, the last step of demodulation is the translation in the baseband of the
IF signal, mixing it with another second LO at frequency frLo, = fir (valid for AM
modulation). However, the last demodulation step shown in Figure 1.5a depends
on the kind of modulation technique adopted in the transmission for coding the
information in a high-frequency signal (transmission). Passing through intermediate
frequency relaxes the specification of the following blocks. In general, multiple
down-conversion can be used for managing problems related to image rejection.
In the case in which the local oscillator is tuned at the frequency fro = frr, the
spectrum of the RF signal is directly shifted in the baseband. This technique is
called Zero-IF (ZIF) and, combined with I1/QQ modulation, can give advantages
in terms of image rejection. Other techniques can be employed to down-shift the
spectrum to intermediate frequency:

o Multiple conversion heterodyne: At different intermediate frequencies, multiple
filtering steps allow for easy removal of images and good channel isolation due
to high Q filters at lower frequencies;

|

Demod |—
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Figure 1.6: Example of multiple conversion heterodyne (double conversion). [1]

o 1@ processing in SSB: this approach reconstructs the SSB signal by working
on its in-phase and quadrature parts, which is useful for saving bandwidth in
telecommunications.
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Figure 1.7: Example of SSB receiver. [1]

o IQ) processing for image rejection: in-phase and quadrature parts can be
opportunely combined for solving problems related to image frequency in
mixing 1.8

()
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Figure 1.8: Example of IQ) processing in image rejection mixing. [1]

In order to solve different problems, the basic structures can be combined and
elaborated to obtain more complex architecture. The emphasis in this section
is on the demodulator block and how it down-shifts the spectrum. The type
of modulation technique adopted determines how the information is recovered.
Information can be coded mainly in the amplitude, instant phase, instant frequency,
or some combination of these to maximize throughput. There are two different
approaches to executing the recovery of information.:

o Non-coherent approach, when information is recovered without knowing the
carrier;

o Coherent, when the carrier is recovered from the received signal and used for
information recovery.
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1.2.4 Analog-to-digital conversion

After receiving a signal, the information is extracted through demodulation. How-
ever, before it can be used by the user, it needs to be processed in the digital
domain. This requires an Analog Digital Converter (ADC) to be used, which is
the final step in the receiver. The transition from the analog domain to the digital
domain takes place in two steps:

o Sampling: it means to collect samples of the analog signal with a certain
sampling frequency f;. According to Nyquist’s theorem, for a baseband
signal with maximum frequency fi.x, the sampling frequency must satisfy the
following condition in order to avoid aliasing:

fs >2'fmax (13)

This constraint can be generalized for RF signals with bandwidth BW. The
sampling frequency must satisfy the following relation:

fi>2-BW (1.4)

The circuit capable of performing this operation is known as a sample and
hold (S&H). In most cases, the presence of an anti-aliasing filter is necessary;

e Quantization: with this operation, continuous voltage levels are converted
into a set of discrete and finite levels represented by N bits, allowing for a
representation of 2V discrete levels.

Technological advancements have led to the development of high-performance
ADC blocks. Previously, the digital front-end was placed after the demodulation
block in the receiver to convert information into the digital domain for processing
by other digital systems. This was due to the limited sampling frequency of ADCs.
However, with an increase in sampling frequency, it is now possible to substitute
some analog blocks with digital processing and place the digital conversion in other
points of the receiver. The evolution of this process is shown in Figure 1.9, where
the digital front-end is progressively shifted towards higher frequencies and analog
blocks are replaced by dedicated hardware that can process information at high
frequencies, such as the digital signal processor (DSP). This technological evolution
has allowed the development of software defined radio (SDR), where all receiver
blocks are implemented via software. The benefit of moving some functions to the
digital is the flexibility, due to the possibility to change parameters and working
functions only acting on the software.
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Figure 1.9: Migration of functions from analog to digital. (a) ADC after demodu-
lation, (b) ADC after IF, before demodulation, (¢) ADC after the mixer, before the
IF chain, and (d) frequency translation merged with sampling. Grey areas indicate
analog circuits. [1]

v

1.3 Basic transmitter

A radio transmitter is a device that can transmit signals through an antenna in
the channel medium. It modifies a given baseband signal with a modulating signal
to propagate it at a high frequency. This process is called modulation, and it
maps the baseband signal into another RF signal. Basic modulation techniques
involve varying one or more characteristics of a fixed signal, called a carrier. The
combination of the modulating signal with the carrier produces the modulated signal,
which is a function of the carrier and the modulating signal. Information can be
encoded in different ways to increase the information content and throughput. For
example, it can be coded in the amplitude of the carrier (AM), in its instantaneous
frequency (FM), in its instantaneous phase, or a combination of them. The basic
scheme is presented in Figure 1.10.
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Figure 1.10: Basic radio transmitter.

1.3.1 Digital-to-analog conversion

The information source is often digital and requires D/A conversion for transmission.
A DAC (Digital-to-Analog Converter) is a device that converts a digital signal,
which is represented by a binary code of N bits, into a set of electrical analog
quantities such as current or voltage. However, the number of allowed levels of
these electrical quantities remains limited to a discrete set due to the resolution of
the DAC. If the DAC works at f;, the reconstructed signal’s spectrum becomes
periodic in the frequency domain. Therefore, a reconstruction filter is necessary
to filter out the useful portion of the signal. If the system works with a baseband
signal, then the reconstruction filter will be a low-pass filter (LPF).

1.3.2 Modulator

This block aims to combine carrier and modulating signals to obtain an RF signal
with specific characteristics necessary to be transmitted properly in the electro-
magnetic spectrum. Modulation allows to code the spectrum of the modulating
signal to another one at RF and it consists in up-shifting the original spectrum. In
analog telecommunication, the main modulation techniques are the following:

o Amplitude modulation (AM): the modulating signal modifies the envelope of
the carrier. It can be implemented by mixing carrier and modulating waves;

U (t) = Aoy (t)sin(27 ft) (1.5)

o Frequency modulation (FM): instantaneous carrier frequency is a function of
the modulating wave, so information is coded in the frequency. The frequency
of the carrier can be modified with the modulating wave using a VCO(Voltage
controlled oscillator);

U (t) — Asin 27 f (v (2)) 1] (1.6)

o Phase modulation (PM): the message is coded in the instantaneous phase of
the carrier.

12
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Um(t) — Asin 27 ft + ¢ (v (1))] (1.7)

Advanced modulation techniques are allowed and obtained with the right com-
bination of the previous ones to save the band and increase throughput. However,
instead of modulating directly at RF, it is suggested to perform a step in IF and
then up-shift the spectrum.

1.3.3 Filtering and power amplifiers

In a communication device, the front end consists of a TX antenna, an output
filter, and a power amplifier. The output filter helps select the appropriate band for
transmission, while the power amplifier ensures that the antenna receives sufficient
power to transmit the electromagnetic wave. This is crucial for transforming
electrical power into electromagnetic energy. In this work, power amplifiers are a
key area of focus.

1.4 Topology considerations and transceiver

From the previous section, it is evident that between TX and RX there are some
analogies because one device should exploit the dual function of the other one. In
particular:

e when designing a telecommunication system, it is important to take into
account the modulation technique used and design the modulator and demod-
ulator accordingly. Demodulation at the receiver end poses a challenge of
frequency imaging, which requires multiple conversions to be taken into con-
sideration. Additionally, if Single Sideband (SSB) techniques are used during
transmission, the same dual scheme must be adopted during reconstruction;

e both devices use amplifiers, but with different aims and characteristics.

In this chapter, radio transmitters and receivers have been discussed as separate
devices. However, in modern technology, they are often combined into a single
circuit that enables half-duplex or full-duplex communication, sharing the same
antenna. This device is known as a transceiver, and you can see an example of it
in Figure 1.11. The transceiver’s antenna serves the dual purpose of transmitting
RF signals into the environment and receiving EM waves. To manage the antenna,
TDM or FDM techniques are frequently used.
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Figure 1.11: Example of a transceiver. [1]
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Chapter 2
Power amplifiers

This chapter discusses PAs for RF transmitters. At the end of the transmission
chain, a TX antenna is used to convert electrical power to electromagnetic energy.
To allow the wave to reach the RX with sufficient power density, the antenna must
be supplied with adequate energy. However, part of this energy will be lost due to
parasitic phenomena from the antenna and its coupling with the electronic front
end. The remaining energy will be converted into electromagnetic energy and
propagate in the channel according to the Friis transmission model and described
by (2.1):
)\2

Prx = PTXGTXGRXW (2.1)
where d is the distance between TX and RX, A is the wavelength in the channel
medium, and Prx/rx and Grx/rx are the TX/RX powers and gains, as described
in Figure 2.1. Note that ideal antennas are considered in this model.

TX

Figure 2.1: Link model of a radio transmission. [1]

To transmit a strong signal, the antenna in TX requires a significant amount
of energy. However, most electronic components are designed for low to medium
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power usage and are unable to handle high-power requirements. This is where PAs
come in, as they are responsible for converting low-power signals into higher power
levels required for transmission.

2.1 Introduction to power amplifiers

A PA is a specialized type of amplifier designed to amplify a signal and increase
its power. It is commonly used as the final building block in a radio transmitter
and is responsible for driving the TX antenna with the necessary power level to
ensure signal transmission. Because delivering high energy at RF frequency with
reasonable efficiency and power consumption and large bandwidth is challenging,
the PA is a critical component in a radio transmitter. The general model is shown
in Figure 2.2. The signal source with its impedance models all previous stages
of a radio transmitter. It is worth noting that 5012 is a standard value used as a
reference for the real part of the I/O stage impedance due to historical reasons.
The key of a PA is the active element (or a set of active elements) that transforms a
low-power signal into a high-power one. According to the basics of thermodynamics,
an external energy source is necessary to allow the input signal to grow in power.
The DC power supply is the energy source that adds energy to the input signal
to transform it into the output signal. An active element is needed to perform
the power transformation from DC to RF. As a real thermodynamic system is
affected by parasitic effects (like the Joule effect), part of the energy is wasted
and transformed into heat, and a certain amount of power Py is dissipated to
the environment. According to the principle of energy conservation, the powers
involved in the PA are the DC power provided by the supply Ppc, the input power
coming from the stimulus P and the output power Py delivered to the load. These
quantities are related as follows:

Ppoc + P = Po + Plaiss (2.2)

It is important to note that a real amplifier is not a linear device, meaning
it does not produce an output signal that is a perfect copy of the input signal.
Non-linearity introduces unwanted harmonic content into the output signal, which
overlaps with the useful signal. Therefore, the output power represented by Pg in
(2.2) can be expressed as follows:

Poc + Pi(fo) = Po(fo) + Y. Po(nfo) + Paiss (2.3)

n=234...

Pyiss is the main issue with PAs as they generate waste energy that must be
dissipated properly to avoid overheating and system damage.
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Power

Figure 2.2: Generic PA with main quantities involved. [1]

2.1.1 Figures of merit

PAs are quantitatively characterized by a number of figures of merit that depend
on the electrical quantities involved (input/output powers, voltages, etc.). Among
these, a very important one is the power gain, which is defined as the ratio of
output and input active power at the excitation frequency, which is denoted by
Gp(fo) and expressed as a function of a single frequency tone fy in the frequency
domain.

In the frequency domain, power is represented by a complex number in the form
of a phasor. The active power is expressed by the real part of the phasor. It is
important to note that quantities are referred to their maximum values, which is
why the presence of % coefficient is justified.

(2.4)

Po(fo) = 3R (Vo fo) 5 (1)} 2.5

Pi(fo) = 5 (Vilfo)§ () (2.6

The power gain of a PA, defined in (2.4), is known as the operating gain. It is a
characteristic of the amplifier that indicates its ability to convert power delivered to
its input port into power delivered from its output port. This gain depends solely
on the amplifier’s design and is not affected by external factors. Its measurement is
based on the quantities measured from the 1/O ports. However, the PA’s capability
is related to the power it can transmit to the load relative to the power provided
by the RF source. To quantify this capability, the transducer gain is defined as the
ratio of power delivered to the load from the output port to the power available
from the RF source.
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Gr(fo) = m (2.7)

where Pay(fo) is the power available from the RF source defined as follows:

Pavlfo) = GRS (o) E(fo)} 23

If the input impedance of the PA stage is matched with the output impedance
of the signal source, then the power gain of the PA stage Gp is equal to the power
gain of the total system Gt and the power delivered to the PA stage Pav(fo) is
equal to the input power Pi(fy). As a definition, the efficiency (u) is defined as
the ratio between the output power delivered to the load at a certain frequency
and the DC power delivered from the DC supply:

_ Pol(fo)

1 fo) = Poc (2.9)

Efficiency only considers useful output power compared to input power. Power-
added efficiency (PAE) also considers input power.

Po(fo) — P fo) 1
o = = 1(fo) l1 - Gp(f())] (2.10)

In cases of high gain, PAE and p can be treated as equivalent. However, in most
RF applications, gains are relatively low, and the two values can differ significantly.
PAF provides insight into how the PA distributes power input during bursts. In
addition, the active elements used for PA features are highly non-linear and when
working with large signals at RF, the gain is heavily dependent on the input power
signal. Consequently, the output power is a non-linear function, which is also
dependent on the input power. By analyzing the graph in Figure 2.3, which shows
the dependence of the figures of merit described on F;, it is possible to conclude
that certain considerations need to be taken into account:

PAE(fo) =

e When dealing with small signals, power gain can be expected to increase
linearly. However, as the input power increases, the difference between the
ideal behaviour and the actual behaviour increases as well, until a certain
point is reached. This point is known as the saturation point. At saturation,
the DC supply and active devices can no longer provide additional power to
the output signal. Even if the input power continues to increase, the output
power remains constant and clipped due to the breakdown effect, which can
damage the entire device if the input power exceeds the saturation point. The
maximum power that the power amplifier (PA) can provide at its output port
is represented by FPo gt, and the minimum input power required to achieve
saturation is represented by P gas.
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« Efficiency and PAE are quantities that depend on the input. These quantities
indicate how well a PA can convert power from a DC source into output power
without wasting energy. To operate, active components in a PA require a
certain amount of power from the DC source to be polarized to a specific
working point. This power is only used for the device to function and does
not affect power conversion. In small-signal conditions, the output power
is lower than the maximum output power that the PA can support. As a
result, DC power dominates the ratio between efficiency and PAE. However,
as the input power increases, the output power increases, and the numerator
becomes dominant in the ratio. Therefore, high efficiency is achieved when
the PA operates near its maximum capability to convert power. Otherwise,
the wasted energy becomes more dominant than the useful energy.

o The difference between the ideal gain characteristic and the real one is called
compression level. As the input power increases bringing the PA near satu-
ration, the operative gain begins to decrease in a monotonic way. Typically,
large-signal parameters are defined at a specific compression level, which is
selected to ensure good linearity before that point. For example, in Figure 2.3,
a 1dB compression level indicates the point in the gain characteristic where the
gain is reduced by 1dB. From that point, it is possible to identify on the 1/0O
curve the input power P 14p that corresponds to the desired 1dB compression,
as well as the resulting Fo 14 provided by the output port at that point.
The same principle can be extended to p1qg and PAE4g by using different
compression levels. The lower the compression, the better the linearity will be
within the range considered, but it also means a decrease in the I/O dynamic.

After careful consideration, it is clear that a trade-off between efficiency and
linearity must be made when selecting a PA. While small signals achieve the
best linearity, the primary task of a PA is power amplification, which requires
large signals and high power output. Typically, higher efficiency is achieved near
the saturation point, which is also where linearity decreases. In high-frequency
applications, PAs are designed to operate at maximum performance near the
saturation point, sacrificing linearity. However, a PA’s performance depends on
the input signal and its envelope, and it can function in other points. When an
amplifier operates far from the saturation point, it is in the back-off region, and
the input and output back-off represents the distance between the input or output
power and the saturation point (usually expressed in dB).

P sa’
OBO|dB = 1010910 9,sat (211)
Po
Prga
IBO|4g = 10logyo }5 ‘ (2.12)
1
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Figure 2.3: Main FOMs as a function of P. [1]

The efficiency, gain, and PAE of amplifiers can be expressed as functions of
the back-off. Although linearity is not a primary concern in PAs, nonlinear effects
should be considered to accurately measure output distortion, as linearity is strongly
affected by gain compression and saturation. It is also important to note that all
of these figures of merit are highly dependent on fy. The characteristics shown
in Figure 2.3 are for a single tone, but in the frequency domain, the overall
effects are evaluated by superimposing each frequency contribution. To accurately
characterize distortion, it is recommended to test the PA using both single-tone
and two-tone excitation. These tests help to determine two significant parameters:
the intercept point of order n-th (IP,), the intermodulation distortion (IM D), and
the carrier-to-intermodulation ratio (CIMR). The Intercept point of order n-th
(IP,) is determined by evaluating a single-tone test. Non-linear theory of active
devices states that non-linearity introduces new harmonic contents in the output
signal. Normally, an amplifier receives a signal with a certain bandwidth BW
centered at frequency fo. In an ideal (linear) situation, the frequency content of the
output signal should be the same as the input signal with the right amplification.
However, with real active devices, the output signal has a different spectral content
because every frequency Fourier domain contributes to generating other harmonics.
Therefore, if the input signal of the block is a single-tone f; evaluated in continuous
wave (CW) condition, the output signal will have the same tone f; with its
harmonics. The amplitude of these harmonics depends on the power of the input
tone. Figure 2.4a illustrates this. Figure 2.4b shows that [P, is the point on the
I/O power plane where the tangent to SS I/O power curve of the fundamental cross
the tangent to SS I/O power curve related to the n —th harmonic. The coordinates
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2.1 — Introduction to power amplifiers

of I P, are represented by the input intercept point of order n — th (I1P,) and the
output intercept point of order n —th (OIP,). In electronics, I Py is considered as
a figure of merit.

P|“

V—h

]
fo 2fy 3fy

(a) (b)

Figure 2.4: Example of a single-tone response.(a): frequency content, (b): 11P3
definition. [1]

VvV h

In a two-tone CW test, the same approach can be followed. In this test, the
input signal is a combination of two sinusoidal signals with different frequencies (f;
and f5) but the same amplitude. The non-linear effects in the system produce an
output signal containing the desired two tones and every intermodulation product
at frequency mf; = nf, where n and m are natural numbers. Figure 2.5a illustrates
this phenomenon. C'IM R, is the ratio of the power associated with the two tones
used as a test and the n — th intermodulation product in dB. This value depends
on the input power. It has been demonstrated that the 3" order intermodulation
products at frequencies 2f; — fo and 2f; — f; with the same amplitude have the
most significant effect on the spectrum.
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P
P| A 0 a2
f
fi £ g
Poh
CIIVIR3I
3f1—2f2] | 3,21,
| | 1
2f—f, f, 1, 2f,—f,
(a) (b)

Figure 2.5: Example of the two-tone response in a PA. (a): frequency content
and intermodulation products, (b): I/O power plane. [1]

2.1.2 Linear RF amplifier theory

At RF, signal propagation cannot be ignored and the whole amplifier system must
be analyzed, taking into account the effects related to transmission lines, to evaluate
both gain and stability. Prior to analyzing an amplifier, it is necessary to introduce
scattering parameters. These parameters, commonly referred to as S-parameters,
are mainly used to characterize the behaviour of a multi-port network at high
frequencies, in terms of incident and reflected waves. Unlike Z, Y, and hybrid
formalism, S-parameters enable a multi-port system description that considers the
reflected wave at its terminals as a function of the incident wave.

L f————o
+ —
Vl_ > System > V2
vV, €— [S] <«
o f—o

Figure 2.6: Generic 2-port device, incident and transmitted waves are highlighted.

For a generic 2-port device, the scattering matrix is a 2x2 matrix containing
scattering parameters that describe the system linearly.
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<V1_> _ (Sn 512> <V1jr> _g (WI) — V1: =SVt + S1Vs" (2.13)
Vy So1 Sz ) \ V5 Vy Vo = So1 Vit + Sy V5"

The scattering formalism was originally created to explain the reflection and
transmission of electromagnetic fields along a certain path. This concept can
also be applied to other physical quantities such as direct power intensity and
reflected power intensity. In a transmission line, the relationship between these
quantities and the incident and reflected waves is directly related to the voltage.

However, this is only true if the characteristic impedance is the same for all the
ports. S-parameters can be measured in the following way:

o Sy is the ratio between reflected and transmitted waves at port 1 when port 2
is adapted with a load equal to its characteristic impedance. In this way there
is no reflected wave from the port 2 load, thus there is not any incident wave
on port 2. In this condition, it corresponds with port 1 reflection coefficient.

Vo

Sy = L =T 2.14
11 Vv1+ ( )

o S is estimated in the same condition as the previous one and it is the ratio
between the reflected wave at port 2 and an incident wave at port 1. For this
reason, it corresponds with the voltage gain (transmission rate) of the system.

_ Ve
=5

=Gy (2.15)

+_
Vyr=0

o Soo is the dual of Sy;. It is measured with a load on port 1 adapted with the
characteristic impedance of the line and represents the reflection coefficient at
port 2.

Vi

- Viz_,'_ - Fout (216)

+_
Vit=0

o Sio is the dual of S5;. It is measured in the same load adaptive condition
as the previous and represents the reverse voltage gain (reverse transmission
rate) from the incident wave in port 2 to the reflected wave from port 1.

Vi

=r =Gy12 (2.17)
2

vt=0
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A system with N ports can be described by an N x N matrix. Each element of
the matrix is obtained by supplying one port at a time with other ports adapted
in impedance.

‘/1_ SH 512 e SIN ‘/1+
‘/‘27 _ 521 522 .. SQN ‘/‘QJF (218)
VN_ SNl SNQ ce SNN Vl\}i_

By analyzing the characteristics of the S-matrix, many features of the system
can be understood. For any generic S-matrix, the following statement holds true:

e S =87 & reciprocal network;

o SSH = ] «= lossless network;

o I — SSH positive-defined <= network with loss;
e 571 = ST «= reciprocal and lossless network.

The system shown in Figure 2.6 is being considered. In this system, port 1 is
connected to an RF source generator with its parasitic impedance Zg, instead of
port 2 which is connected to a real impedance Z;, and is considered as the output.
You can see this connection scheme in Figure 2.7. This setup is used to derive the
characterization of a generic 2-port device, such as an amplifier.

V1+ — T — V2+

v Vi, —

S

J" o [BxXE <3

Figure 2.7: 2-port device with input connected to a real RF source and output
connected to a generic load. [1]

The relationship between the incident and reflected wave of a system described
with S-parameters is affected by external components and depends on the coupling
between ports and connected devices. Using scattering formalism, it is possible

to estimate a new 1/0O reflection coefficient by considering that I's = gs +gg and

I = ZL=%0
oo Syp ST
LT, =Sy + AL 2.19
11 T Syol's (2.19)
S125211's
32 = Dot = Soo + ——- 2.20
22 = Lout = O22 F 77 SiTs (2.20)
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For a generic system, unconditional stability is ensured when the following conditions
are ensured for each frequency:

' <1

II's| <1
ITy(TL)| < 1
ITout(T's)] < 1

(2.21)

If these conditions are satisfied only in a certain frequency domain, the system
is conditionally stable. Passive networks are always stable, and in the case studied
in this example, the conditions for I's and I'f, are guaranteed to be met. However,
when dealing with an active device, instability could occur. Stability regions are
defined as geometrical loci of points that satisfy the first stability conditions of
I'out and T'; on the Gauss plane representing I's and I'y,. If both stability regions
are entirely inside the unit circle, the system is unconditionally stable. Moreover,
stability is ensured for I's and I'f, inside the unit circle due to the last two stability
conditions in (2.21). An important parameter, useful for two-port network stability
consideration, is the Rollet’s stability coefficient:

_ L+ ]|det(S)]* — |Sul* — |Sn|?
|S12][Sa1 |

K > 1 is a necessary but not sufficient condition for unconditional stability. It can
be demonstrated that, for a two-port system, the following statement is valid:

k

(2.22)

k> 1Aldet(S)| < 1 <= the system is unconditionally stable (2.23)

With scattering formalism, it is possible to rewrite the expression of transducer
gain in (2.7) as follows:

Po _ 1—|Sy|? 1— |2
Pyr 1= Sulgf? 11— Toue L |?

If the system is an amplifier, the following conditions should be met:

Gr = |Sa1?

(2.24)

1. the system should be unilateral, which means signals can travel only from
input to output. In an ideal amplifier, this condition is satisfied with Si = 0.
In real situations, this is not possible because of parasitic effects but unilateral
approximation can be ensured if |So;| >> [S12] ;

2. the maximum power transfer from source to the system and from system to
load happen in conjugate matching conditions, that are:

FS = 1—‘S,opt - F;k
FL = FL,opt = qut
25
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Solving these conditions is not a simple problem but it is possible to demon-
strate that for conjugate matching in input and output the maximum trans-
ducer gain available can be expressed as follows:

2.26
Gusa = }gil otherwise ( )

{GMAG = }gi;} (k — Vk? — 1) in unconditional stability

Matching conditions are achieved by tuning I's and I'y, with opportune matching
networks, as shown in Figure 2.8.

za S11I SzzI zU
r [S] 6‘
—— e
o ®
Input tuner Active device Output tuner
I, I

Figure 2.8: 2-port amplifier with I/O matching networks. [2]

2.1.3 ABCD parameters

In the field of electrical engineering, S-formalism is used to describe the relationship
between the reflected wave (dependent variable) and the incident wave (independent
variable). While this is helpful in characterizing a device, it may not be the best
approach in designing and analyzing a system since it fails to establish a relationship
between electrical quantities at one port and those on the others in terms of
input /output. This makes it difficult to assess how multiple building blocks interact
with each other when connected. To address this, a mathematical instrument is
required to put quantities related to one port in relation with those of the others.
This allows for easy evaluation of the output from one port as a function of what
happens to the others, considered as an input. S-parameters provide an adequate
system description, but do not facilitate evaluation of transmission throughput from
one or more ports.
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I I
+ O— ——( +
Vi 2 ©] Vs
c d
- O e -

Figure 2.9: A general two-port network with voltage and currents defined [3].

Starting from Figure 2.9, ABCD parameters are defined as follow|[3]:

Vi =aVy — bl Vi a b Va Va
— = =T 2.27
{Il =cVy —dl, <]1> (C d) <——72 —1I ( )

The ABCD parameters relate electrical quantities at the input port to those
exhibited at the output section. This makes it easy to describe a system constructed
by a sequence of elementary blocks, with each block described by its ABCD matrix.
It is important to note that matrix multiplication is not commutative. Hence, a
cascade of blocks described by their ABCD matrices is equivalent to a single block
that is described by the product of all individual matrices, from the input section

to the output one.
VY (fy) (Ve
() = ({17 () e

Il 12
+ O—— ] < O+
VTI [0'1 bl] [aﬂ bn] VQ
c1 di cn dn
- O— ] —0 -

Figure 2.10: Series block connection between devices described by ABCD param-
eters.

Here, ABCD parameters for main elements are reported|4]:

Series Impedance Z | Shunt admittance Y Series TL 7,0
1 Z 10 cos(f)  jZsin(0)
0 1 Yy 1 jgsin(d)  cos(f)

Table 2.1: ABCD parameters for the main passive elements.
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2.2 PA Classes and efficiency enhancement

The main way to categorize active devices is based on their DC polarization. This
means that the performance of a PA is largely determined by its bias point, as
explained in section 2.1.1. When a DC supply is provided to the PA, it delivers
energy to the load through the active device [1]. To optimize the conversion of power
from DC to RF, the bias point must be chosen carefully. This has a significant
impact on the efficiency, output swing, and overall performance of the PA, which
must be maximized. The DC supply voltage (Vpp) is selected to ensure that the
maximum dynamic range is exploited while avoiding breakdown phenomena.

~ Vbspr — Vbsik (2.29)

Inss/2 |

)
glAB }VGS_VTH
)

[

Vin Vin/2 0 Vgs Vbs E Vbser  Vog

Figure 2.11: Different bias points for different PA classes shown on transcharac-
teristics and output characteristics of an ideal FETs. [1]

To ensure polarization at the right bias point @ (Vps pe; Ippc), bias networks
are used. These networks couple and decouple the DC component with the signal,
and are placed at both the input and output. At RF, bias-T networks are used
instead, as shown in Figure 2.12. Designing a bias-T network is a complex task
and is not the focus of this chapter. However, it enables a load voltage on the
load that can reach up to 2Vpp, which is not possible with a normal bias network.
Additionally, the load is tuned with a resonant circuit that acts as a bandpass
filter to eliminate unwanted harmonics. Only a narrow band centred around the
fundamental frequency can be delivered to the load.
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... BasT
Bias T gF E L/ ' gRF+VDC
Ve 0 -7 77777777777 v Vret W . A -
ch' . , RCF) nc RFIN 3 C,  OUT
' I\ ' ' '
RFIN » C, ] ouT ' A4,
i Lo P A :
' 1 ) — '
' Ca : : I ]
P —] : e |
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DCIN ODCIN
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(a) (b)

Figure 2.12: Example of bias-T network for biasing active devices. (a): network
with lumped elements, (b): network with a transmission line. [1]

2.2.1 Class A, B, AB and C

When the bias point is placed in the middle of the load-line characteristic, as shown
in Figure 2.13a, the PA operates in class A. The optimal bias point is located at:

I = Inss —
QA{ A (2.30)

VDS7DC _ VDS,br;VDS,k = Vop ~ %
The active device remains ON constantly, allowing AC components to oscillate
around the bias point with their maximum excursion ranging from vgs min = Vbs k
to vasmax = Vbswpe. The conduction angle ¢ refers to the portion of the input
signal domain that causes the active device to conduct and can be expressed as
follows in relation to Q:

T Ipp.
¢ = 2arccos <DD> = 2arccos IIDiDS (2.31)
Ipp — Ipss e =1

For a class A PA, ¢ = 360° As a consequence, QQ represents the average values for
vgs and igs, while AC voltage and current peak amplitudes are:

(2.32)

Vbs,br—VDs,k VDs,br

. I
1D, peak — D2SS = [DD
UDS,peak — D) = VDD ~ )
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Assuming that the load is resistive at the working frequency, the optimal value for
maximum power transfer is the one that maximizes both voltage and current, and
for a class A amplifier, this value is:

Vbs,br — Vbs k

RL,opt = Ropt - (233)

Ipss

RCH

‘;DS A 0 - - -

Optimum load
line

Inss

\IlassA j
Inss 12

Viosk Voo Vosbr VDS
(a) (b)

Figure 2.13: PA in class A. (a): quiescent point Q, (b): output characteristics in
the time domain. [1]

To measure efficiency for energy usage, it is important to evaluate output power
Po and DC power from the supply Ppc. In optimal load conditions, Po depends
on the input signal’s amplitude. If there is no input signal, no power is delivered to
the load. However, at maximum output excursion, Py reaches its maximum value
Po max:

Voo Ibp _ 1 Vbgpr — Vs Ipss

2 Ri=Rop: 2 2 2

PO,max -

(2.34)

while the maximum DC absorbed from the power supply is given by the bias point

Q:

Vbsbr — Vs 1
DS,b - DS k D288 (2.35)
As a consequence, the efficiency of a PA in class A can be evaluated:

Ppcmax = Voolpp =

PO,max
P max 'class A
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= 50% (2.36)
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To sum up, Class A configuration provides excellent linearity, but its efficiency is
poor due to the active device being always ON. This results in a higher amount of
energy getting dissipated. Keeping the device biased requires an unuseful quantity
of power coming from the supply. Furthermore, the efficiency reduces linearly with
the back-off. Without an input signal, all DC power is dissipated by the active
component. Reducing the back-off can deliver some of the DC power to the load.
However, with maximum input drive, only 50% of the power delivered is transferred
to the load and the other half is dissipated by the active component. To improve
efficiency, it is necessary to reduce DC power consumption. In Class B amplifiers,
the bias point is set to the threshold voltage so that the active device conducts
only during one-half of the input signal. This means that ¢ = 180° and the active
device is only ON for a half period. As shown in Figure 2.14b, the voltage across
vps is the same as in Class A amplifiers, but the main difference is in the current
ip, which flows in the active device only during the positive half of the input signal.
Only the fundamental frequency is delivered to the tuned load. Hence, the new
bias point is as follows:

Q =0 (2.37)
B 174 _ Vospr—Vbpsk _ Voo A VDs,br :
DS,DC - 2 — VDD ~ 2

AC analysis is more complex and, to understand dynamic behaviour, it is necessary
to look at the Fourier series of the drain current:

: Ipss | Ipss . 2Ipss 2Ipss
= — 4+ — — 20) — 4
ips(6) —+t sin(0) 0 cos(20) in cos(40) +
2Ipss

S (n+D)(n— )

(2.38)

cos(nf) + ... with n € 2;4;6; ...

Considering that only the fundamental is delivered to the load, from the series
above is possible to observe that the current delivered to the load is the same
for class A and, for this reason, the optimum load can be considered the same as
before and also Po max is the same of (2.34). On the contrary, Ppc max is estimate
as follows:

Vbs,br — Vbsx Ipss

P max — 2.39
. s o (2.39)

As a consequence of turning OFF the amplifier for 50% of the period, there is a
reduction of DC power supplied and the efficiency increases to:

PO max ™
max — 7 =—~T78 2.40
H PDC,max class B 4 %o ( )
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Figure 2.14: PA in class B. (a): quiescent point Q, (b): output characteristics in
the time domain. [1]

Class B amplifiers offer a higher maximum achievable efficiency compared to class
A amplifiers, with an increase from 50% to 78%. However, linearity is compromised
as the entire dynamic range is utilized only for half a period and some energy is
wasted in harmonics. To address the linearity issue, techniques like the push-pull
PA can be employed. This involves two complementary active devices working on
two different half-periods, which helps to avoid information wastage. Additionally,
there are other classes of amplifiers available as well:

1. In class AB, the bias point is placed between A and B to find a trade-off
between linearity and efficiency. This allows for a conduction angle in the
range of 180° < ¢ < 360° and an efficiency between 50% and 78%;

2. If the amplifier’s bias point is below the threshold voltage, it can be classified
as a class C amplifier. In this mode, the active device is ON for a period less
than half a cycle and has a conduction angle ¢ that is less than 180°. Though
class C amplifiers are more efficient than class B amplifiers, their linearity is
comparatively worse.

2.2.2 Switching-mode amplifiers: class D and E

In class D, the active element functions as a switch in the ON/OFF condition.
A pair of active elements in push-pull configuration is biased in class B, with
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2.2 — PA Classes and efficiency enhancement

each transistor being driven by a square wave of opposite phases. Before driving
the configuration, the input signal can be modulated with pulse-width modulation
(PWM) or Pulse Duration Modulation (PDM) techniques. Phase inversion is
achieved through electromagnetic field coupling ( EMF) with the transformers, as
shown in Figure 2.15. A resonant circuit is used to deliver only fundamental to the
load.

VCZ(B) r'y
Vcc o
0
0 1 21 g
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!
o
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o °
3
e
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(a) (b)

Figure 2.15: PA in class D. (a): scheme and equivalent circuit, (b): waves in time
domain. [1]

When a PA is in switching mode, it can operate with an efficiency of up to 100%.
However, this theoretical value is influenced by parasitic effects in active elements,
which cause dissipation. Specifically, a small voltage drop occurs between the drain
and source in the ON state, and a small current flows through the open switch in
the OFF state. In Class E amplifiers, only one active element is used instead of a
couple of transistors, but the working principle remains the same.
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Vo

Figure 2.16: Class E, basic scheme. [1]

2.2.3 Harmonic-tuned amplifiers in class F

Up until now, the harmonics caused by non-linear effects have been filtered out
by either a tunable load or a filtering system placed on the output port of the
amplifier. However, the idea behind the class F amplifier is to shape the power
produced by the harmonics in such a way that it enhances the useful signal. This is
achieved by using a network that recovers power from the term -, 53,  Po(nfy)
and converts it constructively with Po(fp), as described in (2.3). Although this
strategy is complex, it leads to achieving efficiency higher than class AB/B.

2.2.4 Back-off efficiency enhancements

The main issue with PAs, as described earlier, is that as the back-off level increases,
the amplifier’s efficiency decreases. Maximum efficiency is achieved when the input
signal is at its maximum power. However, as the input signal weakens, efficiency
is significantly reduced due to the behaviour of Ppc. To save energy, the aim is
to minimize DC power dissipation in back-off. There are two main approaches to
achieve this:

1. Load-modulation PA: the optimal load in back-off can be achieved by mod-
ulating the load itself. The most famous technique able to exploit the load-
modulation is the Doherty PA;

2. Envelope tracking (ET): It is not a power amplifier architecture, but rather
a system-level modification in which the bias point dynamically changes
according to the input signal’s envelope. In this way, the DC power supply is
modulated and reduced when not needed.

The Doherty PA will be largely discussed in the following chapters and its
analysis is part of this work.
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Chapter 3

The Doherty Power
Amplifier

In any discussions about RF power amplifier techniques for modern applications,
the central goal of maintaining efficiency over a wide signal dynamic range must
surely remain paramount[5]. This chapter aims to introduce and explain in detail
this common efficiency enhancement technique suitable for RF application when
the modulated signal has a high peak-to-average power ratio. All analyzed amplifier
classes exhibit maximum efficiency when the input signal is driven to its maximum
excursion, resulting in the maximum delivered power to the load. However, as
the amplifier operates in back-off, the efficiency decreases in a manner that varies
depending on the specific class. This implies that the maximum efficiency is only
achievable for constant-envelope modulations such as FM, but this condition can
only be met when the input drive is at its maximum. The Doherty Power Amplifier
(DPA) is a particular configuration that was developed in 1936 to solve efficiency
problems in back-off.

Impedance
Delay inverter

line

Global
match ouT

Common
node

Figure 3.1: Basic DPA.
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It was initially based on high-power tube amplifiers. The basic idea is to
dynamically adapt the load to its optimal value by using load modulation techniques,
to ensure the maximum excursion of the output voltage swing. The concept is based
on modifying the RF load by applying current from a second, phase-coherent source
[2]. The technique of load modulation is accomplished by using two amplifiers in
parallel - the Main PA and the Auxiliary PA. These amplifiers work by delivering
power to a common node and using an impedance inverter to modulate the load.
When the input power is low, only the Main amplifier delivers power to the load
and the Auxiliary one is off. This condition is maintained until the input power
reaches a certain threshold, which corresponds to the saturation point of the Main
PA. As the input power increases beyond this threshold, the Auxiliary PA begins
to deliver power to the load. The benefits of using a DPA are most apparent in
the region between the two saturation points, where both the Main and Auxiliary
amplifiers work together to deliver power to the load. Usually, Auxiliary is turned
off when OBO is higher than -6dB, which means when the output power is a quarter
of the maximum combined one. So, for higher back-off, only the Main works as a
normal PA while efficiency enhancement is exploited for —6dB < OBO < 0dB. To
manage this threshold, the Main PA is usually in class B while the Auxiliary one is
in class C.

Full drive  Half drive i

i
hss K = =7\~ ~ I s
hss 12 A\ = _/:\ _I_"_\_ _/It pss j
1
1
1
1

Vi

3 _I-\_ ~
Vop -f-X7- A 0 2Rgpr \ -
0 L. \y 0 Voo Vosor ~ Vps
(a) (b)

Figure 3.2: Basic DPA. (a): waves in time domain, (b): load lines. [1].

3.1 Working principle

In order to understand how the DPA works, the concept of load modulation first
needs to be introduced using the circuit shown in Figure 3.3. The impedance
that the output terminals of the first current generator experience must be also
considered. When both I; from the first generator (as the Main) and I, from the
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second generator (as an Auxiliary) flow through the load R, the impedance Z; seen
by the first generator can be calculated as follows [2]:

f= B BT ()

_n_ 1422 3.1
2 I T (3.1)

From (3.1), three situation can be distinguished:
1. If I, = 0, the impedance seen by the Main is trivially the value of the resistance;

2. If Iy # 0, the load seen by the Main is different from the original one and can
be increased or decreased according to the relative phase between I, and I;.

This fact implies that the impedance that the generator’s output presents to
the external world, known as the Main PA, can be adjusted based on the operation
of a second source, known as the Auxiliary PA, within the system. This simple
principle can be employed in power amplifiers to optimize the load presented to

the Main amplifier and simultaneously offer an additional energy source to power
the load.

I, I,
Gen 1 4 iER @Gen 2

Figure 3.3: Active load-pull with two signal generators. [2]

The basic scheme shown in Figure 3.3 can be modified to create the dynamic
circuit of a generic DPA, which is depicted in Figure 3.4a. In this new Figure, only
the output stage is highlighted, with generators representing the output stage of
each active device. These generators are driven by the input signal, according to
the dynamic model of transistors. One key difference between 3.3 and 3.4a is the
presence of a quarter-wave transformer, which is crucial for achieving the intended
aim. For the analysis, the following hypothesis is assumed:

o Active elements are identical between them and, in terms of current, they
have the same maximum current [,,y;

o It is assumed that Main PA is biased in class B and for this reason fundamental
current amplitude i Iiayx/2;
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o When the OBO is minor than -6dB, only the Main amplifier is active, operating
as a typical class B amplifier. However, when the OBO is between -6dB and
0dB, the Auxiliary power amplifier also delivers current to the load. This
control of conduction, which depends on the input signal, can be achieved by
adjusting the threshold voltage for each bias. For example, a combination
of Main and Auxiliary amplifiers operating in class B and C can be used, or
input levels can be controlled;

e The optimal load Ropr is assumed for the class B, neglecting knee-voltages:

VDD

[max

Ropp ~ 2 (3.2)
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Figure 3.4: Doherty power amplifier: dynamic behaviour. (a): dynamic DPA
scheme, (b): dynamic RF transcharacteristics. [2]
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Before beginning, it is necessary to recall the ABCD matrix of the quarter-wave
with characteristic impedance Zr, as shown in Figure 3.4a:

0 jZ Vi = jZI Vip = 2]
Dﬁ] _ [j j()T} [‘I/ml . ih JJ ol JVir J 1 N (3.3)

Z7 is a well-known characteristic of the transmission line in design. By observing
the ABCD characterization, it is possible to notice that:

1. When the current enters the common node to the load, the transmission line
results in a 90° delay. To ensure constructive power recombination, the current
from the second device should also be delayed by 90°. Therefore, an input delay
line is used. In conventional Doherty power amplifiers, a /4 transmission
line is required at the Auxiliary input. This provides a 90° phase shift to the
input signal, allowing for a phase-correct combination at the output[6];

2. The transmission line decouples electrical quantities related to the different
sides. In fact, V] is related to the current on the other side, I 1, only by the
effect of Z1 and does not depend on the output voltage and the load.

By combining equations in system shown in (3.3), following results can be
obtained:

Virhr = —Vily
i Vi (3.4)

72 =—.— =77
T L Ly T

Starting from now, a mathematical model that describes the behaviour of the
DPA in back-off is derived. When the OBO is lower than -6dB, the Auxiliary
is OFF, and the DPA operates as a normal class B power amplifier. When the
OBO is in the 3dB range, both devices supply currents directly proportional to the
input drive voltage. By exploiting the linear I-V relations shown in Figure 3.4b,
the currents delivered dynamically by each active element can be expressed as a
function of a new dimensionless quantity, &, which is used to fix the back-off level.
The purpose of this factor is to normalize the dynamic range of the DPA from the
back-off threshold at -6dB to the saturation and to decouple the input voltage,
which is not taken into account in this demonstration, from the input drive. The
value of £ is between 0 and 1, which corresponds to -6dB back-off and maximum
power condition, respectively, according to the following definition:

_ 2‘/;11 - V;n,MAX/Z

for VinMAX
Vin,MAX 2

f = 5(‘/111) S ‘/in S ‘/in,MAX (35)

In 6dB back-off region, the current profile shown in Figure 3.4b becomes:
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[max
L= (1 g)

-]max
Iy =—j 5 §

(3.6)

The Auxiliary input delay at central frequency indicates an imaginary I5. Referring
to 3.4a and recalling (3.1), the pulling effect can be expressed as:

Zim = Ropr ( I, ) _ Ropr (1 N .[2ZT>

1 _“
2 +1'1T 2 J Vi

Ropr [1T> Ropr < % )
Zy = 1+ 21 = 1—
27 < A 2 I T Zr
It is possible to observe from the last equation that I 7 is still unknown. However,
for 0dB back-off (¢ = 1), I11 equals Iy = I, /2. In this scenario, the pulling effect
is exploited at its maximum capability, resulting in Z;t = Z3 = Ropr, which is a
significant increase from its initial value of Ropr/2. It is also interesting to note

the change in impedance seen by the Main. By combining (3.4) with the expression
of Zy7, the impedance seen by the output of the Main, Z;, can be calculated.

(3.7)

P 72 272 272
1 pr— pr— - p—
21t Ropr (1 + ]iIQVZlT) Ropt (1 + L‘;{‘GZT )

Comparing these last results, it is possible to understand the action of the inverter:
as I, increases, Z;r is up-modulated and the impedance inverter reduces the
impedance seen by the Main output Z;, showing an inverted behaviour. This is
the key point of the Doherty PA. Furthermore, at central frequency, Z; assumes
real value thanks to the phase compensation introduced by the input delay. After
some manipulation, the following results are highlighted:

(3.8)

_ _Zr Daax
Ropr 2
The last equation is crucial to understand the key of Doherty: imposing that the

characteristic impedance Zr of the transmission line is equal to the optimal load
Ropr, the voltage at the Main output is simplified as follows:

Vi

[Zr + & (Zr — Ropr)] (3.9)

_Zr Daax
Ropr 2

[max
Zr +€(Zr = Roen)l |, = ~5"Ropt (3.10)

Vi

This result is very important because tells that the Main voltage, under the
coupling condition Z1 = Ropr, is constant and does not depend on £. That means
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3.1 — Working principle

that Vj is constant at the maximum dynamic voltage swing in the region with
—6dB < OBO < 0dB. So, thanks to the transmission line working as an impedance
inverter, in the -6dB back-off the double effect of inverted load-pulling and the
increasing of the Auxiliary current allows to maintain a constant voltage across the
Main output stage. It is interesting to use these results to estimate the voltage
across the resistive load Vi, which is connected to V; through transmission line
depicted in (3.4). After some rearrangement, the voltage across can be written as
follows:

[max [max
Vie=NZr =204 802, =" (14 Ropr (3.11)

In the -6dB back-off region, the voltage across the load follows the entire dynamic
range of I; available from the Main amplifier. This demonstrates that the Main
amplifier is working at its maximum efficiency, as V; remains constant at its
maximum value throughout the entire range. The power of this topology consists
of the double effect of the transmission line that, acting as an inverter, allows that:

 as the impedance on the right side is modulated by the Auxiliary, the inverting
effect is exploited with a decrease of the impedance seen by the left side;

« voltage on one side is blocked and does not impact on the other side. In
this way, the inversion network decouples sides one from the other and while
the Main has saturated the Auxiliary can work with the proper voltage level
according to the load modulation principle.

The following statements, referring to -6dB back-off region, resume all concepts
that have been demonstrated:

1. The quarter-wave transmission line, working as an impedance inverter, makes
the load-modulation effect act in the load-pulling effect;

2. Current coming from the Auxiliary has the double effect of reducing load
seen by the Main and giving current to the load. The overall effect under
the condition Zt = Ropr is that the Main voltage V; remain constant in the
entire range at its maximum value;

3. Working at its maximum swing, the Main PA maintains maximum efficiency;

4. In order to compensate for the 90° delay introduced by the impedance inverter
and combine current at the common node with the same phase (so, in a
constructive way), an input delay on the Auxiliary is needed.
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3.2 Power and efficiency

In terms of efficiency, a DPA configuration offers a significant improvement over
the classic PA configuration. This is because, when working in a certain back-off
region, the Main amplifier works in saturation while the Auxiliary manages the
signal on the load. As discussed in chapter 2, operating at saturation allows the
PA stage to achieve maximum efficiency. However, while the Main PA operates
at maximum efficiency, the Auxiliary does not work under the same conditions
and therefore, the overall DPA efficiency is reduced. Assuming that both PAs
work in class B, a model can be derived analytically. For back-off levels lower than
-6dB, only the Main amplifier conducts, and the efficiency is the same as that of a
classical class B PA.

T 2u
4 Viax
In the -6dB back-off region, where both PAs conduce current, the power delivered
to the load can be derived easily from (3.11):

Mot = (312)

Vit _ I{Rgpr 2
P or = = : =

2h, 2 Fopr L (3.13)
=17 ROPT‘ v, ~ —=—="Vpp
ROPTE2% 2 VMax

The DC power absorbed by the Main and Auxiliary is in this example the same for
a class B:

Vin [max
Ppc Main = v - Vob

m?}" I (3.14)
P = 2 (V‘“ - 0.5) "o

The overall DC power absorbed from the Main and Auxiliary is the sum of both
contributions:

[max Vin
PDC - PDC.Main + PDC,aux = ( ) {3 ( ) —0.5

™ Vmax

At the end, the efficiency is a function of the input level and the final result is the
following:

Voo (3.15)

() e

=T AV
ILLtOt_2 3(&)—1
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The efficiency of a DPA is determined by two different back-off scenarios, as
described in (3.17). When the back-off is lower than -6db, the DPA behaves like a
classical class B PA, whereas in the -6dB back-off regime, it shows an improvement
in terms of efficiency. Figure 3.5 shows the efficiency described as a function of
OBO. The efficiency ripple is due to the DC power absorption of the Auxiliary
that does not work in saturation, with a negative impact on efficiency. However,
as the Auxiliary output voltage increases, the efficiency improves. Although the
general efficiency trend of a DPA is similar to that shown in Figure 3.5, it heavily
depends on the class of each PA and their IV characteristics.

x. %, for OBO<-6dB
Htot = ( o >2 (317)
z. W, for -6dB<OBO<0dB

100%

50%

-10 dB -5dB P

max

Figure 3.5: Class B/B DPA, efficiency. [2]

3.3 Implementations

It is important to note that the actual performance of a typical DPA may differ
from the theoretical analysis discussed in section 3.1, due to various non-ideal
operating conditions. The efficiency of the amplifier can be significantly affected
by factors:

o In order to ensure equal distribution of input power between Main and Auxiliary
branches, a balanced power splitter is typically used. However, this type of
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splitter is strongly non-linear and can cause unwanted phase shifts between
the Main and Auxiliary signals. Alternatively, an unbalanced power splitter
may be used, but this still poses a challenge in terms of managing power
division in the design. Despite this, other solutions are available. For example,
rather than using a simple power splitter with a quarter-wave transmission
line on the Auxiliary branch, the input transmission line can be replaced with
lumped elements or the power divider at the DPA input stage can be replaced
with a quadrature 3dB splitter [7].

o Main and Auxiliary are two PAs that should utilize the ideal input/output
transcharacteristic shown in Figure 3.4b. In the initial Doherty implementa-
tion, each amplifier was realized with tubes, and due to specific characteristics
of these old components, the I-V curve could be easily controlled in terms
of transconductance g, and maximum current [,,.. However, in modern
solutions, tubes have been replaced by active elements such as transistors (es-
pecially FETS), which do not offer the same flexibility. The transcharacteristic
cannot be managed but strongly depends on the physical characteristics of
the transistor (doping levels, material, dimension, and scaling) and the bias.
Therefore, the Main and the Auxiliary active elements are not equal but are
scaled in a suitable way. Additionally, the class in which every amplifier works
is important for the design, and especially for the Auxiliary, it represents a
possible way to switch on/off the active element according to the working
principle of a DPA.

In the first transistor-based implementation, both the Main and Auxiliary were
biased in class B. This configuration is known as a class B-B DPA. The main issue
with this configuration is that the Auxiliary needs to be turned on only when
the input signal’s envelope reaches a certain level, due to the properties of class
B. While the Main component is on in every envelope condition, the Auxiliary
component starts conducting only when the back-off is higher than -6dB. This
solution does not pose any problems for the Main component, but using a class B
on the Auxiliary component means conduction in every envelope condition, and
this problem needs to be addressed. The issue can be resolved by controlling the
Auxiliary bias with a suitable circuit capable of sensing the input envelope and
driving a switching circuit to turn on the Auxiliary component only when the input
signal is greater than a certain level. The basic scheme of a B-B DPA working with
this principle is shown in Figure 3.6. Another solution with adaptive bias can be
implemented, which improves linearity.
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Figure 3.6: Class B-B DPA with switching circuit. [§]

In order to activate the Auxiliary only when the signal reaches a certain threshold,
an effective approach is to use a class C PA for the Auxiliary of a class B-C DPA.
The bias point is selected to turn on the Auxiliary PA only when the input signal
envelope is above the threshold. In this way, the Main amplifier is always on, but
the Auxiliary starts to conduct only in the -6dB back-off region. It is recommended
to use an unbalanced splitter to ensure proper load modulation. However, using a
class C increases the risk of breakdown. Another configuration is the class AB-C
DPA, which improves linearity and reduces crossover distortion at the expense of
efficiency. Advanced solutions involve using different bias voltages for the Main
and Auxiliary or adopting a class F configuration for the Main amplifier.

It has been assumed so far that the load Ry, is purely resistive and equal to
Ropt/2. However, this assumption can be too narrow because the effective load that
a generic PA needs to supply can be different from the optimal one, which depends
on the amplifier’s structure. To match the load with the optimal characteristic of a
PA, a matching network is used to replace the pure resistive load Ry,. At working
frequency, this matching network appears as a pure resistive optimal load for the
purpose. In most cases, a matching network is realized with another transmission
line in series between the common node and the effective load that needs to be
supplied, with the characteristic impedance chosen as:

1
25" =\ 5 Rowt B, (3.18)
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Figure 3.7: Basic DPA architecture with matching network on load.

3.4 Bandwidth and linearity

Assuming that all elements act linearly in the useful band, the Doherty configuration
ensures good linearity due to load modulation and the superposition of powers
coming from the Main and Auxiliary ones. As seen in Figure 3.8, when only the
Main is on, the output power at the common node follows the power characteristic
of the Main, and the Auxiliary is off. However, when the Auxiliary starts to
conduct, the load-modulation effect is exploited, and the Main output voltage
remains constant while the power characteristic behaves as a square root curve.
On the other hand, the Auxiliary amplifier experiences an upward load-pull effect,
generating an output power proportional to the cube of the increasing input voltage
amplitude, giving a “three-halves” power transfer characteristic. The superposition
of these two characteristics gives a composite linear power response [2].

It is important to consider non-idealities in the design process of DPA; as it is
achieved through strongly non-linear elements, such as transistors. The behaviour
of these elements during the realization of Main and Auxiliary PAs can have a
significant impact on the design due to their non-linear characteristics. This impact
can be attributed to various reasons, which are described below:

o The Auxiliary PA should be turned off below a certain threshold to prevent
unwanted current modulation of the Main load;

e In the high-power range, the Main voltage remains close to the maximum
level and the I-V curve has a monotonic slope, without being clipped by a
saturation point.

Studying the linearity of a DPA is generally more complex than that of a normal
Class AB amplifier. From a broad perspective, it is possible to demonstrate that
at low power levels, when only the Main amplifier is active, the linearity behaves
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Figure 3.8: "Three-halves" DPA power characteristic. [2]

similarly to the Main amplifier. However, as the Auxiliary amplifier begins to work
at high power levels, the gain tends to equalize, and linearity can be improved with
harmonic cancellation if both PAs are correctly biased [9].

There are two factors that can negatively affect linearity: the power splitter in
input and the Main and Auxiliary bias that generate unwanted harmonics. To
improve linearity, some solutions can be adopted such as using an AB class for the
Main or adaptive bias control. For more detailed information about linearity, a
mathematical discussion about an AB-C DPA can be found in [8]. An important
characteristic of an amplifier that needs to be analyzed is the band in which it
can operate. With the increasing demand for wide-band 5G applications dealing
with mm-wave, bandwidth extension has become a crucial consideration in modern
DPA designs. However, there is no technique yet for broadband DPA design, as
several factors in the DPA architecture contribute to bandwidth limitation. Recent
research has shown that bandwidth extension has received increasing attention,
especially for wide-band 5G applications. [10]. TL1 and TL2 are carefully chosen
to ensure that both amplifiers can see the optimal load for the task. However, due
to the intrinsic characteristics of the transmission line, they only work properly at
the single A designed, making them beneficial only in a narrow-band. TL2 aims to
transform the load impedance Ry, into R,pt/2, while the characteristic impedance
of TL1 is chosen to match the optimal load resistance at peak power. At -6dB
back-off, the Auxiliary is off and the impedance presented to the Main is equal
to 2Ropt, as shown in (3.8). It is important to remember that Zp = Ropt. At
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maximum power, both amplifiers are on, and the load seen by each amplifier is
equal to R,pi. The parameter that defines the ratio of impedance transformation is
called the impedance transformation ratio (k):

=2t
Z

(3.19)

In this case, at peaking power k is equal to 1 while for -6dB back-off regime k
takes the value of 0.5. According to the fundamental theory of transmission lines,
assuming load-matching, the following relationships can be demonstrated:

k+jtan (54)
"1+ jktan (14)

Plotting the real part of Z;(f) normalized to R,y (Figure 3.9), it is evident a
narrow-band behaviour in back-off.

(3.20)
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Figure 3.9: Z,(f) in optimal load condition, normalized to fy) and Rop. [10]

As previously explained, the transmission line TL2 serves as a matching network
to convert Ry, to R,p/2. However, if the ratio 2Ry, /R,y is too high, it can limit
the bandwidth. You can determine Z;(f) by considering the frequency behaviour
of TL2, which can be expressed with the following equation:

ke + j tan (g%)

Z(f) = Zf) = R, 3.21
1( ) ( ) ptl—i—jkctan(%%) ( )
where k. is a new parameter defined as follows:
1 . w f
—+jtan 5+ R,
ke = k22— (37) with m = | =2 (3.22)
m + j tan (g%) 2Ry,
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When m = 1, the behaviour of Figure 3.10 is the same as that of Figure 3.9.
When m < 1, the bandwidth decreases, but when m > 1, a higher bandwidth
is achieved at the expense of some peak. Therefore, it is preferable to use a
configuration and active element that can allow for a higher R,,;. However, TL2
can be replaced with higher-order matching networks to improve the bandwidth,
but the same cannot be done for TL1, which acts as an impedance inverter.
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Figure 3.10: Z(f) considering the effect of TL2, normalized to f, and Ropt. (a):
maximum power condition, (b): -6db back-off conditions. [10]

Parasitic capacitances can limit the bandwidth. To overcome this, it is possible
to either nullify their effect by using other transmission lines or manipulating the
ones already present or use a lumped elements solution. The input network of a
transmission line, which consists of a power splitter and a phase-shift TL, can also
limit its frequency behaviour. To achieve a narrow band, it is possible to combine
the delay and splitting into a single component, such as a quadrature splitter.
However, bandwidth problems can be solved by adopting certain solutions that act
on the coming network at the common node. Two slightly different definitions can
be used to start defining the bandwidth for DPA performance estimation [11].

 fp is the frequency range on which the saturated power Pour st is higher than
a threshold Pour target:

o fL is defined as the frequency range where the gain compression id Doherty
region is lower than a target.

From these definitions, the bandwidth of a generic DPA can be considered as the in-
tersection of these two frequency intervals fp N f,. The gain compression/expansion
can be estimated as the difference between IBO and OBO.
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3.5 Multi-way and multi-stage configurations

A classical DPA can enhance efficiency within the Doherty region, where the
back-off is between 0 and -6dB. The efficiency depends on the back-off, and its
behaviour is shown in Figure 3.5. However, when the back-off is lower than -6dB,
the efficiency of the DPA degrades depending on the class and the bias chosen for
the Main amplifier. In most modern communication systems, the peak-to-average
power ratio (PAPR) exceeds this value, requiring an extension of the high-efficiency
range. To extend the efficiency enhancement for higher back-off levels, the Doherty
region can be expanded for back-off lower than -6dB. This can be achieved by
adopting designs with more than one Auxiliary, which improves load-modulation.
Two viable solutions to increase the high-efficiency back-off region are multi-way
and multi-stage DPAs [12].

o The Multi-way (N-way) DPA is designed with one Main amplifier and N — 1
Auxiliary PAs working in parallel and turning ON/OFF simultaneously, at
the same back-off level;

o The Multi-stage (N-stage) DPA is a more complex architecture made by 1
Main and N — 1 Auxiliary, as the previous, but here every Auxiliary is turned

ON/OFF at different back-off levels.

In an N-way Doherty amplifier, the basic scheme is illustrated in Figure 3.11a.
The aim is to combine N-1 Auxiliary amplifiers to create one larger Auxiliary device
that operates like a classical DPA. In this configuration, each Auxiliary device is
switched on/off at the same back-off level as in the basic configuration. The goal is
to deliver currents from each Auxiliary device at the common node with the same
phase and at the same time to improve the overall Auxiliary device’s ability to
modulate the load. This provides a maximum current N-1 times higher than the
one supplied by the Main device. Consequently, the efficiency is improved, and
the Doherty region is extended to back-off levels lower than -6dB. However, as N
increases, the efficiency curve in the Doherty region drops significantly, as shown in
Figure 3.11b. To overcome the problem, the N-stage DPA approach is used. This
approach is different from the N-way approach because the Auxiliary PAs are not
working in parallel but in a cascade configuration. Although there are always N-1
Auxiliary devices, each Auxiliary PA is turned on only when a specific back-off
threshold is achieved. Every threshold is different for each Auxiliary PA, resulting
in multiple Doherty regions appearing in the efficiency curves. To make it work,
every Auxiliary requires a proper control circuit that makes it conduct only when
a certain envelope threshold is achieved. Power cannot be delivered simply by a
common node, but an opportune combiner network is required to exploit properly
the load modulation for each stage in the cascade. Initially, the Main and the
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first Auxiliary work as a normal DPA. Increasing the input power causes both the
Main and first Auxiliary to saturate, and the third Auxiliary begins to conduce
modulating the load of the first Doherty active couple. When the second Auxiliary
reaches saturation, the third intervenes, and so on for the other branches.
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Figure 3.11: N-way DPA. (a): basic scheme, (b): theoretical efficiency. [8]
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Figure 3.12: N-stage DPA. (a): basic scheme, (b): theoretical efficiency. [8]

The use of an N-stage solution improves efficiency in back-off, as compared to
the N-way solution where only one Doherty region is extended and drops in the
middle. Implementing more Doherty regions in the N-stage solution leads to a
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more complex structure, which requires specific conditions to be met for optimal
performance:

o Each Auxiliary PA requires a different switching circuit or bias control to turn
on/off at the correct threshold;

e A complex combiner network is required to sum power from each PA in a
constructive way and input at each Auxiliary should be delayed properly,
according to the combiner topology.

In [8], a possible topology is proposed for an N-stage, as shown in Figure 3.13.
This structure requires each output stage to be connected to the following one
with a quarter-wave transmission line. Each transmission line is characterized by a
characteristic impedance of Zj;, where 7 represents the stage identifier. To restore
the phase, a 90° delay in input is applied at each Auxiliary. Assuming that each
Auxiliary is turned on/off on a different back-off threshold O BO;, each transmission
line can be designed using the following relations, where ¢ = 1,2,...N (in this case,
the number of Auxiliary devices is represented by N), and k = 1 for odd i or k = 2
for even 1.

ol
Zop; = Ry, - H —
j=1 9

5 o50; (3.23)
I azoc=10""=
i=k

RL = (1 - al) Ropt,AuxN

It is important to optimize the output transmission line and bias point of each
active device to achieve the optimum efficiency curve in real implementations.
While the previous topology presented is an example, it does have some drawbacks
in terms of linearity due to unwanted modulation-load effects that happen when the
saturation point of each Auxiliary is reached. It has been demonstrated that the
maximum theoretical efficiency cannot be achieved with this topology. However,
other combiner topologies can be used [13]. In this topology, input delay is only
required every two stages to adjust the phase to the load. Note that the principle
can be used to increase the number of branches in a multi-Doherty structure, but
creating a power splitter with a large number of output lines is not feasible. As a
result, the number of branches is usually limited to a maximum of three or four,
including the Main branch. Additionally, N-way and N-branch are often used
interchangeably, but they refer to different things.
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Figure 3.13: Example of an N-way DPA with the proposed combiner topology as
example. [§]
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Figure 3.14: Comparison between N-way and two different N-stage topologies.
(a): 4-way DPA (input stage is neglected) [12], (b): 3-stage DPA with the example
combiner topology analyzed (input stage is neglected) [12]
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Chapter 4

Development of a linear
method analysis for 3-stage
DPAs simulation

The core of this work is presented in the following chapter. It introduces a novel
linear model that can simulate the behaviour of a 3-stage DPA assuming linearity
for each device for initial bandwidth estimation. The mathematical model proposed
here is developed for the analysis of the output stage of a Doherty configuration with
a generic combiner. This approach offers a simplified method for 3-stage design and
analysis, requiring only linear simulation. Moreover, it is customized and optimized
for the architecture suggested in this chapter. After describing the system, its
mathematical model has been implemented with MATLAB to develop a simulation
tool for the design and analysis of a generic 3-stage DPA. The development of a
specific simulation tool was necessary to create a simple model that could bypass
the computational complexity caused by non-linear simulations, and overcome
some limitations in CAD for simplified modeling. One such limitation is the active
device voltage clipping due to saturation limits imposed by the power supply. As
the chapter will demonstrate, the initial approach only considers the output stage
of each active device in a simplified method that does not rigorously account for the
real physics of the transistor and its polarization class. Nevertheless, certain effects
that are not negligible must be taken into account, such as clipping, which can limit
the dynamic of the entire system. Generally, an amplifier is designed to work in a
certain frequency band, and the design goal is to ensure a quasi-constant behaviour
in the entire bandwidth. This is a design problem because active and passive
elements are strongly frequency-dependent, and some kind of compensation can be
achieved with particular networks. However, in general, each component is designed
to work properly at a certain central frequency. The design is typically performed
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for a central frequency, where the system works according to the specifications,
after which the entire network imposes the band behaviour.

In order to transport the concept in a DPA, the combiner network should
be designed to ensure impedance inversion and signal recombination at a given
frequency to achieve maximum efficiency. However, the impedance levels and
behaviour of the entire system depend on the frequency behaviour of the network
and should be studied, designed, and optimized properly. This phenomenon must
be studied, prevented, and controlled to manage the frequency behaviour of the
DPA.

There are various software programs available for RF simulation in commerce,
and one of the most efficient options is ADS-Advanced Design System. It is
an electronic automatic design environment that is recommended for RF design
and wireless networks. ADS has a simple graphical interface which makes linear
simulation relatively easy. However, modelling only the output stage in a simplified
model overlooks all the phenomena that are crucial to the working principle of a
typical active device, including saturation. As a result, the outcomes obtained may
not be reliable in certain frequency conditions. A major challenge in simulation
tools is to perform linear and simplified simulations without neglecting important
physical aspects. To address this issue, this work presents a simulation tool
that aims to overcome this problem. In [1], a similar approach was developed and
described for a classical Doherty configuration with two stages. While mathematical
formalism is well developed for two-port networks providing conversion table
between different set of parameters[3], dealing with three-port systems can require
a major complexity. Some theories based on parameters conversion ideal for three-
port systems have been developed based on mathematical relations between different
characterization describing the same object [14]. However, parameter conversion
implies the acknowledgement of almost one set of parameters that, in most cases,
are obtained through measurements to describe the system. In RF, this kind of
measurement usually deals with S-parameters characterization techniques [15] The
approach followed in this chapter is based on the mathematical manipulation of
each subsystem to extract the Z-matrix of the combiner, described as a three-port
device.
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4.1 Basic idea

The concept of modeling a 3-stage DPA using a linear approximation while con-
sidering the physics of the device is based on a model originally developed for a
classical DPA configuration at PoliTO, which was described in [11]. This idea has
been generalized and applied to analyze a 3-stage DPA with a specific combiner
topology in a linear fashion. The 3-stage DPA configuration shown in Figure 4.1
analyzes the relation between electrical quantities in the output stage, neglecting
input power splitting.

Figure 4.1: Output section of DPA with the generic combiner topology adopted.

The direction of each current has been chosen to simplify the mathematical
model developed in the following section. According to this topology, each combiner
branch is described with a black box with its ABCD formalism:

() = ()= () () (1)
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At the moment it does not matter how each block is made inside, however, it will
be constituted by a cascade of several passive elements taking part in the combiner.
Considering real active devices, output stages have non-negligible parasitic elements
that affect the frequency behaviour of the entire system. In this work, parasitic
quantities are considered and included in the combiner topology: parasitic elements
will be modelled as lumped components and they will be included in their relative
output branches Ty, Ta1 and Tho. With this assumption, output stages M, Al and
A2 of each transistor in Figure 4.1 are represented by an ideal current generator
driven by the input stage (not considered in this discussion) while their parasitic
elements are included in their relative output branches. This choice to split the
physic of the output section of each transistor could appear trivial but it allows
to consider parasitic elements as a part of the combiner, simplifying the design of
each branch. As a consequence, Iy, —Ix; and —Ixs are not the current exiting
from each device but the one outgoing from the so-called internal section of the
transistor, before output parasitic lumped elements. It is important to note that the
current generators - M, Al, and A2 - are dependent on the input power splitting
and follow a generic transistor model. Even if the input stage for each active is
not taken into account, the stimulus of the system is modelled as Iy, —Ia1, and
—Ix2 which are complex quantities taking into account the effects of the input
power splitter. The combiner topology can be considered as a three-port network
where each port is connected to the output stage of each active device. With this
assumption, the system can be described with its Z-parameters in the following
way (the conventional sign of current entering each port is respected):

VM Iy Zvv Iviar Zvaz Iy
Varl=Z | —Ia1 | = | Zaiv Zaiar Zaiaz | | —1a1 (4.2)
Va2 —1Ips Zaom  Zaoar Zasaz) \—Ia2

A consideration that needs to be highlighted is that the impedance matrix
describes in a linear way only the combiner topology (parasitic effects included),
while the DPA working principle will be coded into each stimulus, set in amplitude
and phase according to the input splitting method adopted. Once the combiner
Z-matrix has been found, (Iy;; —Ia1; —1Ia2)? is applied according to (4.2). However,
this linear mathematical relation does not consider the system’s physical limitations
due to the power supply limit and for this reason Vy;, Va; and Vjs can overcome
their maximum voltage achievable in saturation. Calling Virax sun, Where sub
corresponds to M, Al and A2, the maximum voltage achievable from each active
device, physic limitation imposes that:

Vaub < VMAX sub (4.3)
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Where this relation is not satisfied, it means that:

« the saturation has been achieved and the output voltage has been clipped to
‘/sub S VMAX,sub;

o (In;; —1Ia1;—1Ia2)T used in (4.2) is not feasible because too high for the physics
of the device, and needs to be reduced for a correct estimation.

For these reasons, a clipping factor ¢y, is introduced and defined as follows:

VMAX, sub
sub — { [Voun| 7 H/Sub| > VMAX,sub (44)

17 H/:eub‘ S VMAX,sub

M, A1 and A2 are not independent because of the input power splitting, so the
effective clipping factor is given by

c = min{cy; car; caz} (4.5)
and clipped current can be estimated as:
Isub,clip = CIsub (46)

Now, it is possible to correct the calculation by taking into account that:

VM,Clip IM,clip
VAl,clip =7 _[Al,clip (47)
VA27clip _IA2,Clip

The clipping model will be analyzed in section 4.4 more in detail. Viyax sub
achievable by each active depends on the supply voltage, the knee voltage Vi gub
and the amplifier class. For an active bias in class B, the maximum voltage
achievable by its output stage is given by:

Vmax sub = Vbpsub — Visub (4.8)

4.2 Mathematical model for combiner description

As mentioned earlier, Figure 4.1 depicts a combiner that needs to be described as a
three-port network, stimulated by three current generators. Therefore, Z-parameters
are suitable for this purpose. To better understand some useful considerations, it
is helpful to analyze the combiner in the representation shown in Figure 4.2.
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]’{ Tl [1 T TAI [Al
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I 1 A2 [,

Figure 4.2: Combiner topology under analysis.

It is possible to observe that electrical quantities are being "transmitted" from
the Main circuit to the Auxiliary circuits, given the current direction that has been
adopted for Ix; and [x5. For this reason, the combiner analysis has been divided
into two steps:

1. derive a relation, using ABCD-parameters, able to describe the system in the

() =[5 (52)]

2. manipulate (4.9) to obtain

%Y I
Vi | = Z | —Ias (4.10)
Va2 —1Ias

For the second step, it is immediate to understand that moving from 2x2 system
to a 3x3 one needs a further equation.

4.2.1 Step 1

Figure 4.2 helps in finding the relation between the Main quantity and Auxiliary
ones. In fact, exploiting ABCD formalism with KCL and using linearity, it is
possible to write the following relation:

<1M> = i <11 L=Ij,+15 Tululi ) T \n (4.11)

Internal add can also be written as:

Var) _ Va1
) (s
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(2) — el @j) - <v02> (4.13)

Substituting these last two terms in (4.11), the following relation is obtained:

!
W) |1 () e (2) - (V2 (4.14)
I N Ipo 0
Now, the same consideration is done for (Vy;0)7, obtaining the final relation:
1%
M) T [T (2) 4+ 9 (4.15)
I Iao Iy

The last step is to introduce the following parameters, useful from a calculation
point of view:

Ay = TuTiTh (4.16)
Toror = 15T a9 (4.17)
A2 — AMTQTOT - TMTLTlTQTAQ (418)

With these parameters, the relation between Main and Auxiliaries quantities become
the follows:

VM Va2 0 Vo 0 0 Va1
=A A =A A T 4.19
() = () o (i) = () + (5 ) 2 () a0

4.2.2 Step 2

To write the system in (4.19) in the form V = ZI, a third equation is needed. It
can be found by the following relation, easily verifiable by observing Figure 4.2:

Vi =Vy = Toror,11Vaz + Toror,121a2 (4.20)

But at the same time, it is valid for the following reasons:

! Vi, =TanV: Tai19la; = V'
(VN) Ty (VM) — ,Al a1 Va1 + Tari2la = V5 (4.21)
Iy, Iaa Iy = Tar21Var + Tar201a1

So, the third equation can become:

Toror1Vaz + Toror,i2da2 = Ta1,11Var + Tar120a1 (4.22)
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And the 3x3 system becomes the follows:

Var = A2 11Vaz + Az iolas + Az (TA1,21VA1 + Ta1,221a1)
In = Ao01Vao + Ao oolns + Anioo (Ta121Va1 + Tar020a1) (4.23)

Toror,11Vaz + Torori2das = Tar,11Var + Tar 12141

At this point, the linear system can be algebraically manipulated to separate current
terms from voltage ones. Furthermore, for a correct Z representation, is convenient
to consider the current entering in each port. So, because the natural direction of
current from Al and A2 has been set to enter in each transistor for simplifying
previous steps, now it is necessary to consider the reverse direction in accordance
with Z formalism. The result, referred to Figure 4.2 is the follows:

1 —Awm12Ta1,21 —Az 11 A%V 0 —Am12Ta1,22 —As 12 I
0 —Awm22Ta1,21 —Az21 Var | = | =1 —Am22Ta1,22 —Az 22 —1Ia1 (424)

0 Ta1,11 —TeroT,11 Vaz 0 Ta1,12 —TaroT,12 —1Ia2

At this point, inverting the relation to find V is simple. Calling;:

1 —Am12Ta1,21 —Az 11 0  —Am2Ta1,22 —Az12
Q=(0 —Am2Tai —Az21 , S = -1 —Au2Taie —Az 22 (425)
0 Ta1,11 —TaroT,11 0 Ta1,12 —T>ToT,12
It is immediate to find the final relation:
Vum Iy I
Var | =Q7'S I | =Z | —1n (4.26)
Va2 —1Ia2 —1Ia2

(4.26) represents the description of a three-port system stimulated by current in
input from each port and considered as independent current, while the voltage
vector represents the response of the system. Here, voltages are a linear combination
of each current and for this reason, it confirmed the fact that Z contains impedance
parameters according to Z-formalism:

Zvm(f)  Zvai(f)  Zuaz(f)
Z=Z(f) =N 7"S() = | Zama(f) Zaiar(f) Zaraz(f) (4.27)
Zaom(f) Zaaar(f) Zasaz(f)

Note that Z parameters are frequency-dependent, so they have to be estimated in
the entire frequency range under analysis. At this point, two fundamental concepts
need to be underlined:

1. Z-matrix characterizes only the combiner, modelled as a three-port network,
and it does not describe the entire DPA;
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4.2 — Mathematical model for combiner description

2. DPA description depends on how output current are delivered on load and
on how each active device is activated as a function of OBO. Neglecting the
input stage, the DPA working principle is coded into each internal current,
which should be managed correctly according to DPA principles.

In conclusion, the overall behaviour of a three-stage DPA depends on how the
combiner is realized and how active output stages deliver each current, in magnitude
and phase, as it will be explained.
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4.3 Transmission model and building blocks

Once the mathematical model has been developed according to the current direction
assumed in Figure 4.1, it is convenient to rewrite the current exiting from each PA
as positive, considering Iy, [a1 and [xo exiting for each active device.

TM,l TManm Ill\/[
— o D
Iu T - i[L

!/

Ta1na1 Tara Iy,
1 oo
) 1
[A1T
Al @ Vs T

Ta2.n4, Ta21 71/
—a
| I |

IAQT

A2 @ Vio

Figure 4.3: Output section of DPA with the generic combiner topology adopted.

From this point onward, each electrical quantity will be referred to in Figure 4.3.
Please note that while Q(f), S(f), and Z(f) mentioned in section 4.2 remain valid,
it is needed to pay more attention to how the T, matrix is defined. As mentioned
earlier, a general T represents the equivalent ABCD matrix of an entire branch
made up of a cascade of more elementary blocks or lumped elements. Therefore, the
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equivalent matrix for each branch can be estimated by multiplying each elementary
ABCD matrix in the correct order based on the "transmission direction" assumed
in the mathematical formalism used. In particular, step 1 assumed an electrical
transmission direction that propagates from M to Al and A2. As a result, the
notation in Figure 4.3 will be use:

T, = ﬁ Tx,n (428)
n=1

In accordance with this convention, the estimation of T}, involves a cascade of
ABCD-matrices from left to right, T 2 from right to left, and T} » from top to
bottom. To achieve this, a generic T, element represents the ABCD matrix of a
lumped element that is either put in series in its branch or used as a shunt. Some
of the elements used in this work include:

o generic shunt admittance;
« generic series impedance;
e series transmission line;
e open stub transmission line.
Going into detail of each branch, it is possible to affirm that:

o T, includes inside parasitic element inside the model of each active device
and combiner element related to the relative branch like TLs, lumped inversion
networks and compensation networks;

o T, is made by combiner topology elements.

4.4 DPA analysis with the new approach

After describing the combiner system with its Z-matrix, it becomes possible to
simulate the behaviour of the entire system. Assuming active devices biased in a
generic class, the maximum output current delivered by the PA is represented by
I\ax sub While the maximum value of the fundamental component achievable by
the configuration is represented by Ifyna,sup- In this work, the following statements
have been assumed:

« all devices are biased in class B;
» non-linearities have not been accounted for;

e the combiner is lossless.
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This assumption is sufficiently accurate for the aim, considering (2.38). The relation
between Iniax sub and Jrund sub 1S:

]Max,sub =2- ]fund,sub (429>

Furthermore, for class B assumption, optimal load Rop sub for each device is:

VMAX,sub

Ropt,sub =2 (430)

IMax,sub

As previously discussed, the performance of a DPA is influenced by its electrical
characteristics throughout the dynamic range of the entire amplifier. The combiner
topology analyzed in this case has a current profile that is generally represented by
a normalized dynamic range x € [0; 1], as shown in Figure 4.4a. It is challenging to
realize this type of profile in real devices, as it depends on various factors such as
class, bias, linearity, and polarization circuit for each active device. Nonetheless,
once this profile has been established, the combiner facilitates the voltage profile
shown in Figure 4.4b. Assuming simplified ideal behaviour under the working
hypothesis, three operational regions can be identified [13]:

1. low-power region 0 < x < x; : only the Main is conducting with a fixed load
while A1 and A2 are OFF, assumed as open circuits;

2. OBO1 region 1 < x < x9 : M achieves its maximum voltage swing while A1
starts to conduce current, modulating the load seen from the Main thanks to
the combiner network;

3. OBO2 region o < x < 1: Al archives its maximum swing and A1 starts to
conduce, modulating impedance seen by M and A1l thanks to the combiner
network. = 1 corresponds to the saturation condition.

It is important to note that these profiles only refer to the maximum values of
each electrical quantity, even if sometimes phasors are referred to as the root mean
square (RMS) in most conventions. The phase of each current stimulus depends on
the input stage, specifically the input power splitter combined with some delay line.
Even though the input stage is not being considered, its effect is crucial for DPA
characterization, and here its effect is encoded in the phase of each current, denoted
by ¢sup. An ideal input stage for a DPA should ensure a constant current phase at
each PA, independent of frequency. However, this does not happen because the
input stage is made up of frequency-dependent elements such as a power splitter
and transmission lines.
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Iund,A2 O M Vivaxm
lfund, a1 ViaxA1
—~~ ~ ViMax,A2
2% A, lfund,m % A /
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A,
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0 X4 X, 1 0 X4 Xy 1
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Figure 4.4: Generic electrical quantities profile for a 3-stage DPA (only magnitude
is represented). (a): generic current profile, (b): generic voltage profile.

Figure 4.4 shows the typical profile for DPAs realization, which has been
historically used and is still the most common. This profile ensures the best
efficiency with the combiner topology used in this work. Recent studies have
focused on different combiner structures [16], which require different I and V profiles
to achieve suitable efficiency. Before starting with calculations, two important
parameters related to back-off regions need to be dedicated:

o Popa(z1)
051 N PDPA('T = 1)
(4.31)
ol = PDPA(J72)
! PDPA(ZL' = 1)

Pppa ()

According with the definition of OBO = —10log;, Pora (=17 following result are
hilighted:

OBO;

al = 107 20 = xl
050, (4.32)
Qg = ]_0_ 20 = T9

These relations are very important because relate the back-off with the normalized
dynamic range and, as a consequence, with profile different regions. Now, the
current stimulus [In(f, z); In1(f, 2); Iao(f, 2)]T can be defined according to the
profile selected:
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Iu(f,z) =z Innam - eJom(f)

/ )0 for z< oy
ar(f%) = § hywans (z—ay) - for z>a (4.33)

1—a1
0 for z<ay
Ina(frz) = {Ifluida;\z(x —ap)ed?2 ) for x>

It is important to note that the characterization of a profile has an impact on the
DPA characterization. Acting on the position of the dynamic range where each
Auxiliary turns on means to establish if the configuration works as a 3-way or a
3-stage and then declare the OBO region. By working with the profile shown in
Figure 4.4 and described analytically in (4.33), a 3-stage is dealt. Currently, I(f, z)
is the only stimulus for the combiner network, and physical limits on output current
have not been taken into account yet. Furthermore, it depends on frequency only
for the phase shift introduced by input power splitting. The next step is to apply
the theoretical input to the combiner to find the voltage.

Va(f, x) Iu(f, )
V(f,x) = |Vau(f,2)| = Z(f,2) | Iaa(f, 2) (4.34)
Vaa(f, ) Ino(f, @)

Numerical estimation corresponds to physical quantities only if results are physically
meaningful, which in this case means to affirm that:

‘/sub(fa CL’) S VMax,sub v (f7 ZL‘) (435>

So, after having estimated V(f, ), a check on magnitude for each Vi, (f, ) needs
to be done: if there are some (fi, z;) in the domain where Viu,(fi, %) > ViMax subs
then it means that:

o Vi (fi, x;) has no physical meaning and, for ( f;, x;) the active device in question
has achieved saturation point and the real voltage is clipped on the maximum
value VMax,sub;

« having achieved saturation, the entire normalized dynamic range should be
re-dimensioned to maintain the original theoretical profile wanted. This means
that for a given frequency fi, all Iy, (fi) should be scaled for each = € [0;1]. In
this way, Ifundsub is scaled and the same clipping factor is used for the entire
dynamic to maintain linearity in the range.

e because active devices are dependent on them due to input power splitting,
current scaling involves every current. In fact, a given Vi, (fi, z;) is a linear
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combination of current coming from each amplifier and the entire I(f;) needs
to be clipped.

From now on, it is supposed that:

« the system is analyzed in the frequency range between f;, and fu.x and
discretized in m samples;

« the normalized dynamic range between 0 and 1 is discretized in n samples.

The clipping model developed in this study operates on the assumption that when
estimated voltages exceed the saturation limit, it must occur in the saturation
region, which corresponds to the highest point of the normalized dynamic range
(x = 1). Initially, the entire current profile is scaled using a clipping factor estimated
for x = 1, which might seem sufficient from an intuitive standpoint. However,
previous studies have neither confirmed nor denied the possibility of output voltage
saturation due to combiner frequency behaviour during load-modulation in back-
off. Therefore, to make the script more robust, the check is performed not only
at maximum power but also during subsequent scaling in back-off. To consider
clipping due to saturation limits, after the first numerical estimation of V(f, ),
the clipping factor is estimated for z = x, = 1:

VMAX sub :
st it Vo (fiy xn)| > W
Vi, can(fis2n) = {vsubm,xn) [Vouo (fis )| > Vataxsuo

. (4.36)
1 it |Vaun (fi, 2n)| < VMmaxsub

Due to active device dependence, the clipping factor for a given frequency and
back-off is associated with the lowest coefficient estimated between devices:

c(fi, xa) = min{em(fi, 2a); car(fi, Ta); cas(fi, za) b VS (4.37)

At this point, all current profiles are scaled according to c(f;, z,):

L (Fioag) = Lan(fio ) - el fiv) Vg <m (4.38)
So, the clipped voltage can be estimated as:
Vi (fio5) = Z(D I (o m) Vhij <n (4.39)

After the initial correction, it is recommended to check the limits in back-off by
iterating the previous estimation for each back-off level in a loop.

69



Development of a linear method analysis for 3-stage DPAs simulation

Vi k ={1,..,n—1}

VMAX sub . ]
Csub(fi7 In—k) — J WVeun(fiznao)] if |‘/;ub<f17 xﬂ_k)' > vMAstub
1 if Ve (fi, Znx)| < Vaax sub

c(fi, znx) = min{em(fi, o) car (fis To); caz(fi, Tuk) } (4.40)

](1+k)(f k) _ ]5ub(fivxj) ’ C(fiv :Bn—k) if ] <n-—-k
b Liw(fiyx) if j>n—Fk
)

Vaw ™ (i 2an) = Z(R) L™ (s )
The overall clipping process can be resumed in the following step:
1. at first, x = x, = 1 is considered;

2. voltage control is performed in order to determine frequency where saturation
law is overcome;

3. the clipping factor is estimated;

4. electrical quantities are scaled according to this factor for the lower dynamic
range;

5. a lower x is considered;

=

. the loop restarts from 2 until x = x; = 0.

During the iteration from z, = 1 to x; = 0, the overall dynamic range is corrected.
The clipped electrical quantities at this point are:

VM,clip Vl\C[L [M,clip I]\T;[
Vataip | = | Va1 | Invaip | = | I (4.41)
VAQ’CHP V/(LQ IA2,c1ip 122

When analyzing voltage and current levels, it is important to shift the & index
from 1 to n — 1, which means starting from the maximum dynamic range (z = 1)
to zero output power (z = 0). By doing this, current and voltage correction can be
performed from higher to lower x values. It is worth noting that if a correction is
needed, it is only propagated towards low power. This is a collateral effect that
may occur if clipping at « = 1 is not sufficient, causing the current profile to change
from a linear relationship to a polyline. Although this approach may require a
large number of iterations depending on the number of frequency and dynamic
range samples, it eventually returns the desired correction on electrical quantities,
giving them a physical meaning according to the device. It is important to observe
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that the clipping factor c(f;, z;) takes into account any correction performed only
after the other ones involved from xj;; to x,. From this point, the clipping matrix
C' can be defined.

C(fl,l“l)c(fl,332)---C(f17$n) c(flaxn-l)c(flvxn> C(fh?ﬂn)

o c(fz,:E1)C(f2,:£82)---0(f2795n) c<fszn-1:>0<f2’%> Sl s

c(fm,ml)c(fm,'xQ)...c(fm,xn) c(fm,xn_l')c(fm,xn) c(fi, Tn)

The construction of this matrix can be useful for understanding the relation between
the first current estimation to the one obtained at the end of the clipping loop. In
fact, it is easy to demonstrate that the relation between initial quantities and the
corrected ones is:

[M,clip<fiyxj) [M(fiaxj>
Luip(fi, 75) = | Lavaip(fis 25) | = C(fis 25) | Laa(fis 75)
[AQ,clip<fivxj) [A2(fi7Ij) (4 43)
ha(fi, ;) '
Vi (fi, 75) = Law(fi, 75) = Z(f)C(fi, ;) | Iar(fi, 75)
IA?(finj>

Once Vaip(f,x) and Iuip(f, ) have been estimated correctly, it is possible to
calculate some quantities useful for the characterization of the system. The following
quantities are estimated under a simplified hypothesis:

o As said before, all devices are in class B;

o all circuit elements are assumed lossless;

For a class B device, DC can be estimated as:

|Isub,clip(f7 'T) |

o sun(ix) = 2 4.44
0,sub(f,x) - (4.44)
With this information, power considerations can be made:
Pocsun(f,7) = Voplosuw(f, )
P y ) = Ppc su L
pe(f, ) g; bC.sub(f, T) (4.45)

1
Psub(fa ZL’) = 58% {‘/sub,clip(f> $) : [Sub,clip(fa IL')*}
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When using a lossless combiner, the output power of the entire DPA is the sum of
power delivered by each DPA, since the power from each DPA is constructively
dissipated by the load.:

PDPA(f, ZL’) = Z Psub(f; .%‘) (446)

sub

Now it is possible to estimate the efficiency as:

Popa(f, )
PDC(f7 .T)

Impedance levels seen from the internal section of each active device and the
reflection coefficient are both represented as complex quantities:

n(f,z) = (4.47)

Zsub(f7 [L’) = ‘I/Sllbjchp
sub,clip
Zsub(fa 1’) - Ropt sub/x
Isn(f,x) = : 4.48
b<f ) Zsub(f’ ZL‘) + Ropt,sub/x ( )
Zsub(f7 [L’) — 5OQ
r su ; =
orrsw ([ 2) = 2 00

4.5 Code development and implementation

The mathematical concepts described in sections 4.2 and 4.4 can be easily translated
into software using a MATLAB script capable of performing AC simulations on a
3-stage DPA based on the linear model developed. The main code is divided into
four sections:

1. Dataset definition: the user can set parameters related to the combiner
topology, initialize quantities for DPA characterization, passive elements in
the combiner, adopt models for each active element, consider load, power
supply, and analyze bandwidth;

2. Initialization: The simulation’s primary physical quantities are stored in
memory and initialized appropriately.

3. Sitmulation: it is the core of the software. Here Z-parameters are estimated
and, after applying the current stimulus to the three-port system, electrical
quantities are estimated following the mathematical model developed in this
chapter, taking into account clipping phenomena;
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4. Data plots at central frequency: The simulation results are presented graphi-
cally, displaying electrical quantities and power considerations as they vary
with back-off for the central frequency. Additionally, data plots are shown for
various frequencies within the considered band, highlighting performance in
saturation, OBO2 and OBO1 conditions.

Simulation flux follows the flowchart shown in Figure 4.5. In this section, each
section will be examined in greater detail. In order to make it easier for users
to perform simulations, additional scripts and functions have been developed to
improve the structure of the main tools. Since there is no graphical interface
available, modifying the initial characteristics of the simulated device requires
adjusting certain code parameters and functions.

Y

CLIPPING
DATASET CORRECTION
DEFINITION (CURRENT AND
VOLTAGE SCALING)
A A 4
ELECTRICAL
INITIALIZATION QUANTITIES
ESTIMATION
A 4 A 4
COMBINER SIMULATION
7 PARAMETERS et
ESTIMATION
A4
STIMULUS
APPLICATION ON
THE COMBINER

Figure 4.5: Simulation flux.
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4.5.1 Dataset definition and initialization

To begin the simulation, the user must first set the parameters and physical
quantities for each circuital element involved, based on the topology used. A script
called dataset__combinername.m is available to assist users in selecting the
desired dataset for the simulation. The script allows users to adjust the central
frequency fy, as well as the frequency range (fuin t0 fmax) and the frequency
resolution f,.. The specific combiner type used is identified by the combinername
variable in the script name. About DPA characterization, the following aspect can
be set by modifying the respective variables declared in this scope:

Transistor parasitic model, described within a lumped model as a shunt resistor
Co,sub and a series impedance Lo gyb;

Supply and OBO levels;
Parameters related to an eventual compensation network for parasitic;

Maximum fundamental current Iynqsup for each device and, as a consequence
depending on PA class, the maximum current Iaxsun. About the current
definition, here the model of the input stage is exploited and coded into the
output current phase-shift ¢g,, for each transistor. The phase with which
every current flows from the transistor depends on the phase shift introduced
by the input stage. From a theoretical point of view, the ideal power splitting
should happen with ¢gun(f) = ¢dsuno but, since power splitters are frequency
dependent, modelling ¢g,1,(f) with a constant value is not realistic. Some power
Psub,0

splitter could be modelled with a linear dependency like ¢gu,(f) = =

Impedance definition for load Ry, and transmission lines present in the combiner,

in terms of characteristic impedance Z., and phase-shift 6 introduced by a
delay line (remembering that a quarter-wave TL is characterized by 6 = 7 at

fo)-

In order to allow users to simulate some default configurations, three datasets have
been already created according to three different combiner typologies:

1.

2.

3.

dataset _noparastitic: active devices are assumed ideal and all parasitic quan-
tities are null;

dataset__Cparastitic: output stage of each transistor is modelled as a parasitic
shunt capacitor, compensated by a shunt inductor in resonance;

dataset_ LCparastitic: the most complete model, where output stages are
modelled as a shunt parasitic capacitor in cascade with a series inductor, all
compensated by shunt inductors properly sized in the combiner branches.
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4.5 — Code development and implementation

In the code, the second part involves initializing and allocating memory space to
store simulation results. An array or matrix is created with the appropriate size
based on the frequency and normalized dynamic range resolution. To declare all
simulation variables, a script named simulation init.m is used.

4.5.2 Simulation

It is the core of the entire software and allows the simulation of DPA according to
the novel method developed in this chapter. The simulation section can be further
divided into three main parts. To estimate Z-parameters for each frequency sample
fi in the range between fi, and fiax, wWith a resolution of f,.s, the script employs
a function called combinername__combiner.m. This function is specifically
developed for a given combinername topology. It receives the frequency samplef;
for characterizing the combiner and returns Z(f;). The combinername__combiner.m
function takes the following parameters as input:

» central frequency fy;

o frequency sample f;;

« parasitic elements quantities for each output stage (like Co gup and Lo sub);
« compensation network quantities;

» passive elements quantities related to components present in the combiner
topology;

e Za,; and 0; related to eventual j-TL present in the combiner topology.

The function follows the two steps described in section 4.2 to derive Z-parameters:

1. for every branch, the ABCD matrix is calculated as the cascade of all ABCD
matrix relating to all passive elements making up the branch itself, remember-
ing that transmission direction in the mathematical model has been assumed
from the Main to the other element in the cascade;

2. ABCD-parameters are used to find Z-parameters according to (4.26).

In combiner construction according to simulation rules, the ABCD matrix for each
sub-system in each branch can be set using functions associated with some single
lumped elements:

o ABCD_ SeriesImpedance(Z) returns ABCD parameters for a generic impedance
Z connected in series in the branch;
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o ABCD_ShuntAdmittance(Y) returns ABCD parameters for a generic admit-
tance Y shunted in the branch;

o ABCD_ ShuntInductor(L,w) returns ABCD parameters for a shunt inductor
L in the branch;

o ABCD_ ShuntCapacitor(C,w) returns ABCD parameters for a shunt capacitor
C' in the branch;

o ABCD_ SeriesInductor(L,w) returns ABCD parameters for an inductor L
connected in series in the branch;

o ABCD _SeriesCapacitor(C,w) returns ABCD parameters for an capacitor C'
connected in series in the branch;

o ABCD_SeriesTxLine(w0,w,Zch,theta) returns ABCD parameters for TL con-
nected in series in the branch;

In order to allow users to simulate default configurations described during ini-
tialization, three functions have been implemented based on different combiner
typologies.

1. NoParasiticCombiner.m;
2. CCompensationCombiner.m;
3. LCompensationCombiner.m.

The combiner used in the software must be the same as the one initialized before,
otherwise it may not run or produce incorrect simulations.

The second part of the analysis involves creating a theoretical current profile
based on (4.33). This theoretical profile is applied to each frequency and does
not take into account physical limitations. The resulting current profile is then
applied to the system, and the script clipping.m is used to check for electrical
incompatibility and correct current and voltage profiles according to saturation
limits. The clipping script acts on electrical quantities to detect points (fi, ;)
where the estimated voltage exceeds the saturation limit, estimates the clipping
factor, corrects the current profile, and recalculates voltages according to the loop
described in section 4.4. The original profiles are overwritten by the clipped ones
during implementation, but the clipping matrix C' is saved to keep track of the
clipping path involved in the loop. In the last part, other electrical quantities are
elaborated and derived from I(f,z) and V(f,z). Once that power P(f,z) has
been calculated, it is possible to relate normalized dynamic range = with OBO for
a better characterization of the DPA.
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4.5.3 Data plots at central frequency

It is the first data plot section aimed to show simulation results at the design
frequency fy with a graphical interface. In this environment, the following curves
can be analyzed:

o I(fo,z)and V(fo,x) profile at a central frequency as a function of the dynamic
range;

o DC power consumption at fy for each active device and the total one as a
function of the dynamic range;

o AC power consumption at fy for each active device and the total one as a
function of the dynamic range;

o efficiency curve at a central frequency as a function of dynamic range and OBO
both, compared with efficiency curves derived at other different frequency
samples in the band.

Graphical plotting functions for this code section have been coded in the script
fO_ plots.m.

4.5.4 Data plots in band

This code section aims to highlight some important results in the entire band
considered to observe the frequency behaviour of the system from a different point
of view. Results are highlighted for saturation, OBO2 and OBOL1 levels. In this
environment, the following curves can be analyzed as a function of the frequency:

effect of clipping and clipping factor analysis in the band;

« output power and efficiency;

back-off levels;

o Z-parameters;

input impedance seen by the internal section of each active device Zg;

o reflection coefficient in the Smith chart;

Graphical plotting functions for this code section have been coded in the script
frequency_ range_ plots.m.

77



78



Chapter 5

Simulations with the novel

method and comparison
with ADS

This chapter presents the simulation results obtained from MATLAB scripts and
compares them with those obtained from ADS. After selecting the combiner topol-
ogy described in the previous chapter, simulations have been performed using
three different types of models that describe active devices. Initially, each active
device was assumed to be ideal, without any parasitic elements that could limit the
AC dynamic of the system. Frequency limits are associated only with combiner
elements and their frequency-dependent behaviour.

Next, simulation has been performed considering for each active device a parasitic
capacitance shunted in the output stage. This model resumes all parasitic capac-
itances that affect the frequency behaviour and should be taken into account in
design. A compensation strategy consists of putting in the combiner structure a
shunt inductor in parallel to the output stage able to go in resonance with the
parasitic capacitance at the central frequency. However, this model is not enough
at high frequency.

At RF, the output stage of each active can be described by a more complete model
that consists of a cascade of a shunt capacitor and a series inductor. This model
has a significant impact on the frequency behaviour of the system. In this scenario,
parasitic effects can be partially compensated in the combiner topology by using
some design strategies discussed in this chapter, such as using a shunt inductor to
neutralize the effect of the parasitic reactance at the central frequency.

In this chapter, each model is treated from a theoretical point of view and simula-
tion results will be discussed to highlight differences between the tool developed
and one of the most indicated CAD for RF simulation.
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5.1 Simulation environment and setting

In the following sections, some configurations are simulated with the novel method
developed in this work and results are compared to ADS simulations in order to
verify if the script works correctly and, at the same time, is able to overcome ADS
limits. Both simulation environments share the same setting for each simulation
session in order to make every result comparable and consistent with the one
obtained with the parallel software. Even if some differences are expected in
results from a physics meaning, some comparison terms need to be used in order
to understand if the MATLAB script works right. In particular, ADS impedance
estimation is used as a reference. In fact, impedances depend only on the combiner,
which is made only by passive elements. For this reason, it will respond in the same
way whether he is stimulated by a feasible signal with a physical meaning according
to the device or with a generic mathematical stimulus with, unfeasible for the DPA
behaviour. If the script works properly, it will be expected that impedance results
simulated by the two different ways will be the same while the differences will
be highlighted on power consideration and electric quantities profiles. The DPA
structure adopted is the one shown in figure 5.1, where a theoretical design strategy
has been already developed[13].

N4 |

h

|

— [|IN

N4

W RL
Z

N4

Figure 5.1: DPA under simulation. [13]

While the working principle of this specific combiner topology is not the focus of
this work, it is important to note that the signal coming from each branch arrives
at the load with a phase of 180° at fj, thanks to transmission lines. The simulation
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5.1 — Simulation environment and setting

is targeted towards the system designed for 5G application, which operates around
fo = 28GHz. The simulation is conducted within the following frequency range:

Funin = 0.85fy = 23.8GHz

5.1
o = 1.85fy = 32.2GHz (5.1)

Frequency resolution is set to fs = 0.005fy = 140MHz. This setting is the
same for both simulation environments. Considering only the output stage without
taking into account single PA gains means neglecting relations with the input signal
in terms of magnitude. However, input phase inversion cannot be ignored and the
effect of the power splitter with a transmission line in M and A2 input has been
coded in the phase of each output current. At central frequency, each transmission
line introduces a 90° delay. So it is easy to verify that each transmission line TL1,
TL2 and TL3 provides a restore with an overall phase of 180° at f,. However, TLs
provide the designed phase-shift only at f, and this should be taken into account
while in the input stage, the total phase-distortion depends on contributions of
both input splitter and input-TLs.The ideal goal for a designer is to guarantee a
constant phase shift in all the bands but this is a challenge in input splitting and
combiner designs. Because the aim of this work is based on the combiner behaviour
analysis, it is assumed that input phases are constant in the overall bandwidth
considered (ideal splitting):

om(f) = oo = g
Pa1(f) = a0 =0 (5.2)
¢A2(f) = ¢A2,0 = g
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5.2 Model with ideal transistors

5.2.1 Model

Reconducting the structure to the generic topology developed:

e the Main branch is made by a single transmission line, so Ty = Tr1;

the Al branch is made by a single transmission line, so Ta; = Tp3;

on A2 branch there are no passive elements, so Txs = I;

T} is made only by a transmission line, so T} = Trrys;

T, is made only by a short-circuit, so T = 1.

The initial simulation assumed that the output stage of each active component is
a current generator dependent on the input, as depicted in Figure 5.2. After fixing
Rr,, Popa sat, and OBO thresholds, impedance matching of every quarter-wave TL
in Figure 5.2 can be estimated using the following method:

7 Vmaxm  Vmaxm Ry,
. —
]X(1> aq 2PDPA,sat
7, = VMax, A2 _ VMax, A2 Ry, (5.3)
I,(1) 1 —a; | 2Pppa sat
7, = Vmaxaaz  VaaxaiVaaxaz

Li(z2)  2aa(1 — a1) Popa sat

Active device parameters can be derived using Kirchoff laws and exploiting the
properties of quarter-wave TLs.

VL(l) 2PDPA,saLt

Iun = 5 =
fund,M Z “ VMax, M
VMaX A2 2]DDF'A sat
Itnanr = ——— = ay(l —ap) ——— 5.4
Al Zs3 2( 1) VMax,Al ( )
2PppA sat

Ttunane = (1 — o — ag + ajas) - V
Max,A2
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5.2 — Model with ideal transistors

PDPA,sataw RL,Q al(OBOl) O[2(OBO2>
3.5 11.3 0.2512 (12dB) 0.5012 (6dB)
VbD,sub, V Visub, V Z1,Q Z2, 82
20 4 81 27
Zs3, () Ifund,My mA Ifund,Ah mA ]fund,A27 mA
97 110 164 164

Table 5.1: Sizing of each element.

Zm
[b
Iy \
M, 90°
= AN
[b
Iny \
A1,0°
— Z[é? IéQ
Ias \
A2, 90°

Figure 5.2: Simulation model for the ideal case, without parasitic elements in the
output stage of each active device.

83



Simulations with the novel method and comparison with ADS

5.2.2 Simulations and results comparison

To verify if the code is working as expected, impedances simulated by the script
with those simulated by ADS have been compared. As explained in section 5.1, the
combiner behaves similarly whether it is supplied by a stimulus that responds to the
physics of the system or by a mathematical signal that responds to electrotechnical
laws but is incompatible with the dynamics of the DPA. Figures 5.3-5.4-5.5 and
Figures 5.6-5.7-5.8 show the impedance seen by the internal section in OBO1, OBO2,
and saturation. The script developed in this work produces the same simulation
results as those from ADS. There are no reactive elements in the schematic, so the
frequency behaviour depends solely on the transmission lines in the combiner. The
internal section corresponds to the combiner input stage. It is interesting to note
that the impedance levels seen by each internal section correspond to the ideal
load for each active element, confirming that the combiner is well-designed for the
purpose. All imaginary parts are null at f,. Reactance is present only due to the
presence of transmission lines in the combiner that are appropriately dimensioned.
Furthermore, there is symmetry around fy for both real and imaginary parts, thanks
to the absence of reactive elements. The system is completely balanced around the
central frequency. The electrical quantity profiles in the system are designed for
the central frequency, which means there is no clipping and the current profile is
as expected. Figure 5.9 compares the profiles produced by the script and ADS. It
is clear that each transistor is switched on at the back-off level corresponding to
a1 = 0.25 and as = 0.50. The same results apply to the voltage profile estimated
with the different simulation methods shown in Figure 5.10a and 5.10b. At fo,
the voltage profiles are the same. However, Figure 5.11b shows the limitation of
ADS. Changing the frequency has a direct effect on the voltage profile, but for
some frequencies, the voltages exceed the saturation limit of 16V. This is because
the model cannot be implemented on ADS while respecting the limits imposed by
the supply. Therefore, the simulation performed in ADS does not have a physical
meaning. This means that, for certain frequencies, the voltage and current will be
clipped by the MATLAB code. Unmeaningful simulations have a significant impact
on the power delivered to the load. This can result in the power delivered exceeding
the maximum previously designed power of 3.5W for a specific frequency set. At
the fundamental simulation level, the output power and DC absorption remain
the same (see Figures 5.12 and 5.14). However, when analyzing the simulations
produced by ADS, it becomes clear that the limit is exceeded most strongly in
the highest part of the dynamic range. This means that clipping is likely to occur
more frequently in the near-saturation power region. The previous considerations
have an impact on the efficiency diagrams shown in Figure 5.16. When it comes
to fo, the simulation performed with MATLAB agrees with the one performed
with ADS. However, the frequency behaviour of the system produces no physical
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meaning in Figure 5.16b. Here, for OBO > —2dB, efficiency exceeds the maximum
value possible for this configuration, while for OBO < —2dB, MATLAB results are
the same as those provided by ADS. All these considerations confirm that while
ADS produces unphysical results for low back-off, the script developed allows the
user to describe the correct behaviour from the system’s point of view. In Figures
5.17-5.18-5.19, the effect of MATLAB’s clipping implementation can be seen. On
the left side, the clipping matrix coefficient is plotted for saturation, OBO2, and
OBOL1 conditions. It is possible to observe that the clipping parameters are less
than 1 when the voltage is greater than V,, max. When it comes to saturation,
the I/V profiles are scaled according to the clipping parameter corresponding to
C(f,n). The scaling at saturation is enough for OBO1 and OBO2, where the
clipping factor is still 1. This means that, according to the clipping algorithm
developed, once scaling is done for the saturation condition, the profiles remain in
the acceptable range automatically for each frequency in the range. On the right
side, the clipping effect on voltages is highlighted. It is crucial that each Power
Amplifier (PA) that should be ON works near Vi, max, which means an efficient
design has been performed. In Figure 5.21, the load modulation effect is shown
in detail. At frequency fy, the results produced by the ADS simulation are the
same as those simulated by the script. Figure 5.22 and 5.23 compares the energetic
consideration estimated by the script with the one estimated for different back-off
levels (-12dB, -6dB, and saturation). The MATLAB result provides curves that
are compatible with the device’s working principle, while the simulation performed
with ADS gives inaccurate results as the frequency moves from fy. As the back-off
increases, the power delivered to the load decreases, and there is a frequency band
where this effect is noticeable:

o power delivered to load does not decrease under a certain threshold;

o efficiency remains approximately constant.

On ADS, results are wrong because efficiency and P,,; overcome the maximum
allowed values, corresponding to the one at fy. Smith charts shown in Figures 5.24
and 5.25 display the estimated reflection coefficients for each combiner input. These
calculations were done using the optimal load for each stage and the standard 50¢2
as a reference. The results generated by the script match those obtained through
simulation in ADS. The diagram in Figure 5.27 shows the core of the mathematical
model developed for the simulation, that is the Z-matrix describing the combiner.
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5.2.3 Plot section
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Figure 5.3: Real part of impedances seen by each internal section in saturation.
(a): simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.4: Real part of impedances seen by each internal section in OBO2. (a):
simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.5: Real part of impedances seen by each internal section in OBO1. (a):
simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.6: Imaginary part of impedances seen by each internal section in
saturation. (a): simulation performed by MATLAB, (b): simulation performed by
ADS.
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Figure 5.7: Imaginary part of impedances seen by each internal section in OBO2.
(a): simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.8: Imaginary part of impedances seen by each internal section in OBO1.
(a): simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.9: Current profile at central frequency. (a): simulation by MATLAB,

(b): simulation by ADS.
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Figure 5.10: Voltage profile at the central frequency. (a): simulation by MATLAB,

(b): simulation by ADS.
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Figure 5.11: Voltage profiles in band. (a): simulation by MATLAB, (b): simula-
tion by ADS.
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Figure 5.12: Output power delivered to the load at central frequency. (a):
simulation by MATLAB, (b): simulation by ADS.
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Figure 5.13: Output power delivered to the load in band. (a): simulation by
MATLAB, (b): simulation by ADS.
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Figure 5.14: DC power. (a): simulation by MATLAB, (b): simulation by ADS.
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Figure 5.15: Efficiency curves at central frequency. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.16: Efficiency curves in band. (a): simulation by MATLAB, (b):
simulation by ADS.
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Figure 5.17: Clipping effect implemented in the MATLAB script at saturation.
(a): clipping coefficient, (b): effect of clipping on each drain voltage.
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Figure 5.18: Clipping effect implemented in the MATLAB script in OBO2. (a):
clipping coefficient, (b): effect of clipping on each drain voltage.
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Figure 5.19: Clipping effect implemented in the MATLAB script in OBOL1. (a):
clipping coefficient, (b): effect of clipping on each drain voltage.

1500 : 1500
—R(Z, ) : —R(Z,)
—R(Z,,) i —R(Z,,)
' R(Z_.)
1000 ¢ 3%(2612) ] 10004 o a2
= Ropt,sub E 1 """ opt,sub
—~ o) 4
N G J
= 3 |
500 ] 500
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, — e
0 0_\ 1 1 [ [
0 0.5 1 0.0 0.2 0.4 0.6 0.8 1.0
X X
(a) (b)

Figure 5.20: Effect of the load modulation at central frequency. (a): simulation
by MATLAB, (b): simulation by ADS.
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Figure 5.21: Effect of the load modulation in band. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.22: Output power in different back-off condition. (a): simulation by
MATLAB, (b): simulation by ADS.
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Figure 5.23: Efficiency in different back-off condition. (a): simulation by MAT-
LAB, (b): simulation by ADS.
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Figure 5.24: Reflection coefficient referred to 50€2. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.25: Reflection coefficient referred to Roptsub- (a): simulation by MAT-
LAB, (b): simulation by ADS.
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Figure 5.26: Reflection coefficient magnitude referred to Ropt sub- (2): simulation
by MATLAB, (b): simulation by ADS.
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Figure 5.27: Z-matrix of the combiner estimated by MATLAB. (a): real part,
(a): imaginary part.
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5.3 Simplified parasitic model for transistors

5.3.1 Model

To make the model more realistic, a parasitic element represented by a shunt
capacitor Co gup is introduced in the output mode. One way to design this is to
include a shunt inductance Lc g, in parallel in every output combiner branch.
This inductance should be calculated to resonate with the equivalent parasitic
capacitance model. It is worth noting that a resonant parallel circuit behaves like
an open circuit at the resonant frequency.

1

—_ 5.5
w(% C'O,sub ( )

LC,sub =

One benefit of this compensation technique is that impedance levels remain constant
from the internal section of each transistor to the combiner plane, as shown in
the next section. The output parasitic capacitor values and their corresponding
compensation elements are as follows:

C = 125fF L = 258pH
{ O,M — { C,M p (56)

C()’Al/g = 230fF LQAl/Q = 140pH
Reconducting the structure to the generic topology developed:

« the Main branch is made by a cascade of the parasitic shunt capacitor followed
by the resonant inductor and a transmission line, so Ty = Ty sh Ly, s LTLL

o the Al branch is made by a cascade of the parasitic shunt capacitor followed by
the resonant inductor and a transmission line, so Tx; = Trr3The ay,sh TCo py sk

o on A2 branch there are only parasitic and compensation elements, so Txs =
T az.5hTCo az.shi

o T is made only by a transmission line, so 77 = Trrpo;
o T, is made only by a short-circuit, so Th = I.

Note that transmission matrixes have been estimated with conventional directions
assumed in the mathematical model.
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Figure 5.28: Simulation model collecting parasitic effects in a shunt capacitor,
compensated by a shunt inductor in resonance.

5.3.2 Simulations and results comparison

In the second simulation, the developed model produced simulation results that
were compatible with those obtained by ADS through impedance comparison. The
impedance levels in the frequency range under analysis were shown to be the
same in Figures 5.29-5.30-5.30 and Figures 5.32-5.33-5.34. Despite the presence of
reactances in the parasitic model and compensation, a certain symmetry around fy
was still maintained due to the resonance effect. This allowed for a real impedance
at the fundamental. Although the symmetry was not achieved perfectly due to
numerical approximation in the Lc g1, calculation, the compensation method used
was quite simple and allowed for perfect compensation at fy. Load modulation was
used to achieve optimal real impedance at the fundamental, even though the overall
bandwidth of the system was narrower than the previous ideal situation. The
I/V profiles (Figures 5.35 and 5.36) are still valid even in the current simulation.
The designed profile is achieved by both simulation methods at the fundamental
frequency. However, as the frequency changes, ADS cannot provide reliable results,
as shown in Figure 5.37b. This figure indicates that the output voltage does not
respect the maximum achievable value for some frequencies. Due to the voltage
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overestimation, the power estimated by ADS is impacted, leading to an error that
is more evident near the 0dB back-off region. The maximum power threshold
is not respected in this region, leading to an overestimation of the power curves.
At fy, both simulations produce the same results. However, as the frequency
moves from the fundamental, power curves are shifted, and near the 0dB back-off
region, they exceed the upper threshold imposed by the design. This problem
gives wrong simulation results in the ADS environment, but it does not affect the
MATLAB simulation, thanks to the clipping function implemented in the code.
For the DC power, nothing changes in frequency, and both simulations provide the
same result, as shown in Figure 5.40. It has been observed that the simulation
of voltage and current on ADS can be unphysical, leading to erroneous efficiency
estimation, as shown in Figure 5.42b. Although both methods produce similar
efficiency curves at fundamental, peaks greater than the limit can be achieved at
certain frequency values. This is due to the presence of reactance in the combiner
topology, caused by parasitics and compensation network. As a result, the entire
system’s efficiency curves are drastically shaped, with degradation occurring as
the frequency moves away from the resonant value f;. MATLAB’s clipping model
restores physical meaning, as seen in Figure 5.43-5.44-5.45. Saturation scaling is
performed using C'(f,n), which seems sufficient for lower back-off, with C'(f,n/as)
assuming values lower than 1 at some frequency points, even in OBO2. The
clipping effect at OBO2 is completely negligible, possibly due to an unaccounted
numerical error in the MATLAB implementation. Furthermore, each PA that’s
switched on in 0dB, OBO1 and OBO2 works at its proper Vi, max thanks to a
well-dimensioned combiner, which allows the right load modulation in back-off
and saturation. Figure 5.47 shows how the system exploits load modulation from
the internal section, corresponding to the section before the parasitic capacitance.
The simulation script produces results that match those provided by ADS. Figures
5.48 and 5.49 shows that the presence of reactive elements significantly reduces
the bandwidth of the DPA in terms of power delivered to the load and efficiency.
Moving further away from fj, the efficiency decreases even more. This result is
important because it highlights the negative effect of output parasitics and suggests
that the compensation method used is narrowband. In addition, any previous
simulation errors in ADS are propagated, resulting in incorrect results in the band.
However, the reflection coefficient estimation is correct for both methods, as shown
in Figures 5.50, 5.51 and 5.52. In Figure 5.53 it is possible to observe Z-parameters
of the combiner topology adopted, including parasitics and compensations.
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5.3.3 Plot section
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Figure 5.29: Real part of impedances seen by each internal section in saturation.
(a): simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.30: Real part of impedances seen by each internal section in OBO2. (a):
simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.31: Real part of impedances seen by each internal section in OBO1. (a):
simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.32: Imaginary part of impedances seen by each internal section in
saturation. (a): simulation performed by MATLAB, (b): simulation performed by
ADS.
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Figure 5.33: Imaginary part of impedances seen by each internal section in OBO2.
(a): simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.34: Imaginary part of impedances seen by each internal section in OBO1.
(a): simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.35: Current profile at central frequency. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.36: Voltage profile at the central frequency. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.37: Voltage profiles in band. (a): simulation by MATLAB, (b): simula-
tion by ADS.
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Figure 5.38: Output power delivered to the load at central frequency. (a):
simulation by MATLAB, (b): simulation by ADS.
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Figure 5.39: Output power delivered to the load in band. (a): simulation by
MATLAB, (b): simulation by ADS.
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Figure 5.40: DC power. (a): simulation by MATLAB, (b): simulation by ADS.
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Figure 5.41: Efficiency curves at central frequency. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.42: Efficiency curves in band. (a)

. simulation by MATLAB, (b):
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Figure 5.43: Clipping effect implemented in the MATLAB script at saturation.
(a): clipping coefficient, (b): effect of clipping on each drain voltage.
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Figure 5.44: Clipping effect implemented in the MATLAB script in OBO2. (a):
clipping coefficient, (b): effect of clipping on each drain voltage.
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Figure 5.45: Clipping effect implemented in the MATLAB script in OBOL1. (a):
clipping coefficient, (b): effect of clipping on each drain voltage.
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Figure 5.46: Effect of the load modulation at central frequency. (a): simulation
by MATLAB, (b): simulation by ADS.
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Figure 5.47: Effect of the load modulation in band. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.48: Output power in different back-off condition. (a): simulation by
MATLAB, (b): simulation by ADS.
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Figure 5.49: Efficiency in different back-off condition. (a): simulation by MAT-
LAB, (b): simulation by ADS.
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Figure 5.50: Reflection coefficient referred to 50€2. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.51: Reflection coefficient referred to Roptsub- (a): simulation by MAT-
LAB, (b): simulation by ADS.
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Figure 5.52: Reflection coefficient magnitude referred to Roptsub- (2): simulation
by MATLAB, (b): simulation by ADS.
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Figure 5.53: Z-matrix of the combiner estimated by MATLAB. (a): real part,

(a): imaginary part.
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5.4 Complete parasitic model for transistors

5.4.1 Model

This model is capable of representing output parasitic at high frequencies, while
also accounting for a lumped inductor in series of each active component. You
can see the complete network in figure 5.54. The lumped model is constructed as
follows:

o A shunt capacitor Co gup;

A series inductor Lo gyb-

Iao
A2, 90° Le,ax

Figure 5.54: Simulation model collecting parasitic effects in a shunt capacitor
and a series inductor, compensated by a shunt element.

To simplify the compensation network, a shunt reactive element By is used to
nullify the reactance of the parasitic network at the central frequency, similar to
the previous example. In this case, a shunt inductor L¢ g1, is used. However,
it is not possible to maintain the real part of the impedance from the external
section from the internal one due to the series inductor. This needs to be taken into
account when designing TLs, which should be resized to achieve the correct load
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modulation effect. By using admittance, the calculation process can be simplified
(see Figure 5.55).

Lo sub
I il o
Y,

A
Ysub I 0
sub @ _ Co__sub |:| iBo |:| Y,
L I 1

Figure 5.55: Model used for compensation design.

To simplify the method, it is assumed that the optimal load seen at the input
of each combiner branch is Y; = R(:plt,sub‘ By placing a shunt element in parallel,
the new admittance Y, seen by the internal section is the result of the cascade
between the parasitic network and the parallel between Y, and Bi.

1 . YO Y
. jwLO sub . 0
Yaub = jwCogup + 22— = jwCo sub + : =
i i jUJLlo,sub + }/0 : 1 - JWLO,Sube YO:GO?‘jBO (57)
. Go — jBo
- ]wco,sub + Yo=Go—1jBo

1 — jwLosuGo — jBo

The previous equation can be rewritten to explicitly show the real and imaginary
parts of Yyu,.

v Go ny
sub = J
" (1 - WLO,subBO)2 - (WLOA,subC:O)2

Bo(l — BOUJLO,sub) — UJLG%
(1 - WLO,subBO)2 - (WLOA,subC:O)2

WCO,sub + (58)

It is important to note that when Lg g1, is zero, the compensation method can be
carried out using the same approach as the previous simulation.

LO,sub =0= szub = GO + j[wco,sub + BO] (59)
By = —wC su 1

’ “ .07 b = LC,sub = a5~ (510)
ZLc,sub = JWLC,sub WOCO,sub

However, in the general case, L¢ gup is 10t zero (as in this simulation) and, assuming
no compensation, the natural system admittance seen by the internal section is:

{LO,sub % 0 GO ] WLGg (5 11)

= + wC sub —
By = 1 — (wLosunGo)? J Osub T (wWLosubGo)?
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At the moment, the admittance in the absence of a compensation network is
represented by (5.11), while the admittance with compensation is represented by
(5.8). By comparing these two equations, It is possible to observe that compen-
sation not only impacts {Yzup} but also R{Y;,,}. This demonstrates that the
compensation can neutralize the reactive effect of parasitics, but the system must
be redimensioned to achieve the desired impedance levels for the internal section.
Additionally, the voltage drop on the parasitic and compensation network must be
taken into account. (5.3) can be used to estimate new parameters.

Cont = 1256F Loy = 225pH
oM Loais = 111pH
Loy = 36pH AL/ P
om = 36p 7 = 700 (5.12)
CO A1/2 = 230fF
Lo Aty = 30pH 7 =219
0,A1/2 = 9Up Z{ — 610

Reconducting the structure to the generic topology developed:

« the Main branch is made by a cascade of the parasitic shunt capacitor and the
series parasitic inductor, followed by the resonant inductor and a transmission
hne, S0 TM - TCQM,shTLO,M,serTLCM,ShTTLl;

o the A1l branch is made by a cascade of the parasitic shunt capacitor and the
series parasitic inductor, follower by the resonant inductor and a transmission
llne? 50 TA]. = TTLSTLC’Al,ShTLO’Al,SETTCO’Al,Sh;

o on A2 branch there are only parasitic and compensation elements, so Txs =
TLC,A273hTLO,A273€7"TCO,A273h;

o T} is made only by a transmission line, so T} = Trro;

o T, is made only by a short-circuit, so T, = 1.
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5.4.2 Simulations and results comparison

Although the MATLAB script generated correct simulation results compared to
the impedance data obtained by ADS, it did not produce the expected behavioural
results. Specifically, the compensation adopted was meant to neutralize the reactive
effect of the parasitic element in the output stage for each device. However, this
did not happen, and at fy, the imaginary part of the impedance seen by each
internal section was not zero (as shown in Figures 5.59-5.60-5.61), and the real
parts did not fit well with the optimal load expected (as shown in Figures 5.56-
5.57-5.58). This indicates that the method itself fails to consider some behavioural
issues. It is important to observe that the use of a non-rigorous compensation
method has a strong impact on the I and V profiles at the fundamental frequency
(fo). The combiner topology fails to maintain the saturation condition for each
amplifier as desired, which may be due to non-ideal load modulation. The adopted
compensation method does not take into account some phenomena highlighted in
the simulation, which makes the ADS estimation unphysical when the frequency
is varied (as shown in Figure 5.64b). This suggests that the topology is not well-
dimensioned, and the approximation results in the entire DPA working improperly
compared to the desired behaviour. Note that an inaccurate combiner design
can result in the entire DPA delivering lower power to the load than expected.
Even if the results obtained by different methods are identical at fy (as shown
in Figure 5.67), ADS simulations may not be reliable in such cases. The same
curves were obtained for DC power absorption, and the same considerations apply
as with the other simulations. In this simulation, it is observed that although
the fundamental efficiency curves for both ADS and MATLAB are the same, the
efficiency peaks exceed the maximum limit at each OBO peak. To counter the
effect of PAs saturation, the script uses the clipping function, which in this case
performs a strong compensation as shown in Figures 5.70, 5.71 and 5.72. The main
compensation occurs at 0dB OBO, but the combiner topology does not allow each
PA to operate at saturation in OBO1 and OBO2 as desired for a typical DPA at
fo. This is due to the incorrect voltage profile, which does not allow for optimal
load modulation. Regarding other simulated quantities, the considerations made in
the previous simulation still hold true. From Figures 5.75 and 5.76, it is noticeable
that this compensation provides an in-band behaviour similar to the one obtained
in the second simulation.
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5.4.3 Plot section
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Figure 5.56: Real part of impedances seen by each internal section in saturation.
(a): simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.57: Real part of impedances seen by each internal section in OBO2. (a):
simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.58: Real part of impedances seen by each internal section in OBO1. (a):
simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.59: Imaginary part of impedances seen by each internal section in
saturation. (a): simulation performed by MATLAB, (b): simulation performed by
ADS.
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Figure 5.60: Imaginary part of impedances seen by each internal section in OBO2.
(a): simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.61: Imaginary part of impedances seen by each internal section in OBO1.
(a): simulation performed by MATLAB, (b): simulation performed by ADS.
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Figure 5.62: Current profile at central frequency. (a): simulation by MATLAB,

(b): simulation by ADS.
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Figure 5.63: Voltage profile at the central frequency. (a): simulation by MATLAB,

(b): simulation by ADS.
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Figure 5.64: Voltage profiles in band. (a): simulation by MATLAB, (b): simula-
tion by ADS.
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Figure 5.65: Output power delivered to the load at central frequency. (a):
simulation by MATLAB, (b): simulation by ADS.
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Figure 5.66: Output power delivered to the load in band. (a): simulation by
MATLAB, (b): simulation by ADS.
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Figure 5.67: DC power. (a): simulation by MATLAB, (b): simulation by ADS.
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Figure 5.68: Efficiency curves at central frequency. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.69: Efficiency curves in band. (a): simulation by MATLAB, (b):
simulation by ADS.
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Figure 5.70: Clipping effect implemented in the MATLAB script at saturation.
(a): clipping coefficient, (b): effect of clipping on each drain voltage.
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Figure 5.71: Clipping effect implemented in the MATLAB script in OBO2. (a):
clipping coefficient, (b): effect of clipping on each drain voltage.

126



5.4 — Complete parasitic model for transistors

2 - : : : : 167
> 14
g
15 [ _.3 12 L
a
E1o0f
O 1 o}
g 8
S
6 L
0.5¢ g
O 4
—C @ OBO1 _lvm,OBo1|~
o- : : ‘ ‘ 2" : ‘ ‘ ‘
24 26 28 30 32 24 26 28 30 32
Frequency, GHz Frequency, GHz
(a) (b)

Figure 5.72: Clipping effect implemented in the MATLAB script in OBO1. (a):
clipping coefficient, (b): effect of clipping on each drain voltage.
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Figure 5.73: Effect of the load modulation at central frequency. (a): simulation
by MATLAB, (b): simulation by ADS.
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Figure 5.74: Effect of the load modulation in band. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.75: Output power in different back-off condition. (a): simulation by
MATLAB, (b): simulation by ADS.
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Figure 5.76: Efficiency in different back-off condition. (a): simulation by MAT-
LAB, (b): simulation by ADS.
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Figure 5.77: Reflection coefficient referred to 50€2. (a): simulation by MATLAB,
(b): simulation by ADS.
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Figure 5.79: Reflection coefficient magnitude referred to Roptsub- (a): simulation
by MATLAB, (b): simulation by ADS.
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Figure 5.80: Z-matrix of the combiner estimated by MATLAB. (a): real part,
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Chapter 6

Conclusion

6.1 Considerations about the effectiveness of the
novel method

The effectiveness of the Doherty topology becomes significant when all amplifiers
work in saturation and deliver maximum power to the load. In this saturation,
CAD is not able to represent the reality. In such cases, it becomes crucial to have
an instrument that can perform physically consistent simulations immediately,
even with a linear approximation of a strongly non-linear system. The aim of this
project is to develop a simplified linear method that can model the output section
of a 3-stage DPA according to the topology used. The method starts with the
mathematical model of the combiner, which is described using Z-parameters grouped
in a 3x3 matrix. This approach allows designers to avoid non-linear simulation with
Spice models and CADs that are available on the market. Although CADs like
ADS used in this work can simulate a wide range of phenomena associated with
the configuration adopted, non-linear device models require non-linear simulation,
which is computationally complex and time-consuming. Therefore, it is more
convenient to use a simplified linear model that is suitable for linear simulation
with a simple approach. This approach can also be performed with ADS, but
the model’s limitation does not allow the CAD to consider the dynamic range
limited by the supply. This aspect is important because it is the differentiating
factor between a mathematical approach and a physical model that describes a real
system. For linear simulation, this aspect must be considered because it has an
impact on the system level and does not depend on component non-linearity, which
is not considered in this work. The developed model simplifies topology description
by considering active device saturation. The tool is simple, approximate, and
speedy, allowing users to perform linear simulations while considering saturation
phenomena. The previous chapter’s simulation demonstrated the effectiveness of
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the developed script. A comparison of the ADS and MATLAB simulations validated
the model. Since the combiner’s mathematical description does not depend on
the supply, all simulations performed on the intrinsic combiner characterization
in terms of impedance are the same for both methods. The effectiveness of the
methods is highlighted when the system is analyzed in its DPA working. In ADS,
due to the unlimited supply considered, the simulated electrical quantities lead
to physically incompatible results with the adopted configuration. However, the
developed script provides a reliable dataset in frequency. This means that the
simplified approach is sufficient to provide designers with a way to understand
the behaviour of the adopted configuration. Additionally, the model’s simplicity
significantly reduces computational complexity, resulting in simulations that are
performed in a fraction of the time required by ADS. Table 6.1 highlights the time
consumption for both simulation methods.

Simulation ADS MATLAB script
No parasitic model | 22.39s 2.52s
C parasitic model | 31.74s 2.82s
LC parasitic model | 31.08s 2.55s

Table 6.1: Simulation time (without considering plotting section).

About validating the method’s simulations, it is interesting to analyze the
combiner’s behaviour under different parasitic assumptions. Assuming that the
output stage of each active component is ideal, the entire DPA behaves ideally,
and the maximum bandwidth estimated in terms of output power is achieved. The
combiner design perfectly matches the device specifications assumed at first, and
the frequency behaviour is only limited by the transmission line in the combiner
structure. In the second simulation, only the parasitic capacitance was considered.
The compensation method used a shunt inductor that effectively compensated for
the capacitance at f,. However, the introduction of reactive elements had a strong
impact on the frequency behaviour, reducing the bandwidth considerably. Despite
this, the parasitic model was simple and the compensation network resonance was
easy to achieve, even though the band was not amplified. In the latest simulation, a
more complex parasitic method was considered where a shunt capacitor and a series
inductor were used. The same resonance approach was used for compensation,
under some hypothetical assumption. However, upon analyzing the simulation
results, it was found that the compensation was not achieved as expected. One
possible reason for this is that in the admittance estimation at the internal section,
each branch has been considered as an isolated system, which is not true because
each branch interacts with the others. It should be remembered that the combiner
is made up of passive elements. This problem may be insignificant compared to
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the design tolerance and non-ideality of each active device. However, achieving the
desired I and V profiles in DPA, taking into account PAs bias and non-linearities,
can be a difficult task.

6.2 Possible improvement and ideas for future
project

The strength point of the model developed and its script implementation can be
resumed in the following statements:

e The model is linear and quite simple to implement through non-linear simula-
tion, reducing the computational complexity and using a defined number of
iterations;

o The simulator developed allows designers to estimate, with approximation,
performance in bandwidth taking into account some physical effects that
cannot be taken into account when implementing the same model in CADs;

e The simplicity of the model allows fast simulation.

Starting from this release, future work could improve performance and reliability.
The following ideas could be taken into account for improving the work:

o It would be beneficial to expand the library of combiner topologies with
mathematical models to enhance the tool’s versatility.

« more simulation features could be implemented, such as electrical quantities
in arbitrary points into the scheme;

o It would be beneficial to have a graphical interface for setting the simulation
environment, instead of directly modifying the script.;

« the mathematical model can be studied from a numerical point of view in
order to avoid eventual bad-conditioned systems in calculations;

o The original approach could be rewritten in an object-oriented programming
language, allowing for more precise definition of each building block.

The tool developed in this work provides designers with a simple method to
obtain simulation results that have physical meaning. Even though non-linear
phenomena are not considered, the tool is effective in designing future systems.
Thus, designers can use this straightforward instrument to design future systems.
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Appendix A
MATLAB scripts

A.1 Main.m

/% DEVELOPMENT OF GENERALIZED BANDWIDTH ESTIMATION AND OPTIMIZATION
/% TECHNIQUES FOR LOAD MODULATED POWER AMPLIFIERS.

% Relatore: Prof. Vittorio CAMARCHIA

7 Correlatori: Dott.ssa Anna Piacibello, Daniele FERRANTE

% Autore: Stefano FIORITONI

clear all

close all

clc

/% DATA SET DEFINITION
dataset_noparasitic;

% dataset_Cparasitic;

% dataset_LCparasitic;
%% INITIALIZATION
simulation_init;

/4% FREQUENCY SIMULATION
% Z-parameters estimation

for findex = 1:length(f)

Z = NoParasiticCombiner (f0,f(findex,1),Z1,theta01,Z2,theta02,Z3,...
thetaO3,RL);

% Z = CCompensationCombiner(Co_m,Co_al,Co_a2,Lc_m,Lc_al,Lc_a2,. ..
% fO,f(findez),Z1,theta01,Z2,theta02,Z3,theta03,RL);

% Z = LCCompensationCombiner(Co_m,Co_al,Co_a2,Lo_m,Lo_al,Lo_a2,Lc_m,. ..

% Lc_al,Lc_a2, fO, f(findex),Z1, theta01,Z2, theta02,Z3, theta03,RL) ;
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82
83
84
85
86
87
88
89
90

MATLAB scripts

Zmm(findex,1) = Z(1,1);
Zmal(findex,1) = Z(1,2);
Zma2(findex,1) = Z(1,3);
Zalm(findex,1) = Z(2,1);
Zalal(findex,1) = Z(2,2);
Zala2(findex,1) = Z(2,3);
Za2m(findex,1) = Z(3,1);
Za2al(findex,1) = Z(3,2);
Za2a2(findex,1) = Z(3,3);

end
% Voltages and currents simulation
x = [1:1000];

for x_index = 1000:-1:1
for findex = 1:length(f)

Im(findex,x_index) = IfundM.*x_index./1000.%*exp(1i.*phiM(findex));
if x_index/1000 < al
Ial(findex,x_index)
else
Tal(findex,x_index) = IfundAl/(1-al)*(x_index/1000-al).*...
exp(1i.+*phiAl(findex));

0;

end
if x_index/1000 < a2
Ia2(findex,x_index)
else
Ia2(findex,x_index) = IfundA2/(1-a2)*(x_index/1000-a2) .*.....
exp(1i.*phiA2(findex)) ;

0;

end
end
Vm(:,x_index) = Zmm(:).*Im(:,x_index) + Zmal(:).*Ial(:,x_index) +...
Zma2(:).*Ia2(:,x_index);
Val(:,x_index) = Zalm(:).*Im(:,x_index) + Zalal(:).*Ial(:,x_index) +...
Zala2(:).*Ia2(:,x_index);
Va2(:,x_index) = Za2m(:).*Im(:,x_index) + Za2ai1(:).*Ial(:,x_index) +...
Za2a2(:).*Ia2(:,x_index);
end
clipping;
#DC currents
I0m = 2+*abs(Im)./pi;
I0al = 2*abs(Ial)./pi;
I0a2 = 2*abs(Ia2)./pi;
Z#Impedances

Zm = Vm./Im; Ym = 1./Zm;
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A.1 — Main.m

GAMm = (Zm-50)./(Zm+50);
GAMm_opt = (Zm-RoptM./(x./1000))./(Zm+RoptM./(x./1000));

Zal = Val./Ial; Yal = 1./Zal;
GAMal = (Za1-50)./(Za1+50);
GAMal_opt = (Zal-RoptAl./(x./1000))./(Zal+RoptAl./(x./1000));

Za2 = Va2./Ia2; Ya2 = 1./Za2;
GAMa2 = (Za2-50)./(Za2+50);
GAMa2_opt = (Za2-RoptA2./(x./1000))./(Za2+RoptA2./(x./1000));

/Power and efficiency

PdcM = VDD.*IOm;

PdcAl = VDD.*IO0al;

PdcA2 = VDD.*I0a2;

Pdc = PdcM+PdcA1+PdcA2;

Pm = 0.5%real(Vm.*conj(Im));
Pm_dBm = 30+10%1log10(Pm);

Pal = 0.5%real(Val.*conj(Ial));
Pal_dBm = 30+10%*logl0(Pal);

Pa2 = 0.5*real(Va2.*conj(Ia2));
Pa2_dBm = 30+10%logl0(Pa2);

P = Pm+Pal+Pa2;

P_dBm = 30+10%1ogl0(P);

Pmax = (max(P'))';

Pmax_dBm = 30+10%*1log10(Pmax) ;
0BO = P_dBm-Pmax_dBm;

eta = P./Pdc;

7 Saturation, OBO2 and OBO1 parameters extraction

7 @saturation

Imsat = Im(:,1000);
Ialsat Ial1(:,1000);
Ia2sat = Ia2(:,1000);

IOmsat IOm(:,1000);
I0alsat = I0a1(:,1000);
I0a2sat = I0a2(:,1000);

Vmsat = Vm(:,1000);
Valsat = Val(:,1000);
Va2sat = Va2(:,1000);

Zmsat = Zm(:,1000); Ymsat = 1./Zmsat;
GAMmsat = GAMm(:,1000);
GAMmsat_opt = GAMm_opt(:,1000);

Zalsat = Zal1(:,1000); Yalsat = 1./Zalsat;
GAMalsat = GAMa1(:,1000);
GAMalsat_opt = GAMal_opt(:,1000);

Za2sat = Za2(:,1000); Ya2sat = 1./Za2sat;

GAMa2sat = GAMa2(:,1000);
GAMa2sat_opt = GAMa2_opt(:,1000);
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MATLAB scripts

PdcMsat =
PdcAlsat
PdcA2sat
Pdcsat =

PdcM(:,1000);

= PdcA1(:,1000);
= PdcA2(:,1000);
Pdc(:,1000);

Pmsat = Pm(:,1000);

Palsat =
Pa2sat =
Psat = P(
eta_sat =

% ©@OBO2
Imobo2

Talobo2
Ta2o0bo2

IOmobo2 =
IO0alobo2
I0a20bo2

Vmobo2 =
Valobo2 =

Zmobo2 =
GAMmobo2
GAMmobo2_

Zalobo2 =
GAMalobo2
GAMalobo2

PdcMobo2
PdcAlobo2
PdcA20bo2
Pdcobo2 =
Pmobo2 =
Palobo2 =
Pa20bo2 =
Pobo2 = P
eta_obo2

/% @0BO1

Imobol
Talobol
Ta2obol

IOmobol =
IO0alobol
I0a2o0bol

Vmobol =

Zmobol =
GAMmobo1l

Pa1(:,1000);

Pa2(:,1000);

:,1000);
eta(:,1000);

Im(:,round(1000*a2));
Ial(:,round(1000%*a2));
Ia2(:,round(1000%*a2));

IOm(:,round(1000*a2));
= I0al1(:,round(1000%a2));
= I0a2(:,round(1000%*a2));

Vm(:,round(1000*a2)) ;
Val(:,round(1000*a2));

Zm(:,round(1000*a2)); Ymobo2 = 1./Zmobo2;
= GAMm(:,round(1000%*a2));
opt = GAMm_opt(:,round(1000*a2));

Zal(:,round(1000*a2)); Yalobo2 = 1./Zalobo2;
= GAMal(:,round(1000*a2));
_opt = GAMal_opt(:,round(1000*a2)) ;

= PdcM(:,round(1000%*a2));

= PdcA1(:,round(1000*a2));
= PdcA2(:,round(1000*a2));
Pdc(:,round(1000*a2));
Pm(:,round(1000*a2));
Pal(:,round(1000%*a2));
Pa2(:,round(1000*a2));
(:,round(1000*a2));

= eta(:,round(1000*a2));

Im(:,round(1000*al));
Ial(:,round(1000%*al));
Ia2(:,round(1000%*al));

IOm(:,round(1000*al));
= I0a1(:,round(1000%*al));
= I0a2(:,round(1000%*al));

Vm(:,round(1000*al));

Zm(:,round(1000*a1)); Ymobol = 1./Zmobol;
= GAMm(:,round(1000%al));
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203  GAMmobol_opt = GAMm_opt(:,round(1000%al));
204

205 PdcMobol = PdcM(:,round(1000%*al));
206 PdcAlobol = PdcA1(:,round(1000*al));
207 PdcA2obol = PdcA2(:,round(1000*al));
208 Pdcobol = Pdc(:,round(1000%*al));

209 Pmobol = Pm(:,round(1000*al));

210 Palobol = Pal(:,round(1000*al));

211  Pa2obol = Pa2(:,round(1000*al));

212  Pobol = P(:,round(1000*al));

213 eta_obol = eta(:,round(1000*al));

214

215 0BO1 = 10%logl0(Psat./Pobol);
216 0B02 = 10*loglO(Psat./Pobo2);
217

218 /% Plot section @f0

219

220 f0_plots;

221

222 /% Plot section in-band

223

224 frequency_range_plots;

A.2 simulation init.m

1 Jparameters estimation

2 f = [fmin:f_res:fmax].';

3 w0 = 2xpixf0;

4  phiM = phiM.*ones(length(f),1);

5 phiAl = phiAl.*ones(length(f),1);
6 phiA2 = phiA2.*ones(length(f),1);
7

8 X Jefficiency init

9  ETAMAX = max([VMAX_m VMAX_a2 VMAX_al])/VDD*78;
10

11

12 JElectrical quantities init

13 Vm = zeros(length(£f),1000);

14 Val = zeros(length(f),1000);

15 Va2 = zeros(length(£),1000);

16 Im = zeros(length(f),1000);

17 Ial = zeros(length(£f),1000);

18 Ia2 = zeros(length(f),1000);

19

20 /Clipping init

21 C = ones(length(£),1000);

22 C_M = C;

23 C_Al1 = C;

24 C_A2 = C;
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MATLAB scripts

A.3 dataset_ noparasitic.m

/i Frequency range

f0 = 28e9;
fmin = £0%0.85;
fmax = f0x1.15;

f_res = £0/200;
% Transistor parastitic model

Lo_m = 0;
Lo_al = 0;
Lo_a2 = 0
Co_m = 0;
Co_al = 0;
Co_a2 = 0

s

/Compensation network

% Supply and treshold
VDD = +20;

VKm = 4;

VKal =
VKa2 =
VMAX m = VDD-VKm;
VMAX_al = VDD-VKal;
VMAX_a2 = VDD-VKa2;

4
4

H
H

0BO1 = 12;
0BO2 = 6;
al = 10.7(-0B01./20);

a2 = 10.7(-0B02./20);
bl = 1;
b2 = 1;

Zoutput currents
% IMAX = 2xVMAX/Ropt;
IfundM = 0.110; phiM = -pi/2;

IfundAl = 0.164; phiAl = 0;
IfundA2 = 0.164; phiA2 = -pi/2;
IMaxM = 2.*IfundM;

IMaxAl = 2.*IfundAl;

IMaxA2 = 2.*IfundA2;

Zimpedance definitions

RL = 11.3;

RoptM = 2.*VMAX_m./IMaxM;
2.*%VMAX_al./IMaxA1;

RoptAl =

RoptA2

2.*VMAX_a2./IMaxA2;

Z1 = 81; thetaOl = pi/2;
Z2 = 27; theta02 = pi/2;
Z3 = 97; theta03 = pi/2;
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A.4 — dataset_Cparasitic.m

A.4 dataset_ Cparasitic.m

% Frequency range

f0 = 28e9;

fmin = 0.85%f0;
fmax = 1.15%f0;
f_res = £0/200;

% Transistor parastitic model

Lo_m = 0;
Lo_al = 0;
Lo_a2 = 0;

Co_m = 125e-15;
Co_al = 230e-15;
Co_a2 = 230e-15;

/Compensation network

% Le_m = 1/((2*pi*f0) "2*Co_m) *1;
% Le_al = 1/((2%pix*f0) 2%Co_al)*1;
% Le_a2 = 1/((2*pi*f0) 2%Co_a2)*1;
Lc_m = 258e-12;

Lc_al = 140e-12;

Lc_a2 = 140e-12;

% Supply and treshold
VDD = +20;

VKm = 4;
VKal = 4
VKa2 = 4
VMAX_m = VDD-VKm;
VMAX_al = VDD-VKal;
VMAX_a2 = VDD-VKa2;
0BO1 = 12;

0B02 = 6;

al = 10.7(-0B01./20);
a2 = 10.~(-0B02./20);
bl = 1;

b2 = 1;

>
>

Joutput currents
% IMAX = 2xVMAX/Ropt;

IfundM = 0.110; phiM = -pi/2;
IfundAl = 0.164; phiAl = 0;
IfundA2 = 0.164; phiA2 = -pi/2;

IMaxM = 2.*xIfundM;
IMaxAl = 2.xIfundA1l;
IMaxA2 = 2.xIfundA2;

Zimpedance definitions
RL = 11.3;
RoptM = 2.*VMAX_m./IMaxM;
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MATLAB scripts

RoptAl
RoptA2

2.*%VMAX_al./IMaxA1l;
2.*VMAX_a2./IMaxA2;

Z1 = 81; thetaOl = pi/2;

z2

B

27; theta02 = pi/2;
Z3 = 97;

theta03 = pi/2;

A.5 dataset_ LCparasitic.m

% Frequency range

85*£0;

f0 = 28e9;
fmin = 0.
fmax = 1.

16%£0;

f_res = £0/200;

% Transistor parastitic model

Lo_m = 36e-12;

Lo_al = 30e-12;
Lo_a2 = 30e-12;
Co_m = 125e-15;
Co_al = 230e-15;
Co_a2 = 230e-15;

/#Compensation network

Lc_m =
Lc_al =
Lc_a2 =

225e-12;

111e-12;
111e-12;

% Supply and treshold
VDD = +20;

VKm = 4
VKal =
VKa2 =

B

4
4

VMAX_m = VDD-VKm;
VMAX_al = VDD-VKal;
VMAX_a2 = VDD-VKa2;
0BO1 = 12;

0B02 = 6;

al = 10.7(-0B01./20);
a2 = 10.7(-0B02./20);

% al =
% a2 =
7 0BO1
7 0BO2
bl = 1;
b2 = 1;

0
0

.250;
.500;

-20*log(al) ;
-20*1log (a2) ;

Zoutput currents
% IMAX = 2%VMAX/Ropt;

IfundM = 0.110;

phiM = -pi/2;
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A.6 — NoParasiticCombiner.m

45 IfundAl 0.164; phiAl 0;
46  IfundA2 = 0.164; phiA2 = -pi/2;
47 IMaxM = 2.*IfundM;

48 IMaxAl = 2.*IfundAl;

49 IMaxA2 = 2.*IfundA2;

50

51  Jimpedance definitions

52 RL = 11.3;

53 RoptM = 2.%VMAX_m./IMaxM;

54 RoptAl = 2.xVMAX_al./IMaxAl;
55 RoptA2 = 2.*VMAX_a2./IMaxA2;
56 Z1 = 70; thetall = pi/2;

57 72 21; theta02 = pi/2;

58 73 = 61; theta03 = pi/2;

A.6 NoParasiticCombiner.m

1 function Z = NoParasiticCombiner(f0,f,Z1,theta01,Z2,theta02,Z3,theta03,RL)
2

3 w = 2¥pixf;

4 w0 = 2%pi*f0;

5

6  Jmain

7

8 ABCD_TLs_m = ABCD_SeriesTxLine(w0O,w,Z1,theta01);
9 Tm = ABCD_TLs_m;

10

11 Zload

12 ABCD_RL = ABCD_ShuntAdmittance(1/RL);

13 Tl = ABCD_RL;

14

15 Jimpedance inverter 1

16

17  ABCD_invl = ABCD_SeriesTxLine(w0,w,Z2,theta02);
18 T1 = ABCD_invi;

19

20 Jauziliary 1

21

22  ABCD_TLs_al = ABCD_SeriesTxLine(w0,w,Z3,theta03);
23 Tal = ABCD_TLs_al;

24

25  Jimpedance inverter 2

26

27 T2 = [1,0;0,1];

28

29  Jauziliary 2

30

31 Ta2 = [1,0;0,1];

32

33  Jtransformation of a 2-ports ABCD-matriz cascate into a 3-port Z-matriz
34

35 M = Tm*T1lxT1;
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MATLAB scripts

T2tot = T2%*Ta2;
Tm*T1*T1%T2*Ta2;

A2
Am

Tm*T1%*T1;

OMEGA = [1, -Am(1,2).xTal1(2,1), -A2(1,1);...
0, -Am(2,2) .%Tal1(2,1), -A2(2,1);...

end

0, Tal(1,1),

-T2tot(1,1)];

[0, -Am(1,2).%Tal(2,2), -A2(1,2);...
-1, -Am(2,2).%Ta1(2,2), -42(2,2);...

0,
OMEGA\S;

+Tal(1,2),

-T2tot (1,2)];

A.7 CCompensationCombiner.m

function Z = CCompensationCombiner(Co_m,Co_al,Co_a2,Lc_m,Lc_al,Lc_a2,f0,...

W=
w0 =

smai
ABCD
ABCD

ABCD

f,Z1,theta01,Z2,theta02,Z3,theta03,RL)

2¥pi*f;

2%pi*f0;

n
_Cout_m
_Lres_m

_TLs_m =

ABCD_ShuntCapacitor(Co_m,w) ;
ABCD_ShuntInductor(Lc_m,w);

ABCD_SeriesTxLine(wO,w,Z1,theta01);

ABCD_m = ABCD_Cout_m*ABCD_Lres_m+*ABCD_TLs_m;

Tm =

Z#loa

ABCD_m;

a

ABCD_RL = ABCD_ShuntAdmittance(1/RL);
T1 = ABCD_RL;

Zimpedance tinverter 1

ABCD_invl = ABCD_SeriesTxLine(w0O,w,Z2,theta02);

T1 = ABCD_invil;

ZAauziliary 1
ABCD_Cout_al
ABCD_Lres_al

ABCD_TLs_al = ABCD_SeriesTxLine(w0,w,Z3,theta03);

ABCD_al = ABCD_TLs_al*ABCD_Lres_al*ABCD_Cout_al;
Tal = ABCD_al;

ABCD_ShuntCapacitor(Co_al,w) ;
ABCD_ShuntInductor(Lc_al,w);

Zimpedance inverter 2

T2 = [1,0;0,1];
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A.8 — LCCompensationCombiner.m

Jauziliary 2
ABCD_Cout_a2 = ABCD_ShuntCapacitor(Co_a2,w);
ABCD_Lres_a2 = ABCD_ShuntInductor(Lc_a2,w);

ABCD_TLs_a2 =[1,0;0,1];

ABCD_a2 = ABCD_TLs_a2*ABCD_Lres_a2*ABCD_Cout_a2;
Ta2 = ABCD_a2;

Atransformation of a 2-ports ABCD-matriz cascate into a 3-port Z-matriz

M = Tm*T1*T1;

T2tot = T2%Ta2;

A2 = Tm*T1*T1*T2xTa2;
Am Tm*T1*T1;

OMEGA = [1, -Am(1,2).%Tal(2,1), -A2(1,1);...
0, -Am(2,2).%Ta1(2,1), -A2(2,1);...
0, Tal(1,1), -T2tot(1,1)]1;
S = [0, -Am(1,2).*Ta1(2,2), -A2(1,2);...
-1, -Am(2,2).%*Tal1(2,2), -A2(2,2);...
0, +Ta1(1,2), -T2tot (1,2)]1;
Z = OMEGA\S;

end

A.8 LCCompensationCombiner.m

function Z = LCCompensationCombiner(Co_m,Co_al,Co_a2,Lo_m,Lo_al,Lo_a2,...
Lc_m,Lc_al,Lc_a2,f0,f,Z1,theta01,Z2,theta02,Z3,theta03,RL)

w = 2¥pixf;
w0 = 2%pi*f0;

Jmain

ABCD_Cout_m = ABCD_ShuntCapacitor(Co_m,w);
ABCD_Lout_m = ABCD_SeriesInductor(Lo_m,w);
ABCD_Lc_m = ABCD_ShuntInductor(Lc_m,w);

ABCD_TLs_m = ABCD_SeriesTxLine(wO,w,Z1,theta01);

ABCD_m = ABCD_Cout_m*ABCD_Lout_m*ABCD_Lc_m*ABCD_TLs_m;
Tm = ABCD_m;

Zload
ABCD_RL = ABCD_ShuntAdmittance(1/RL);
T1 = ABCD_RL;

ZAimpedance inverter 1
ABCD_inv1l = ABCD_SeriesTxLine(w0,w,Z2,theta02);
T1 = ABCD_inv1l;

147



24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44

46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65

N O Uk W N =

MATLAB scripts

Zauziliary 1

ABCD_Cout_al = ABCD_ShuntCapacitor(Co_al,w);
ABCD_Lout_al = ABCD_SeriesInductor(Lo_al,w);
ABCD_Lc_al = ABCD_ShuntInductor(Lc_al,w);

ABCD_TLs_al = ABCD_SeriesTxLine(w0,w,Z3,theta03);

ABCD_al = ABCD_TLs_al*ABCD_Lc_al*ABCD_Lout_al*ABCD_Cout_al;

Tal = ABCD_al;

Zimpedance inverter 2

T2 = [1,0;0,1];

fauziliary 2

ABCD_Cout_a2 = ABCD_ShuntCapacitor(Co_a2,w);
ABCD_Lout_a2 = ABCD_SeriesInductor(Lo_a2,w);

ABCD_Lc_a2 = ABCD_ShuntInductor(Lc_a2,w);

ABCD_TLs_a2 =[1,0;0,1];

ABCD_a2 = ABCD_TLs_a2*ABCD_Lc_a2*ABCD_Lout_a2*ABCD_Cout_a2;

Ta2 = ABCD_a2;

Ztransformation of a 2-ports ABCD-matriz cascate into a 3-port Z-matric

M = Tm*T1*T1;

T2tot = T2%*Ta2;

A2 = Tm*T1*T1%T2*Ta2;
Am = Tm*T1xT1;

OMEGA = [1, -Am(1,2).%Tal(2,1), -A2(1,1);...
0, -Am(2,2) .#Tal(2,1), -A2(2,1);...
0, Ta1(1,1), -T2tot (1,1)];
S = [0, -Am(1,2).%Tal(2,2), -A2(1,2);...
-1, -Am(2,2) .*Tal(2,2), -A2(2,2);...
0, +Ta1(1,2), -T2tot(1,2)1;
Z = OMEGA\S;

end

A.9 clipping.m

for x_index = 1000:-1:1
iiM = find(abs(Vm(:,x_index)) > VMAX_m);
iiAl = find(abs(Val(:,x_index)) > VMAX_al);
iiA2 = find(abs(Va2(:,x_index)) > VMAX_a2);

C_M(iiM,x_index) = VMAX_m./abs(Vm(iiM,x_index));

C_A1(iiA1,x_index)
C_A2(iiA2,x_index)

VMAX_al./abs(Val(iiAl,x_index));
VMAX_a2./abs(Va2(iiA2,x_index));
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A.10 - f0_plots.m

C(:,x_index) = min([C_M(:,x_index).'; C_A1(:,x_index).';
C_A2(:,x_index).']).";

Im(:,1:x_index) =
Ia1(:,1:x_index)
Ia2(:,1:x_index)
Vm(:,1:x_index)

Im(:,1:x_index).*C(:,x_index);
Ial(:,1:x_index).*C(:,x_index);
Ta2(:,1:x_index).*C(:,x_index);

Zmm(:) .*Im(:,1:x_index) + Zmal(:).*...

Tal(:,1:x_index) + Zma2(:).*Ia2(:,1:x_index);
Val(:,1:x_index) = Zalm(:).*Im(:,1:x_index) + Zalal(:).*...

Ial(:,1:x_index) + Zala2(:).*Ia2(:,1:x_index);
Va2(:,1:x_index) = Za2m(:).*Im(:,1:x_index) + Za2al(:).*...

Tail(:,1:x_index) + Za2a2(:).*Ia2(:,1:x_index);

end

A.10 f0O_ plots.m

fO0index = find(£f==£0)
Pmax (f0index)

% Currents and wvoltages

hf = figure;
ha = axes;
subplot(1,2,1)

plot(x/1000,abs(Im(f0index,:)), 'DisplayName',['I_m'], 'LineWidth',2);

hold on;

plot(x/1000,abs(Ial(f0index,:)), 'DisplayName',['I_{al}'], 'LineWidth',2);
plot(x/1000,abs(Ia2(f0index,:)), 'DisplayName',['I_{a2}'], 'LineWidth',2);

grid minor;
xlabel('x');
ylim([0 0.201)

ylabel('Output current (abs), A');

legend();
fontsize(24,"points")

% title(['Currents curves @ f_0:' num2str(f(fOindex)/1e9)

A 'FontSize',12)
ytickformat('%.2f')
axis square;

subplot(1,2,2)

plot(x/1000,abs (Vm(f0index,:)), 'DisplayName',['V_m'], 'LineWidth',2);

hold on;

plot(x/1000,abs(Val(fOindex,:)), 'DisplayName',['V_{al}'], 'LineWidth',2);
plot(x/1000,abs(Va2(f0index,:)), 'DisplayName', ['V_{a2}'], 'LineWidth',2);

grid minor;
ylim([0 251)
xlabel('x');

ylabel('Output voltage (abs), V');

legend();
fontsize (24, "points")

% title(['Voltage curves @ f_0:' num2str(f(fOindez)/1e9)

A 'FontSize',12)
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axis square;

hf = figure;
ha = axes;
hold on;
for i = 1:1:length(f)
if i ~= fOindex
plot(x/1000,abs(Vm(i,:)), 'Color' , '#0072BD','LineWidth',0.5)
plot(x/1000,abs(Val(i,:)), 'Color' , '#D95319','LineWidth',0.5)
plot(x/1000,abs(Va2(i,:)), " 'Color' , '#EDB120','LineWidth',0.5)
end
end

grid minor;

ylim([0 251)

xlabel('x');

ylabel('Output voltage (abs), V');

fontsize(24,"points")

4 title(['Voltage curves @ f_0:' num2str(f(fOindex)/1e9) 'GHz'],...
V4 'FontSize', 12)

axis square;

Jpower curves

hf = figure;

ha = axes;

subplot(1,2,1);

plot(x/1000,Pm(f0index,:), 'DisplayName',['P_m'], 'LineWidth',2);
hold on;

plot(x/1000,Pal(f0index,:), 'DisplayName',['P_{al}'],'LineWidth',2);
plot(x/1000,Pa2(f0index,:), 'DisplayName', ['P_{a2}'], 'LineWidth',2);
plot(x/1000,P(f0index,:), 'DisplayName',['P'], 'LineWidth',2);

grid minor;

yline(Pmax(fOindex),'--"', 'HandleVisibility','off','LineWidth',2);
ylim([0 4])

xlabel('x"');

ylabel('Output power, W');

legend();

fontsize(24,"points")
7% title(['Power curve @ f_0:' num2str(f(fOindex)/1e9) 'GHz'], 'FontSize',12);
axis square;

subplot(1,2,2);

plot(x/1000,PdcM(f0index,:), 'LineWidth',2);

hold on;

plot(x/1000,PdcA1(f0index,:), 'LineWidth',2);
plot(x/1000,PdcA2(f0index, :), 'LineWidth',2);
plot(x/1000,Pdc(f0index,:), 'LineWidth',2);

grid minor;

xlabel('x"');

ylabel('DC power, W');

legend('P_{dcM}', 'P_{dcA1}', 'P_{dcA2}', 'P_{dc}");
fontsize(24, "points")

7% title(['Power curve DC @ f_0:' num2str(f(fOindexz)/1e9) 'GHz'],...
Y4 'FontSize',12);

axis square;
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A.10 - f0_plots.m

hf = figure;
ha = axes;
hold on;
for i = 1:1:length(f)
if i ~= fOindex
plot(x/1000,Pm(i,:),'Color' , '#0072BD','LineWidth',0.5)
plot(x/1000,Pal1(i,:),'Color' , '#D95319','LineWidth',0.5)
plot(x/1000,Pa2(i,:), 'Color' , '#EDB120','LineWidth',0.5)
plot(x/1000,P(i,:), 'Color' , '#7E2FSE','LineWidth',0.5)
end
end
grid minor;
yline(Pmax(fOindex),'--','HandleVisibility','off','LineWidth',2);
ylim([0 41)
xlabel('x');
ylabel('Output power, W');
Alegend();
fontsize(24,"points")
Atitle(['Power curve @ f_0:' num2str(f(fOindex)/1e9) 'GHz'],'FontSize',12);
axis square;

% Efficiency curves

hf = figure;

ha = axes;

subplot(1,2,1);

plot(x/1000,eta(f0index, :)*100, 'r', 'DisplayName',['f_0: '
num2str (f (fO0index)/1e9) 'GHz'],'LineWidth',2);

hold on;

grid minor;

yline(ETAMAX,'--','DisplayName', ['\eta_{MAX}']);

xlabel('x');

ylabel('Efficiency, %');

x1im([0 1]1)

y1lim([20 701)

legend();

fontsize(24,"points")

% title('Efficiency curves', 'FontSize',12)

axis square;

subplot(1,2,2);

hold on;

p=plot(x/1000,eta(f0index,:)*100, 'r', 'DisplayName',['f_0: '
num2str (f (f0index)/1e9) 'GHz'l,'LineWidth',4);

pf=plot(x/1000,eta(l,:)*100, 'k", 'DisplayName', [num2str(£(1)/1e9)...
'GHz<f<' num2str(f(length(f))/1e9) 'GHz'],'LineWidth',0.5);

for i = 1:1:length(f)
if i ~= fOindex

plot(x/1000,eta(i,:)*100, 'k', 'LineWidth',0.5)

end

end

grid minor;

max=yline (ETAMAX, '--', 'DisplayName', ['\eta_{MAX}']);

xlabel('x');

ylabel ('Efficiency, %');

x1im([0 11)

ylim([20 701)
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MATLAB scripts

legend([p pf max]);
fontsize(24,"points")
/% title('Efficiency curves', 'FontSize',12)

axis square;

hf = figure;
ha = axes;
subplot(1,2,1);

plot(0OBO(fOindex,:) ,eta(fOindex,:)*100,'r", 'DisplayName',['f_0: '
num2str (f (fOindex)/1e9) 'GHz'], 'LineWidth',2);

hold on;

grid minor;

yline (ETAMAX, '--', 'DisplayName', ['\eta_{MAX}']);

xlabel('0BO, dBm');

ylabel('Efficiency, %');

x1im([-20 0])

ylim([20 701)

legend();

fontsize(24,"points")

7% title('Efficiency curves', 'FontSize',12)

axis square;

subplot(1,2,2);

hold on;

plot (0BO(fO0index, :),eta(f0index, :)*100, 'DisplayName',['f_0: '
num2str (f (fOindex)/1e9) 'GHz'], 'LineWidth',2);

plot(x/1000,eta(l,:)*100,'--", 'DisplayName',['f: ' num2str(£(1)/1e9)...

'GHz'], 'LineWidth',2)
for i = 1:1:5

plot (0BO(round(length(f)/5%i),:),eta(round(length(£f)/5%i),:)*100,...

"——','LineWidth',1);
end
grid minor;
yline (ETAMAX, '--', 'DisplayName', ['\eta_{MAX}']);
xlabel('0B0 [dBm]');
ylabel('\eta [%]');
x1im([-20 01)
legend();
fontsize(24,"points")
7% title('Efficiency curves', 'FontSize',12)
axis square;
subplot(1,2,2);
hold on;
p=plot (0BO(f0index,:),eta(f0index,:)*100, 'r', 'DisplayName',['f_0: '
num2str (f (fOindex)/1e9) 'GHz']l, 'LineWidth',4);
pf=plot(0BO(1,:),eta(l,:)*100, 'k", 'DisplayName', [num2str(£(1)/1e9)...
'GHz<f<' num2str(f(length(f))/1e9) 'GHz'],'LineWidth',0.5);
for i = 1:1:length(f)
if i ~= fOindex
plot(0BO(i,:),eta(i,:)*100,'k', 'LineWidth',0.5);
end
end
grid minor;
max=yline (ETAMAX, '--','DisplayName', ['\eta_{MAX}']);
xlabel('0BO, dBm');
ylabel('Efficiency, %');
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A.10 - f0_plots.m

206 x1im([-20 0])

207 ylim([20 70])

208 legend([p pf max]);

209 fontsize(24,"points")

210 /4 title('Effictency curves', 'FontSize', 12)
211 axis square;

212
213 % Impedances
214
215 hf = figure;

216 ha = axes;

217  subplot(1,2,1);

218  plot(0BO(fOindex,:),real(Zm(fOindex,:)), 'DisplayName',['\Re(Z_{m})'],...
219 'LineWidth',2);

220 hold on;

221  plot(0OBO(fOindex,:),real(Zal(f0index,:)), 'DisplayName',['\Re(Z_{al})'],...
222 'LineWidth',2);

223  plot(0BO(fOindex,:),real(Za2(f0index,:)), 'DisplayName',['\Re(Z_{a2})'],...
224 'LineWidth',2);

225 grid minor;

226 xlabel('OBO, dBm');

227  ylabel('\Re(Z), \Omega');

228 axis([-20 0 0 1500])

229  legend();

230 yline(RoptM,'--','DisplayName', ['R_{opt,sub}'])
231  yline(RoptAl,'--', 'HandleVisibility','off')
232 yline(RoptA2,'--','HandleVisibility','off')

233 fontsize(24,"points")

234 /) title(['Impedances (real parts) @ f_0:' num2str(f(fOindex)/1e9) 'GHz'],...
235 'FontSize', 12)

236 axis square;

237

238  subplot(1,2,2);

239  plot(0BO(fOindex,:),imag(Zm(f0index,:)), 'DisplayName’', ['\Im(Z_{mn})'],...
240 'LineWidth',2);

241 hold on;

242 plot(0BO(fOindex,:),imag(Zal(f0index,:)), 'DisplayName', ['\Im(Z_{a1})'],...
243 'LineWidth',2);

244 plot(0BO(f0index, :),imag(Za2(f0index,:)), 'DisplayName', ['\Im(Z_{a2})'],...
245 'LineWidth',2);

246  grid minor;

247 xlabel('0BO, dBm');

248 ylabel('\Im(Z), \Omega');

249  x1im([-20 0])

250 legend();

251 fontsize(24,"points")

252 /) title(['Impedances (imaginary parts) @ f_ 0:' num2str(f(fOindex)/1e9)...
253/ '"GHz'], 'FontSize',12)

254 axis square;

255

256 hf = figure;

257 ha = axes;

258  subplot(1,2,1);

259  plot(x/1000,real(Zm(fOindex,:)), 'DisplayName',['\Re(Z_{m})'],...

260 'LineWidth',2);

261 hold on;
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MATLAB scripts

plot(x/1000,real(Zal(f0index,:)), 'DisplayName', ['\Re(Z_{al})'],...
'LineWidth',2);

plot(x/1000,real(Za2(f0index,:)), 'DisplayName', ['\Re(Z_{a2})'],...
'LineWidth',2);

grid minor;

xlabel('x');

ylabel('\Re(Z), \Omega');

axis([0 1 0 15001)

yline(RoptM, '--', 'DisplayName', ['R_{opt,sub}'])

yline(RoptAl,'--','HandleVisibility','off')
yline(RoptA2,'--','HandleVisibility','off')
legend();

fontsize(24,"points")

Z title(['Impedances (real parts) @ f_0:' num2str(f(fOindex)/1e9)...
VA 'GHz'], 'FontSize',12)

axis square;

subplot(1,2,2);

plot(x/1000,imag(Zm(£f0index,:)), 'DisplayName', ['\Im(Z_{m})'],...
'LineWidth',2);

hold on;

plot(x/1000,imag(Zal(f0index,:)), 'DisplayName', ['\Im(Z_{all})'],...
'LineWidth',2);

plot(x/1000,imag(Za2(f0index,:)), 'DisplayName', ['\Im(Z_{a2})'],...
'LineWidth',2);

grid minor;

xlabel('x');

ylabel('\Im(Z), \Omega');

legend();

fontsize (24, "points")

% title(['Impedances (imaginary parts) @ f_0:' num2str(f(fOindex)/1e9). ..

Y4 'GHz'], 'FontSize',12);

axis square;

hf = figure;
ha = axes;
subplot(1,2,1);
hold on;
for i = 1:1:length(f)
if i ~= fOindex
plot(x/1000,real(Zm(i,:)), " 'Color' , '#0072BD','LineWidth',0.5)
plot(x/1000,real(Zal(i,:)),'Color' , '#D95319','LineWidth',0.5)
plot(x/1000,real(Za2(i,:)),'Color' , '#EDB120','LineWidth',0.5)
end
end
grid minor;
xlabel('x');
ylabel('\Re(Z), \Omega');
axis([0 1 0 1500])
yline (RoptM, '--', 'DisplayName', ['R_{opt,sub}'])

yline(RoptAl,'--','HandleVisibility','off"')
yline(RoptA2,'--', 'HandleVisibility','off')
Jlegend () ;

fontsize (24, "points")
% title(['Impedances (real parts) @ f_0:' num2str(f(fOindex)/1e9)...
A 'GHz'], 'FontSize', 12)
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A.11 - frequency__range_ plots.m

axis square;

subplot(1,2,2);

hold on;
for i = 1:1:length(f)
if i ~= fOindex
plot(x/1000,imag(Zm(i,:)), 'Color' , '#0072BD','LineWidth',0.5)
plot(x/1000,imag(Zal(i,:)),'Color' , '#D95319','LineWidth',0.5)
plot(x/1000,imag(Za2(i,:)), 'Color' , '#EDB120','LineWidth',0.5)
end
end

grid minor;

xlabel('x");

ylabel('\Im(Z), \Omega');

Alegend();

fontsize (24, "points")

% title(['Impedances (imaginary parts) @ f_0:' num2str(f(fOindez)/1e9)...
A 'GHz'], 'FontSize',12);

axis square;

A.11 frequency_ range_plots.m

Zeffects of clipping

hf = figure;

ha = axes;

subplot(1,2,1);

plot(f*1e-9,C(:,1000),'r', 'DisplayName',['C @ saturation'],...
'LineWidth',2);

grid minor

xlabel('Frequency, GHz');

ylabel('C');

x1lim([fmin*le-9 fmax+*1le-9])

% title('C(f) - parameter @ saturation', 'FontSize',12)

axis square;

legend();

fontsize (24, "points")

subplot(1,2,2);

hold on;

grid minor

plot(f*le-9,abs(Vmsat),'r', 'DisplayName',['|V_{m,sat}|'], 'LineWidth',2);

plot(f*le-9,abs(Valsat),'--b','DisplayName',['|V_{al,sat}|'],...
'LineWidth',2);

plot(f*le-9,abs(Va2sat),'--g', 'DisplayName',['|V_{a2,sat}|'],...
'LineWidth',2);

xlabel ('Frequency, GHz');

ylabel('Drain Voltage Amplitude, V');

x1lim([fmin*1e-9 fmax*1e-9]);

% title('Clipping effect @ saturation', 'FontSize',12)

axis square;

legend();
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MATLAB scripts

fontsize(24,"points")

hf = figure;
ha = axes;
subplot(1,2,1);

plot(f*1e-9,C(:,round(1000*a2)),'r"', 'DisplayName',['C @ 0B0O2'],...
'LineWidth',2)

grid minor

xlabel('Frequency, GHz')

ylabel('C')

xlim([fmin*1e-9 fmax*1e-9])

% title('C(f) - parameter @ OBO2', 'FontSize',12)

fontsize(24,"points")

axis square;

legend();

subplot(1,2,2);
hold on
grid minor

plot(f*le-9,abs(Vmobo2), 'r', 'DisplayName',['|V_{m,0B02}|'], 'LineWidth',...

2)
plot(f*le-9,abs(Valobo2),'--b', 'DisplayName',['|V_{al,0B02}|'],...
'LineWidth',2);
xlabel('Frequency, GHz')
ylabel('Drain Voltage Amplitude, V');
x1lim([fmin*le-9 fmax*1le-9])
legend();
fontsize(24,"points")
7% title('Clipping effect @ OBO2', 'FontSize',12)
axis square;
legend();

hf = figure;

ha = axes;

subplot(1,2,1);

plot(f*1e-9,C(:,round(1000*al)),'r"', 'DisplayName',['C @ 0BO1'],...
'LineWidth',2)

grid minor

xlabel('Frequency, GHz')

ylabel('C')

xlim([fmin*1e-9 fmax*1e-9])

7% title('C(f) - parameter @ 0OBO1', 'FontSize',12)

fontsize(24,"points")

axis square;

legend();

subplot(1,2,2);
grid minor;
hold on;

plot(f*le-9,abs(Vmobol),'r', 'DisplayName',['|V_{m,0B01}|'], 'LineWidth',2)

xlabel('Frequency, GHz')

ylabel('Drain Voltage Amplitude, V');
xlim([fmin*le-9 fmax*1e-9])

legend();

fontsize(24,"points")

% title('Clipping effect @ OBO1', 'FontSize',12)
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A.11 - frequency__range_ plots.m

87 axis square;
88 legend();

89
90  JPower and efficiency
91

92 hf = figure;

93 ha = axes;

94  subplot(1,2,1);

95 hold on

96  grid minor

97 plot(f*1e-9,30+10*logl0(Psat), 'DisplayName', ['Saturation'], 'LineWidth',2)
98 plot(fxle-9,30+10%*logl0(Pobo2), 'DisplayName',['0B02'], 'LineWidth',2)
99  plot(f*1e-9,30+10*logl0(Pobol) "', 'DisplayName',['0BO1'], 'LineWidth',2)
100 Yset(ha, 'YLim', [34 441, 'YTick', [34:1:44])
101 xlabel('Frequency, GHz')
102 ylabel('Output Power, dBm')
103 x1lim([fmin*le-9 fmax*1e-9])
104 7 title('Output power', 'FontSize',12)
105 axis square;
106 legend();
107  fontsize(24,"points")
108
109  subplot(1,2,2);
110 hold on
111 grid minor
112 plot(f*le-9,100*eta_sat, 'DisplayName', ['Saturation'], 'LineWidth',2)
113 plot(f*le-9,100%eta_obo2, 'DisplayName',['0B02'], 'LineWidth',2)
114 plot(f*le-9,100*eta_obol, 'DisplayName',['0BO1'], 'LineWidth',2)
115 xlabel('Frequency, GHz')
116  ylabel('Efficiency, %')
117 x1lim([fmin*le-9 fmax*1e-9])
118/ title('Efficiency’, 'FontSize', 12)
119 axis square;
120  legend()
121  fontsize(24,"points")

122

123 JZ-matriz
124

125 hf = figure;

126 ha = axes;

127 plot(f*le-9,real(Zmm),'DisplayName', ['\Re(Z_{mm})'],'LineWidth',2)

128  hold on

129  grid minor

130 plot(f*le-9,real(Zmal), 'DisplayName',['\Re(Z_{mal})'], 'LineWidth',2)
131  plot(f*le-9,real(Zma2), 'DisplayName', ['\Re(Z_{ma2})'], 'LineWidth',2)
132 plot(f*le-9,real(Zalm), 'DisplayName',['\Re(Z_{aim})'], 'LineWidth',2)
133  plot(f*le-9,real(Zalal),'DisplayName', ['\Re(Z_{alal})'], 'LineWidth',2)
134  plot(f*le-9,real(Zala2),'DisplayName', ['\Re(Z_{ala2})'], 'LineWidth',2)
135 plot(f*le-9,real(Za2m), 'DisplayName', ['\Re(Z_{a2m})'], 'LineWidth',2)
136  plot(f*le-9,real(Za2al), 'DisplayName', ['\Re(Z_{a2al})'], 'LineWidth',2)
137  plot(f*le-9,real(Za2a2),'DisplayName’, ['\Re(Z_{a2a2})'], 'LineWidth',2)
138 /4 set(ha, 'YLim', [-2 2], 'YTick', [-2:0.5:2])

139  xlabel('Frequency, GHz')

140  ylabel('\Re(Zxy), \Omega')

141 xlim([fmin*1e-9 fmax*le-9])

142 7 title('Z-parameters (real part)', 'FontSize',12)

157



143
144
145
146
147
148
149
150
151
152
153
154
155
156

158
159
160
161

163
164

166
167
168
169

171
172
173
174

176
177
178
179
180
181
182

184
185
186
187

189
190
191
192

194
195
196
197
198
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Aazis square;
legend()
fontsize(24, "points")

hf = figure;

ha = axes;
plot(f*le-9,imag(Zmm) , 'DisplayName', ['\Im(Z_{mm})'], 'LineWidth',2)
hold on

grid minor
plot(f*le-9,imag(Zmal), 'DisplayName', ['\Im(Z_{mall})'], 'LineWidth',2)
plot(f*le-9,imag(Zma2), 'DisplayName', ['\Im(Z_{ma2})'],'LineWidth',2)
plot(f*le-9,imag(Zalm), 'DisplayName', ['\Im(Z_{alm})'],'LineWidth',2)
plot(f*le-9,imag(Zalal), 'DisplayName', ['\Im(Z_{alall})'],'LineWidth',2)
plot(f*le-9,imag(Zala2), 'DisplayName', ['\Im(Z_{ala2})'],'LineWidth',2)
plot(f*le-9,imag(Za2m), 'DisplayName', ['\Im(Z_{a2m})'], 'LineWidth',2)
plot(f*le-9,imag(Za2al), 'DisplayName', ['\Im(Z_{a2a1})'],'LineWidth',2)
plot(f*le-9,imag(Za2a2), 'DisplayName', ['\Im(Z_{a2a2})'],'LineWidth',2)
% set(ha, 'YLim', [-2 2], 'YTick', [-2:0.5:2])

xlabel('Frequency, GHz')

ylabel('\Im(Zxy), \Omega')

x1lim([fmin*1e-9 fmax*1e-9])

7% title('Z-parameters (Imaginal part)', 'FontSize',12)

Jazis square;

legend ()

fontsize(24,"points")

ZInput impedances

hf = figure;

ha = axes;

subplot(1,2,1)

hold on

grid minor
plot(f*le-9,real(Zmsat), 'DisplayName', ['\Re(Z_{m,sat})'], 'LineWidth',2)
plot(f*le-9,real(Zalsat), 'DisplayName',['\Re(Z_{al,sat})'],'LineWidth',2)
plot(f*le-9,real(Za2sat), 'DisplayName', ['\Re(Z_{a2,sat})'], 'LineWidth',2)
xlabel('Frequency, GHz')

ylabel('\Re(Z), \Omega')

yline(RoptM, '--','DisplayName', ['R_{opt,sub}'],'LineWidth',2)
yline (RoptAl,'--', 'HandleVisibility','off','LineWidth',2)
yline(RoptA2,'--"','HandleVisibility','off','LineWidth',2)

xlim([fmin*1e-9 fmax*1e-9])
axis square;

legend()
fontsize(24,"points")

subplot(1,2,2)

hold on

grid minor
plot(f*le-9,imag(Zmsat), 'DisplayName', ['\Im(Z_{m,sat})'], 'LineWidth',2)
plot(f*le-9,imag(Zalsat), 'DisplayName', ['\Im(Z_{al,sat})'],'LineWidth',2)
plot(f*le-9,imag(Za2sat), 'DisplayName', ['\Im(Z_{a2,sat})'], 'LineWidth',2)
xlabel('Frequency, GHz')

ylabel('\Im(Z), \Omega')

yline(0, 'HandleVisibility', 'off','LineWidth',2)

x1im([fmin*1e-9 fmax*1e-9])
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A.11 - frequency__range_ plots.m

axis square;
legend()
fontsize (24, "points")

hf figure;

ha = axes;

subplot(1,2,1)

hold on

grid minor
plot(f*le-9,real(Zmobo2), 'DisplayName', ['\Re(Z_{m,0B02})'], 'LineWidth',2)
plot(f*le-9,real(Zalobo2), 'DisplayName', ['\Re(Z_{a1,0B02})'], 'LineWidth',2)
xlabel ('Frequency, GHz')

ylabel('\Re(Z), \Omega')
yline(RoptM/a2,'--", 'DisplayName', ['R_{opt,sub}/a2'], 'LineWidth',2)
yline(RoptA1/a2,'--', 'HandleVisibility', 'off', 'LineWidth',2)
x1im([fmin*1e-9 fmax*1le-9])

axis square;

legend ()

fontsize(24,"points")

subplot(1,2,2)

hold on

grid minor
plot(f*le-9,imag(Zmobo2) , 'DisplayName', ['\Im(Z_{m,0B02}) '], 'LineWidth',2)
plot(f*le-9,imag(Zalobo2), 'DisplayName', ['\Im(Z_{al,0B02})'],'LineWidth',2)
xlabel('Frequency, GHz')

ylabel('\Im(Z), \Omega')

yline(0, 'HandleVisibility', 'off', 'LineWidth',2)

x1im([fmin*1e-9 fmax*1le-9])

axis square;

legend ()

fontsize (24, "points")

hf = figure;

ha = axes;

subplot(1,2,1)

hold on

grid minor
plot(f*le-9,real(Zmobol), 'DisplayName', ['\Re(Z_{m,0B01})'], 'LineWidth',2)
xlabel('Frequency, GHz')

ylabel('\Re(Z), \Omega')

yline(RoptM/al,'--', 'DisplayName', ['R_{opt,m}/a_1'])
xlim([fmin*le-9 fmax+*1le-9])

axis square;

legend()

fontsize (24, "points")

subplot(1,2,2)

hold on

grid minor
plot(f*1le-9,imag(Zmobol) , 'DisplayName', ['\Im(Z_{m,0B01}) '], 'LineWidth',2)
xlabel('Frequency, GHz')

ylabel('\Im(Z), \Omega')

yline(0, 'HandleVisibility"','off','LineWidth',2)

xlim([fmin*le-9 fmax*1le-9])

axis square;
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MATLAB scripts

legend()
fontsize(24,"points")

/Refection 50ohm and opt

hf = figure;
ha = axes;
subplot(1,2,1)

smithplot (f*1e-9, GAMmsat,'LineWidth',2)
hold on

grid minor

smithplot(f*1le-9, GAMalsat,'LineWidth',2)
smithplot (f*1e-9, GAMa2sat,'LineWidth',2)
smithplot(f*1e-9, GAMmobo2,'LineWidth',2)
smithplot (f*le-9, GAMalobo2,'LineWidth',2)
smithplot (f*1e-9, GAMmobol,'LineWidth',2)
axis square;

legend('M SAT','A1 SAT','A2 SAT','M 0BO2','A1 0BO2','M 0OBO1')
fontsize(24,"points")

subplot(1,2,2)

smithplot (f*le-9, GAMmsat_opt,'LineWidth',2)
hold on

grid minor

smithplot (f*1e-9, GAMalsat_opt,'LineWidth',2)
smithplot(f*x1le-9, GAMa2sat_opt,'LineWidth',2)
smithplot (f*1e-9, GAMmobo2_opt,'LineWidth',2)
smithplot (f*le-9, GAMalobo2_opt,'LineWidth',2)
smithplot (f*1e-9, GAMmobol_opt,'LineWidth',2)
axis square;

legend('M SAT','A1l SAT','A2 SAT','M OBO2','A1 OB0O2','M 0BO1')
fontsize(24,"points")

ZAreflection db (opt)

hf
ha = axes;

plot(f*1e-9,20*1logl0(abs (GAMmsat_opt)), 'DisplayName',['M SAT'],'LineWidth',2)
hold on

grid minor

plot(f*1e-9,20*1log10(abs(GAMalsat_opt)), 'DisplayName',['A1 SAT'],'LineWidth',2)
plot(f*1e-9,20*1logl0(abs (GAMa2sat_opt)), 'DisplayName', ['A2 SAT'],'LineWidth',2)
plot(f*1e-9,20%1log10(abs (GAMmobo2_opt)), 'DisplayName',['M 0B0O2'],'LineWidth',2)
plot(f*le-9,20*1logl0(abs(GAMalobo2_opt)), 'DisplayName',['A1l 0B02'], 'LineWidth',2)
plot(f*1e-9,20%1ogl0(abs (GAMmobol_opt)), 'DisplayName',['M 0BO1'],'LineWidth',2)
% plot(f*1e-9,imag(Zam), 'g"')

% set(ha, 'YLim', [-2 2], 'YTick', [-2:0.5:2])

Jazis([14 24 -40 0])

xlabel('Frequency, GHz')

ylabel('Reflection coefficient, dB')

xlim([fmin*1e-9 fmax*1e-9])

axis square;

legend()

figure;
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311 fontsize(24,"points")

312

313  Jothers

314

315 hf = figure;

316 ha = axes;

317  subplot(1,2,1);

318 hold on

319 grid minor

320 plot(f*le-9,real(Ymsat),'DisplayName',['M SAT'], 'LineWidth',2)

321 plot(f*le-9,real(Yalsat), 'DisplayName',['A1l SAT'], 'LineWidth',2)
322 plot(f*le-9,real(Ya2sat), 'DisplayName',['A2 SAT'],'LineWidth',2)
323 plot(f*le-9,real(¥mobo2), 'DisplayName',['M 0B02'], 'LineWidth',2)
324 plot(f*le-9,real(Yalobo2), 'DisplayName',['A1 0B02'], 'LineWidth',2)
325 plot(f*le-9,real(¥Ymobol), 'DisplayName',['M 0BO1'])

326 J plot(f*le-9,1imag(Zam),'qg’')

327  J set(ha, 'YLim', [-2 2], 'YTick', [-2:0.5:2])

328 Jaxis([14 24 0 2])

329 xlabel('Frequency, GHz')

330 ylabel('\Re(Y M,A), S')

331  xlim([fmin*1le-9 fmax*le-9])

332 axis square;

333  legend()

334 fontsize(24,"points")

335

336  subplot(1,2,2);

337 hold on

338 grid minor

339 plot(f*le-9, 1./real(Ymsat),'DisplayName',['M SAT'],'LineWidth',2)
340 plot(f*le-9, 1./real(Yalsat),'DisplayName',['Al SAT'],'LineWidth',2)
341 plot(f*le-9, 1./real(Ya2sat),'DisplayName',['A2 SAT'],'LineWidth',2)
342 plot(f*le-9, 1./real(Ymobo2),'DisplayName',['M 0B02'])

343 plot(f*le-9, 1./real(Yalobo2),'DisplayName',['A1l 0BO2'],'LineWidth',2)
344 plot(f*le-9, 1./real(Ymobol), 'DisplayName',['M 0BO1'])

345 % plot(f*1e-9,imag(Zam),'qg"')

346 sset (ha, 'YLim', [0 150], 'YTick', [0:10:150])

347 axis([fmin*le-9 fmax*le-9 0 2000])

348  xlabel('Frequency, GHz')

349  ylabel('1/{\Re(Y M,A)}, \Omega')

350 xlim([fmin*1le-9 fmax+*le-9])

351 axis square;

352  legend()

353 fontsize(24,"points")

A.12 ABCD_ShuntInductor.m

1 function ABCD = ABCD_ShuntInductor(L,w)
2 ABCD = [1,0; 1/(li*w*L),1];
3 end

161



MATLAB scripts

A.13 ABCD_ ShuntCapacitor.m

function ABCD = ABCD_ShuntCapacitor(C,w)
ABCD = [1,0;1i*w*C,1];
end

A.14 ABCD_ ShuntAdmittance.m

function ABCD = ABCD_ShuntAdmittance(Y)
ABCD = [1,0;Y,1];
end

A.15 ABCD_SeriesTxLine.m

function ABCD = ABCD_SeriesTxLine(wO,w,Zch,theta)
ABCD = [cos(theta*w/w0),li*Zch*sin(theta*w/w0); 1i/Zch#*sin(theta*w/w0),cos(theta*w/w0)];
end

A.16 ABCD_SeriesTxLine.m

function ABCD = ABCD_SeriesInductor(L,w)
ABCD = [1,1i*wxL;0,1];
end

A.17 ABCD SerieslImpedance.m

function ABCD = ABCD_SeriesImpedance(Z)
ABCD = [1,Z;0,1];
end

A.18 ABCD_ SeriesCapacitor.m

function ABCD = ABCD_SeriesCapacitor(C,w)
ABCD = [1,1/(1i*w*C);0,1];
end
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Appendix B

ADS simulation environment

B.1 Simulation schemes

B.1.1 Simulation 1: model with ideal transistors

L7 L L
1 |

ow ] — . 11 FT vou
IS_F':IZ‘E |_Probe TLIN |_Probe I_Probe I_Probe
) M - T _I.f} IAT lout .
lac=polar(IM,Phil} A TL1 1
Freq=freq Z=71 Ohm R2
E=90 TLIN R=RL Chm
TL3
= A7 FEESGHz | Ty Z=72 Ohm
| E=90 1L
. wvar ] . F=MES GHz =
I_AC I F robe — I_Probe
SRCE TLIN AT
lac=polar{lA1, F'hlﬁﬂA TL2
Freg=freq Z=Z3 Chm
E=30
— a}? F=fDES GHz
n 1]
P
AZ

AL I_Probe
SRCT I
lac=polar{lAZ PhiA2} A
Freq=freq

Figure B.1: Scheme used in simulation.
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B.1.2 Simulation 2:

VM

simplified parasitic model

¢

— - Vout
C C L1
S_RCE I_Probe i oM L Lo TLIN I_Probe
lout
lac=polar({IM,PhiM) A C=125fF L=258 pH TL1 R
Freq=freq = Z=Z1 Ohm R2
I E=90 R=RL Chm
— — — F=fDES GHz
VA1 — 1 F=fDES GHz =
L_AC I_Probe J_ c A L — I_Probe
SRCE . a1 CoA1 LcA1 TLIN ™
lac=polar{lA1,PhiA1) A =230 FF L=140 pH TLZ
Freq=freq I = Z=Z3 Ohm
E=30
L L L F=fDES GHz
VA2
L_AC I_Probe l © a L
SRCT _ 1Az CoAZ LcA2
lac=polar{lA2 PhiAZ)] A C=230 fF L=140 pH
Freg=freq I =
. . . .
Figure B.2: Scheme used in simulation.
. . oy .
B.1.3 Simulation 3: complete parasitic model
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¢

Figure B.3: Scheme used in simulation.
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B.2 — Simulation commands

B.2 Simulation commands

@ ﬂ % PARAMETER SWEEP I

-
AC ParamSweep
AC1 Sweep1
Start=fAC GHz SweepVar="indx"
Stop=fAC GHz SiminstanceName[1]="AC1"
Step=1 GHz SimlnstanceName[2]=
SiminstanceName[3]=
VAR SiminstanceName[4]=
VAR5 SimInstanceName[5]=
PhiM=-90 SimInstanceName[6]=
PhiA1=0 Start=0.001
PhiA2=-90 Stop=1
indx=0 Step=0.001
VAR
VARS
OBO0O2=6 @j PARAMETER SWEEP I
OBO=12
RL=11.3 ParamSweep
Pdpa=3.5 Sweep2
VDD=20 SweepVar="fAC"
Vk=4 SimlnstanceName[1]="Sweep1"
VMaxM=VDD-Vk SimIinstanceName[2]=
alpha1=pow(10,-OB0/20) SiminstanceName[3]=
beta1=1 SimlnstanceName[4]=
alpha2=pow(10,-0B02/20)  SiminstanceName[5]=
beta2=1 SimlnstanceName[6]=
VMaxA1=beta1*VMaxM Start=fDES-0.15*fDES
VMaxA2=beta2*VMaxM Stop=fDES+0.15*fDES
Step=0.3*fDES/60
VAR
VAR9

IM=IfundM*indx
|A1=if (indx<alpha1) then 0 else IfundA1/(1-alpha1)*(indx-alpha1) endif
|1A2=if (indx<alpha2) then 0 else IfundA2/(1-alpha2)*(indx-alpha2) endif

VAR VAR
VAR10 VAR11
RoptM=2*VMaxM/IMaxM Z1=VMaxM/alpha1*sqrt(RL/(2*Pdpa))

RoptA1=2*VMaxA1/IMaxA1 Z2=beta2*VMaxM/(1-alphal)*sqrt(RL/(2*Pdpa))
RoptA2=2*VMaxA2/IMaxA2 Z3=beta1*beta2*VMaxM*2/(2*alpha2*(1-alpha1)*Pdpa)

VAR VAR
VAR13 VAR12
IMaxM=2*IfundM IfundM=2*alpha1*Pdpa/(VMaxM)
IMaxA1=2*IfundA1 IfundA1=alpha2*(1-alpha1)/alphai/beta1*IfundM
IMaxA2=2*IfundA2 IfundA2=(1-alpha1-alpha2+alpha1*alpha2)/alphal/beta2*lfundM

Figure B.4: Simulation command.
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