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Abstract

The imperative shift towards renewable energy sources has become more critical
than ever in the current global context. Among several options, offshore wind
energy has emerged as a promising avenue for sustainable power generation.
Within this context, the Mediterranean region, speciĄcally the area surrounding
the island of Sardinia, with its exceptional wind patterns and vast expanses of
unexplored offshore territory, stands out as an exciting opportunity to exploit this
kind of green energy.

In this perspective, the following study delves into the meticulous research and
analysis that underpins the selection of an offshore region where to locate a wind
power plant. Such a facility, determined with the utilization of program tools as
ERA5 and CMEMS for the evaluation of wind and wave characteristics, will be
used to run a series of devices for the synthesis of methanol, through the capture
of atmospheric CO2 and the combination of it with hydrogen gas.

Basing on wind pattern considerations and environmental constraints, the loca-
tion has been found in the southern region of Sardinia, close to Gulf di Cagliari, a
promising area where to put the plant.
Considering the power production of that facility, simulated with FLORIS program,
that power, in turn, has been used to simulate the Ąnal fuel output production,
numerically built on pyseafuel python package. Given a substantial wind plant
facility with a total net power capacity of 600 MW and a seawater inĆow rate of 10
L/s, the expected daily methanol output has been calculated to be 1400 liters/day.

This kind of plants, eventually implemented with a wave capture energy device
to improve the performances, represent a promising step towards future implemen-
tation. However, it is worth noting that additional studies, primarily focused on
economic aspects and technological enhancements, will be essential to fully realize
the potential of this innovative approach.
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Chapter 1

Introduction

The topic of renewable energy is a growing concern among both specialists and
the general population. Over the recent years, there has been a signiĄcant rise
in studies focusing on renewable energy sources (RES), both in absolute numbers
and in relation to other research areas. These RES have the potential to play a
vital role in addressing two critical issues: the depletion of fossil fuels and global
warming. Energy sources can be broadly categorized into three main types: fossil
fuels, nuclear resources, and renewable resources. Among these, RES such as solar,
wind, biomass, geothermal, and hydro-power, hold immense importance as they
offer a viable means to combat the energy crises. One of the most signiĄcant
reasons for the importance of renewable energy is its ability to mitigate climate
change. [1] By harnessing these renewable sources, it is possible to replenish the
energy needs and mitigate the challenges posed by Ąnite fossil fuel supplies. Plus,
relying on renewable energy sources will enhance energy security and independence
for countries. Price Ćuctuations of fossil fuels have triggered economic instability in
numerous countries and the uneven distribution of these Ąnite resources worldwide
has led to some nations becoming reliant on others to fulĄll their energy demands,
thereby amplifying their economic vulnerabilities. These challenges collectively
pose signiĄcant threats to a countryŠs energy security, which is a crucial prerequisite
for sustainable growth. To safeguard their energy security, countries must adopt
various measures to address these threats and a prominent approach is to enhance
the utilization of renewable energy sources. By diversifying their energy mix and
embracing renewable technologies, countries can reduce their reliance on Ćuctuating
fossil fuel supplies and enhance their resilience against energy-related risks. [2]
Unlike fossil fuels, which often need to be imported from other regions, renewable
energy can be harnessed domestically, reducing dependence on foreign energy
resources and mitigating geopolitical risks. Moreover they have the potential to
improve energy affordability and accessibility, particularly in rural and remote areas,
with difficult access to the main grid. Especially in this very turbulent geopolitical
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period, after years of Covid that hit the economy and with the Ukrainian war
now, the tension that Europe is living has disrupt the traditional energy supply
chains, affecting the availability and affordability of energy. [3] ThatŠs why diversi-
fying energy sources and promoting energy security through regional cooperation
and alternative energy routes can help mitigate this risk as well as being able to
self-produce its own energy will allow individuals, communities and countries to
reduce their dependence on external energy sources. They can gain more control
over their energy supply reducing vulnerability to energy price Ćuctuations, supply
disruptions, and geopolitical tensions associated with it.

In the last years Europe has emerged as a leading force in the global Ąght against
climate change, recognizing the need to reduce greenhouse gas emissions and tran-
sition towards a sustainable, low-carbon future. As the world grapples with the
impact of climate change, the European Union and its member states have set
ambitious goals for decarbonization. With a steadfast commitment to combat
climate change, Europe aims to create a greener, cleaner and more resilient con-
tinent. These European goals go beyond the mere environmental preservation;
they encompass economic, social and geopolitical aspects as well. Europe seeks to
foster innovation, enhance energy security and improve the overall well-being of its
citizens. Decarbonization is at the core of EuropeŠs long-term vision, encapsulated
in European Green Deal, a comprehensive roadmap to transform the continent
into the worldŠs Ąrst climate-neutral continent by 2050. Under this ambitious
framework, the EU aims to reduce its net greenhouse gas emissions to zero and
decouple economic growth from resource consumption. To achieve these goals,
Europe has set speciĄc targets for emissions reduction and renewable energy de-
ployment. It has committed to reduce the emissions by at least 55% by 2030,
compared to 1990 levels. The main goal of the European Green Deal strategy is
to place sustainability and human well-being at the centre of economic policy and
as a fundamental dimension of all policy decisions and the resulting actions. [4]
EuropeŠs commitment to decarbonization is further reinforced by international
collaborations such as the Paris Agreement, which aims to limit global warming to
well below 2 °C above pre-industrial levels.

Therefore, all the methods to capture, store and utilize the carbon dioxide, could
play a fundamentl role to prevent a signiĄcant amount of greenhouse gases from
entering the atmosphere, helping to limit global warming and minimize the impacts
of climate change, such as rising temperatures, sea-level rise and extreme weather
events. For instance, carbon dioxide removal (CDR) technology is being extensively
studied as a way to potentially reverse emissions enough to return warming trends
to only a 1.5 °C global temperature increase. [5] [6] Carbon capture technologies can
be also integrated into existing industrial and power generation facilities, allowing
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for the continued use of fossil fuels while reducing emissions. This compatibility
enables a smoother transition towards a low-carbon economy, as it does not require
an immediate and complete overhaul of existing energy infrastructure. Plus, carbon
capture, when combined with carbon utilization or storage, can contribute to
achieve negative emissions. Negative emissions technologies remove CO2 from the
atmosphere, effectively reversing the carbon emissions process. This can help offset
emissions from sectors that are challenging to decarbonize and assist in achieving
carbon neutrality or net-zero emissions goals.

So, following these goals and these directives that Europe has adopted, Italy
has set its sights on a greener an more sustainable future too. This commitment is
reĆected in key documents and initiatives that guide ItalyŠs path towards decar-
bonization. One of the primary documents is the National Energy and Climate Plan
(NECP). Aligned with European UnionŠs objectives, it serves as a roadmap to guide
ItalyŠs energy transition until 2030, taking into account the targets set by the EU
climate-energy policy and Paris Agreement. The NECP emphasizes the importance
of renewable energy, energy efficiency, and sustainable mobility as crucial pillars
of ItalyŠs decarbonization strategy. Italy has set an ambitious target of achieving
a 30% share of renewable energy in its Ąnal energy consumption by 2030. This
target encompasses a diversiĄed mix of renewable sources, including solar, wind,
hydro, and biomass. Plus a reduction in GHG vs 2005 for all non-ETS sectors of
33% respect to 2005 levels. The NECP also highlights the need to promote energy
efficiency measures, aiming for a 43% improvement in energy efficiency by 2030
compared to 2007 levels. [7] In Table 1.1 are visible the goals of Europe and Italy
in the Ąght to climate change.

In addition to the NECP, Italy has established the National Adaptation Plan
(NAP) to address the impacts of climate change and enhance the countryŠs re-
silience. The NAP focuses on identifying vulnerabilities, implementing adaptation
measures, and integrating climate considerations into policy planning. Moreover,
ItalyŠs commitment to decarbonization extends to regional and local levels. Many
Italian cities have embraced sustainable urban development and have implemented
initiatives to reduce emissions and enhance energy efficiency. These efforts align
with nationŠs broader decarbonization goals and contribute to the countryŠs overall
sustainability objectives. In this optic the perspective of capturing CO2 from the
atmosphere and utilizing it to produce a synthetic fuel through a process of CO2

hydrogenation offers a multifaceted approach to address pressing environmental
and energy challenges. Capturing CO2 and converting it into a fuel like methanol
will help to reduce its levels, thereby directly contributing to climate change mit-
igation efforts aligned with national plans and international agreements aimed
at reducing these emissions. Methanol moreover is widely used in the chemical
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2030 objectives
EU ITALY (NECP)

Renewable energies (RES)

Share of energy from RES in the gross final con-

sumption of energy

32% 30%

Share of energy from RES in the gross final con-

sumption of energy in the transport sector

14% 22%

Energy efficiency

Reduction in primary energy consumption com-

pared to PRIMES 2007 scenario

-32.5% -43%

Greenhouse gas emissions

Reduction in GHG vs 2005 for all plants subject

to ETS rules

-43%

Reduction in GHG vs 2005 for all non-ETS sec-

tors

-30% -33%

Table 1.1: Primary energy and climate objectives 2030, EU and Italy. The
PRIMES model represents a European Union energy system model that mimics
energy consumption and the energy supply infrastructure.

industry, in the production of formaldehyde, MTBE (methyl tert-butyl ether) and
acetic acid, it has excellent combustion properties, which allows its use as a fuel
in vehicles, although it has only about half the energy density of gasoline and
last it is less polluting than conventional fossil fuels. Methanol and its derivative,
dimethyl ether (DME), display remarkable efficiency as fuels in internal combustion
engines (ICE) and can subsequently be utilized in the production of a wide array of
hydrocarbon-based products. [8] [9] Hence this path of methanol and/or dimethyl
ether production involving chemical recycling of carbon dioxide, presents a novel
approach to achieving renewable fuels with a remarkable carbon-neutral or even
carbon-negative impact on the environment. Carbon recycling creates a circular
economy approach, where carbon is reused and transformed into useful products
like methanol. The energy needed to run the process will be taken from renewable
energies like the one from the wind or the sun making the system carbon-neutral
and closing the anthropogenic carbon cycle, as also visible in Fig. 1.1 So, by
capturing CO2 from the atmosphere and using it to produce methanol through
CO2 hydrogenation, a proactive step towards combating climate change is taken,
fostering a sustainable energy system, and unlocking new economic opportunities,
all while supporting the goals outlined in national plans for a greener and more
resilient future.
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Figure 1.1: Clean methanol synthesis and its utilization in a carbon neutral cycle.
Starting from renewable energy to produce electricity. Then using it to extract CO2

from atmosphere and hydrogen from a natural water resource and combining them
to obtain methanol. This could have several Ąnal utilization after a distillation
process.

1.1 Advancing Energy Sustainability: Exploring

CO2 Capture and Self-Fuel Production for a

Greener Future

Basing on all the beneĄts linked with the implementation of a renewable energy
power device, the ones associated with the capture of CO2 and all the documents
published to push the energy transition towards a greener future, the realization and
implementation of a self-fuel production structure coupled with CO2 capture offers
several advantages, starting from energy sustainability, passing through emissions
reduction and Ąnishing with environmental stewardship. ThatŠs why the scope of
this project has been the research on the realization of a structure able to capture
CO2 from the Mediterranean sea, reducing so the level into the atmosphere and
using the carbon dioxide captured to self-produce a synthetic fuel which could be
used for several purposes. The choice of which kind of fuel will be based on the
actual state of economy allowing the best income and depending on which are the
future trends SardiniaŠs region wants to pursue. However, this particular decision
will not be analyzed within this study. Instead, the focus here is solely centered
on performing a preliminary analysis to evaluate the projectŠs technical feasibility,
with no consideration given to potential energy scenarios or economic assessments.
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1.2 Driving ItalyŠs Energy Transition: Policies,

Targets, and Regional Initiatives

At the national level, Italy intends to accelerate the transition from traditional
fuels to renewable sources, promoting the gradual phasing out of coal for electricity
generation in favor of an electric mix, based on an increasing share of renewables
and, for the residual part, gas. A contibution is done by the National Energy and
Climate Plan, NECP, a strategic plan developed by the Italian government to
set targets and actions related to greenhouse gas emissions reduction, renewable
energy deployment, energy efficiency improvements, and other aspects of the energy
transition. It serves as a roadmap for ItalyŠs energy and climate policies, aligning
with international and European Union commitments and goals.

Italy will implement the necessary policies and measures to achieve greenhouse
gas reduction targets agreed upon at the international and European level. For
sectors covered by the EU-ETS, European Emission Trading System, explained
in section 1.3, such as thermal power generation and energy-intensive industries,
in addition to higher CO2 prices compared to previous years, the phase-out of
coal, scheduled by 2025, will contribute along with a signiĄcant acceleration of
renewables and energy efficiency in industrial processes. Among other measures, the
phase-out of coal can be achieved through the construction of additional gas-Ąred
power units. In terms of renewables, Italy will promote their further development
while safeguarding and enhancing existing productions, aiming to exceed the 30%
target, which should still be considered as a contribution towards the EU objective.
For energy supply security, Italy aims to reduce dependency on imports through
increased use of renewables and energy efficiency, as well as diversiĄcation of
supply sources (e.g. by utilizing natural gas, including liquiĄed natural gas LNG,
with infrastructure consistent with the deep decarbonization scenario by 2050).
Furthermore, to pursue security and Ćexibility objectives, Italy intends to explore
the possibility of greater integration between electricity and gas infrastructure
networks. In this context, it will be important to assess the costs and beneĄts of
power-to-gas technologies, which, especially in the long term, could help absorbing
any imbalances between renewable electricity production, particularly with high
levels of photovoltaic penetration, and energy demand.[7]

Given that gas will continue to serve an essential function in the short to medium
term, in conjunction with renewable sources, for industrial and domestic uses
(including transportation) and especially for electricity generation, it is important to
maintain a strong focus on diversifying the sources of supply. Currently, gas supplies
predominantly come from countries with high geopolitical risks. To mitigate this
unfavorable situation, efforts have been made to diversify non-European suppliers,
optimizing the utilization of LNG import capacity in existing terminals, and
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promoting the production of renewable sources of gas for the integration into
the network, with the long-term goal of serving all end uses, including electricity
generation.

Furthermore, many current laws are based on various resolutions and decrees
established by COP27, where discussions were held on addressing the climate
emergency, building resilience, adapting to impacts, and Ąnancing climate action.
According to several official legislative decrees ratiĄed in 2022, it is foreseen that
the Ministry of the Interior will directly use or grant concessions for the use of
state-owned assets, in whole or in part, to install renewable energy production
plants, including, under certain conditions, utilizing resources from the PNRR
(National Recovery and Resilience Plan) to cover the related costs. Moreover, the
guidelines established by the European Renewable Energy Directive II, REDII,
are followed with the aim of accelerating the countryŠs sustainable transition in
line with the European objectives towards climate neutrality by 2050, deĄning
the necessary tools, mechanisms, incentives, and institutional, Ąnancial, and legal
frameworks to achieve the targets for increasing the share of renewable energy by
2030.

With the "Green Package" presented on July 14, 2021, the European Commission
proposed the "Fit for 55%" package, aimed at achieving a 55% reduction in emissions
by 2030 compared to 1990 levels, as outlined in the Green Deal and made legally
binding by the European Climate Law, and also containing relevant elements for
adaptation.

Additionally, on January 21, 2020, the Ministry of Economic Development Ąnal-
ized the NEPC, structured into Ąve categories: decarbonization, energy efficiency,
energy security, internal energy market, research, innovation, and competitiveness.
The main objectives of this plan include achieving a percentage of energy production
from renewable sources (RES) in Gross Final Energy Consumption of 30% and
a share of energy from RES in Gross Final Energy Consumption in transport of
21.6%, compared to the EUŠs target of 14%. It also aims to reduce greenhouse
gas emissions by 33% in non-ETS sectors compared to 2005 levels, surpassing the
Brussels target by an additional 3%. [10]
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1.3 Forecast of CO2 in Italy

Speaking about the current regulations in Italy regarding the control of CO2 emis-
sions, they refer to the European Emissions Trading System, also known as ETS.
This system represents a true carbon market based on a methodology of limitation
and exchange of emission allowances for high-energy-intensive industries and the
energy production sector. It is the instrument adopted by the European Union to
address emission reduction.
The emissions trading system implemented across the European Union encom-
passes emissions from electricity generation and industry. The objective of reducing
greenhouse gas emissions by at least 40% by 2030 at the European level, compared
to 1990 levels, is divided between the ETS sectors (energy-intensive industries,
energy-intensive sectors, and aviation) and non-ETS sectors (transportation, res-
idential, tertiary, non-ETS industrial sectors, agriculture, and waste). The ETS
sectors are expected to achieve a reduction of -43% compared to 2005 levels, while
the non-ETS sectors are expected to achieve a reduction of -30% compared to 2005
levels for Europe and -33% for Italy. [7] This objective is to be achieved through a
linear reduction trajectory that will set an emissions cap for each year. Apart from
the ETS, the EU has additional legislation, known as the effort-sharing legislation,
which addresses emissions from sectors not covered by the ETS, including transport,
buildings, agriculture, and waste. Italy was required to decrease its non-ETS green-
house gas emissions by 13% compared to 2005 levels during the 2013-2020 period,
as per the Effort-sharing Decision (ESD). Under the Effort-sharing Regulation
(ESR) for the 2021-2030 period, Italy is now obligated to reduce its emissions by
33% against 2005 levels. Fig. 1.3.

The EU ETS functions are based on the concept of "Cap and Trade". It sets
a limit, or cap, on the maximum amount of emissions allowed by participating
installations. Within this cap, companies have the Ćexibility to buy or sell emission
allowances according to their requirements. These allowances serve as the primary
currency within the system, granting the holder the right to emit one metric ton of
CO2 or an equivalent amount of other greenhouse gases. Once a year, all companies
participating in the EU ETS is required to submit emission allowances equivalent
to their emitted CO2eq. A limited number of allowances are allocated for free to
certain companies based on standardized rules applied across Europe. Companies
that do not receive enough free allowances to cover their emissions or those that
do not receive any at all must obtain additional allowances through auctions or
from other companies. Conversely, companies with excess allowances can sell them
to those in need. Severe penalties are imposed on companies that fail to comply
with the emissions reduction obligations. Fig. 1.2.
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Figure 1.2: Cap&Trade mechanism. Companies can buy and sell emission
allowances, which represent the right to emit a certain amount of a pollutant.

Auctions serve as the mechanism for allocating emission allowances to meet
the compliance requirements of the EU ETS. Since 2013, auctioning has been
the primary method of allocation, although there are exceptions to support the
competitiveness of manufacturing sectors in international markets. [11]

The allocation process, starting from that date, promotes efficiency in estab-
lishing a reference price for CO2 in Europe, encourages the internalization of
environmental costs, facilitates the transition to sustainable energy mixes, and
stimulates investments in energy efficiency. Auctions are used to allocate 50% of the
European Union Allowances (EUA), which are climate credits (or carbon credits)
utilized within the EU ETS to fulĄll emission offsetting obligations for all partici-
pating operators. Additionally, 15% of the European Union Aviation Allowances
(EUA-A) are allocated through auctions exclusively for aviation operators. Auctions
take place on speciĄc platforms determined through competitive bidding processes
and are managed in accordance with Regulation 1031/2010 (Auctioning Regulation).

When discussing carbon credits, itŠs important to note that there are two types
operating in two different markets.

• First, there is the mandatory market, which applies to around 12,000 large,
high-emitting companies operating in speciĄc sectors such as energy, oil and
gas, steel, etc. These companies are obligated to purchase GHG emission
permits.

• The other type is the voluntary market, which involves all companies and
individuals who choose to voluntarily offset their emissions by purchasing
carbon credits.

In the mandatory market, following the Cap and Trade logic, governments
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establish annual caps on maximum allowable emissions. If a company exceeds its
allocated quota, it is required to purchase additional carbon credits to cover the
excess emissions. The price in this market is determined by a regulated system that
sets the prices for purchasing these permits. On the other hand, in the voluntary
market, carbon credits are traded through individual transactions between sellers
and buyers. As a result, prices can vary signiĄcantly depending on factors such as
the project type, location, volume of purchase, and co-beneĄts generated by the
project itself.

In Italy, the quantities of emissions in the non-ETS sectors are primarily in-
Ćuenced by the transportation and civil sectors (residential and tertiary). The
implementation techniques to reduce these emissions will involve a greater focus
on energy efficiency improvements in existing buildings for the civil sector. As
for the transportation sector, the reduction in emissions will be achieved through
a combination of the gradual and natural replacement of the vehicle Ćeet, the
development of shared/public mobility, and the progressive adoption of vehicles
with lower energy consumption and signiĄcantly reduced or zero CO2 emissions.

Figure 1.3: Historical trends in emissions in the non-ETS sectors and future
scenarios. Blue line stands for the basic scenario, dashed line refers to ESD/ESR
goals and green line is the NEPC scenario.
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1.4 A Focus on SardiniaŠs Energy Transition

The focus of the study has been pointed out on the island of Sardinia, looking for
the best location where to put a potential offshore wind farm to run a Ćoating
platform for the production of a synthetic fuel. The choice to exclusively focus
on the island of Sardinia is due to its current electrical and energetic condition.
This allows the exploitation of its rich energetic potential, as visible using the
software Solargis and Global Wind Atlas, to perform the carbon dioxide capture
process. Further explanations will be provided within this section, once have seen
its energetic mix.
As stated in the National Energy and Environmental Plan, the electrical grid in
Sardinia needs to be expanded. Additionally, in terms of methane supply, Sar-
dinia is the only island without access to the national gas network, which results
in excessive coal consumption and usage of residues from oil reĄning processes.
Given this very marginal penetration of methane and the relevance of services like
tourism, commerce, agriculture, Sardinia needs to be electriĄed, since nowadays
electricity is mainly produced by leveraging coal and residues from oil reĄning
processes. The goal of the electriĄcation initiative by 2030 is to eliminate coal-based
energy production, enhance the proportion of renewable energy derived from solar
photovoltaic and wind sources in the energy mix and facilitate the electriĄcation of
various end uses.

But before delving into the projects and objectives to implement SardiniaŠs energy
plan, it is important to provide a general overview of the energy supply and dispatch
situation in different sectors, considering their sources and purposes. According
to the information reported by PEARS (Energy and Environment Plan of the
Sardinia Region) it is possible to observe from Fig. 1.4 both the structure of
the regional energy system and the energy exchanges that occur among different
entities. The highest import to the island is in terms of the quantity of oil, which
is 12,105 ktep (kilotons of oil equivalent), followed by coal, which accounts for
one-tenth of the quantity of oil. Once all the necessary transformations of the
raw products are completed, heat production consists of 94.8% from fossil sources,
while for the electricity sector, it covers 69%. Second position for wind energy
production with a substantial smaller amount of 12%. About the net electricity
produced, electrical losses stand at 6.4%, a slightly higher amount than the national
average. Out of all the electricity generated, only 70% is consumed regionally,
while the remaining portion is exported to other regions, with a smaller quan-
tity being exported abroad. Analyzing in detail the Sankey diagram of Sardinia
region, Fig. 1.5, it is possible to have a better look of the path followed for electricity.
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Figure 1.4: Regional Energy Balance 2020 for Sardinia island. The scheme is
divided into 4 macro-areas: - Import of energy from outside the region, - Regional
energy system, - Extraterritorial consumption and -Export of energy outside the
region.
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Figure 1.5: Sankey Diagram of electrical sector for 2020 for Sardinia island.
Percentages referred to eletrical gross production, corresponding to 1130 ktep. Only
70% is for regional purposes.

In 2020, the electricity generated in Sardinia from fossil fuel-based thermal power
plants and cogeneration facilities fueled by fossil or bioenergy sources accounted for
a signiĄcant 75.2% of the total electricity production, while 12.8% comes from wind
energy and 8.8% from solar plant, Fig. 1.6. Coal remained a prominent energy
source in thermal power plants, representing 51% of the total energy consumption
and contributing to 33% of the electricity produced. This was slightly lower than
the electricity generated from reĄnery gas, which accounted for 34% of production.
However, the consumption of reĄnery gas only made up 40% of the total energy
consumption in thermal power plants. Out of the total electricity produced,
approximately 70.7% was consumed within the region, while the remaining portion,
after accounting for losses, self-consumption, and pumping, was either consumed
in other regions (26.1%) or exported abroad (3.2%), Fig.1.7. Of the approximately
687 ktep of electricity consumed within the region, the industrial sector accounted
for 40% of consumption, followed by the tertiary sector with 29%.

So, considering the signiĄcant surplus of available electrical production and the
substantial generation of electricity from renewable sources, there exists a remark-
able potential in Sardinia for methanol production through CO2 hydrogenation.
That explains the choice to focus on the island of Sardinia as location for the
project, due to its great availability of resources and excess of electricity.
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Figure 1.6: Gross electricity production.
The majority of the production stems
from the use of coal and gas, amounting
to a total of 75% of the overall.

Figure 1.7: Electricity balance. With an
electrical production efficiency of 93.9%,
only 70.7% is consumed locally. The re-
mainder is exported abroad and to other
Italian regions.

In the heat sector, it is interesting to note in Fig. 1.8 that the residential sector
accounts for just over half of the thermal energy consumption (approximately
54%), with a prevalence of energy derived from renewable sources (biomass). The
industrial sector follows, representing about 37% of thermal energy consumption,
with a predominance of petroleum-based energy consumption. The tertiary sector
contributes to around 6% of the total thermal energy consumption, with a slight
prevalence of renewable energy sources over petroleum products. The remaining
portion (about 4%) is attributed to the agricultural sector or cannot be uniquely
assigned to a speciĄc sector.

Finally, in the transportation sector, Fig. 1.9, just over half is attributed to
private land transport. The majority of the fuel consumed here is diesel followed by
gasoline. Maritime transport to domestic destinations accounts for about 30% of
the total primarily fueled by fuel oil, while air transport to domestic destinations
represents less than 5% of the total.

The endeavors towards electriĄcation align with the NSDS, Italian National
Strategy for Sustainable Development, particularly under the Decarbonization
pillar. This strategy encompasses initiatives to improve energy efficiency and
promote sustainable mobility.

Numerous projects have already been developed to improve these aspects but
even if there is a big desire to become self-sufficient using RES power, the picture
of the near-future in Sardinia is not so clearly based on RES. For the moment, the
approved regional plan for energy forecasts the extension of natural gas grid to the
entire island, building a new connection with the mainland through the Tuscany
region or using liqueĄed gas terminals in the seaports. Subsequently, the entire
internal major grid must be created. [12]
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Figure 1.8: Distribution of thermal en-
ergy consumption. The bigger contribu-
tion is the residential sector fueled mainly
by RES.

Figure 1.9: Heat distribution in trans-
port sector. It was not possible to spec-
ify all the items accounting for less than
0.5% of the total, such as regional and
international air transport consumption,
maritime bunker fuel consumption, and
regional maritime transport consumption.

Indeed, given the signiĄcant surplus of electrical production in Sardinia that
exceeds regional consumption, it is therefore a plausible option to exploit this surplus
and use it partially for the production of high-quality, "clean" and "renewable"
synthetic fuels through appropriate processes of CO2 hydrogenation. This CO2 will
be obtained through capture processes, with hydrogen produced from electrolytic
processes. Such a system, properly and strategically integrated with the Sardinian
electric generation system, could provide a signiĄcant contribution to a more
effective management of dispatching electricity from non-programmable renewable
energy plants and improve the operational efficiency of fossil fuel thermal power
plants. Additionally, it would contribute to reducing CO2 emissions into the
atmosphere. [13]
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1.5 Natural Gas Infrastructure in Sardinia

In Italy the gas comes from abroad and it is injected into the national gas pipeline
network through 5 entry points corresponding to the interconnections with the
imported natural gas pipelines (Tarvisio, Gorizia, Passo Gries, Mazara del Vallo,
Gela) and from the regasiĄcation terminals of LNG in Panigaglia, in the offshore
of the Upper Adriatic Sea, and in the Tyrrhenian Sea off the coast of Tuscany. As
it is possible to see from Fig. 1.10, Sardinia is not included in the national natural
gas network.

Figure 1.10: Italian natural gas network infrastructure from SNAMŠs Sustainabil-
ity Report 2020. Sardinia is outside the national gas network.
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Regarding the analysis of the natural gas network in the region, there is a speciĄc
chapter in the PEARS [10] that describes the current situation and the planned
natural gas projects to be implemented. In the text it is possible to read: "The
natural gasiĄcation of the Sardinia Region is considered one of the strategic actions
for achieving the objectives of the PEARS. In fact, the supply and use of natural
gas, as a replacement for other currently used fossil fuels, has been considered
in the analyzed scenarios as a transitional fossil solution for 2030." In fact, the
island is the only region completely devoid of access to the national natural gas
network. The natural gas is intended for the production of part of the thermal
energy in industrial processes, to meet the energy demands of naval and road
mobility, for freight transportation and to provide partial heating for residential
use. Furthermore, the possibility of using methane for cogeneration of electricity
and thermal energy in agro-industrial processes and energy districts, as well as for
covering peak electric loads, has been evaluated in order to increase the Ćexibility
and security of the islandŠs power system.

Possible solutions to be adopted have been indicated, including a connection
pipeline from Tuscany to the National Gas Grid, a regasiĄcation plant serving
a regional backbone, and Small Scale LNG (SSLNG) systems, which are coastal
LNG storage facilities. In the gas sector, several small-scale coastal LNG storage
projects are currently being authorized and evaluated by the Ministry of Economic
Development (MISE), and the Ministry of Infrastructure and Transport (MIT).
These projects involve the unloading of LNG from small-sized methane ships,
storage, and subsequent loading into bunker vessels and cryogenic tankers for the
supply of civilian and industrial customers, as well as fueling stations. SpeciĄcally,
in Sardinia, two out of three submitted initiatives involve the coupling of SSLNG
and mini regasiĄcation plants. It is advantageous and cost-effective to supply
natural gas to Sardinian industries, existing city distribution networks (replacing
propane), which are already compatible with natural gas and under construction.
Additionally, it is beneĄcial to replace fuels for heavy transportation and traditional
marine fuels with LNG, gradually introducing the 0.1% sulfur limit for port vehicles
and ferries. Furthermore, natural gas should be used to power the planned thermal
power plants as part of the phase-out of coal-Ąred power plants.
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1.6 Synthetic fuel production analysis

The global pursuit of sustainable energy solutions and the urgent need to address
climate change challenges have led to innovative approaches in the realm of synthetic
fuel production. Among these, the process of capturing carbon dioxide (CO2) and
utilizing hydrogen (H2) from renewable resources presents a promising avenue
for the development of clean and eco-friendly synthetic fuels. This revolutionary
method involves harnessing CO2 from CO2-rich sources and combining it with
green H2 generated through water electrolysis, leveraging renewable energy sources.
In this paper, the possibilities and advantages of utilizing captured CO2 and green
H2 for synthetic fuel production are analysed. The research will delve into the
cutting-edge technologies driving this process, the potential scale of implementation,
and the environmental impact, comparing it to traditional fossil fuel-based methods.
By examining the beneĄts of transitioning towards a "methanol economy" that
closes the carbon loop and striving for carbon neutrality, the aim is to shed light
on how these advancements can play a pivotal role in shaping a sustainable and
greener future for the energy landscape. The Ąrst fuel analysed is the methanol.

1.6.1 Methanol

Methanol (CH3OH) is a colourless water-soluble liquid with a mild alcoholic odour.
It freezes at -97.6°C, boils at 64.6°C and has a density of 0.791 kilograms per cubic
metre at 20°C.

Methanol serves a crucial role within the chemical industry and it is gradually
emerging as an energy fuel, predominantly derived from fossil fuels. However, a shift
towards renewable methanol production, sourced from biomass or synthesized using
green hydrogen and carbon dioxide, holds the potential to enhance its applications
as both a chemical feedstock and a fuel. Thanks to its high octane rating, it serves
as a versatile option for internal combustion engines by acting as either an additive
or a potential substitute for gasoline, as well as for hybrid and fuel cell vehicles
and vessels. An important parameter to notice is that methanol has only half
of the volumetric energy density of gasoline and diesel so, if it is used as a fuel,
adjustments to the tank size have to be done to reach similar range. Additionally,
methanol can be utilized in modiĄed diesel engines. [14] [15] It remains in a liquid
state under typical atmospheric conditions, making it easy to store, transport, and
distribute. It is compatible with the current distribution infrastructure and can be
mixed with traditional fuels. [9] [16] Hence, adopting renewable methanol could
facilitate the industrial and transportation sectors in achieving net carbon-neutral
objectives. Plus, direct methanol fuel cells (DMFCs) have the remarkable ability to
directly convert the chemical energy present in methanol into electrical power. This
characteristic makes DMFCs an attractive option for portable power sources and

18



Introduction

other applications where a direct conversion of methanol to electricity is desirable
without the need for high-temperature operation. [17]

Presently, the production of renewable methanol comes with high costs and
limited output volumes. Nevertheless, with the implementation of appropriate
policies and strategic initiatives, it is plausible for renewable methanol to become
cost-competitive by 2050 or possibly even earlier. Such a transformation would
pave the way for a more sustainable and environmentally friendly approach to
utilizing methanol, fostering progress towards a greener energy landscape and
carbon-neutral future. [18]

Renewable methanol offers a promising avenue for sustainable fuel production,
utilizing renewable energy sources and feedstocks through two distinct pathways:

• Bio-methanol
This route involves deriving methanol from sustainable biomass resources.
Notable feedstock options include forestry and agricultural waste, by-products,
biogas from landĄll, sewage, municipal solid waste, and black liquor from the
pulp and paper industry.

• Green methanol
In this approach, CO2 captured from renewable sources, such as bioenergy with
carbon capture and storage and direct air capture (DAC), is combined with
green hydrogen. The green hydrogen, produced using renewable electricity,
forms the essential component for obtaining e-methanol.

The growing interest in renewable methanol stems from its potential to address
climate change by signiĄcantly reducing or eliminating CO2 emissions. It aligns
with the imperative of limiting global temperature rise to no more than 1.5°C,
necessitating net carbon-neutral emissions across all economic sectors by the mid-
century. By capitalizing on these environmentally friendly production pathways,
renewable methanol has the potential to pave the way for a greener and more
sustainable energy future. [19]

E-methanol is categorized as an electrofuel (e-fuel) and falls under the electro-
chemical category, which involves utilizing electricity from renewable sources (such
as wind or solar power) to produce hydrogen through water electrolysis. About
the carbon dioxide, to be considered renewable, it has to be obtained from the
atmosphere either directly by DAC or through biomass. Fig. 1.11.
When the CO2 generated from the production of e-methanol or other bioenergy
processes is captured and either stored or utilized for various purposes, it is com-
monly referred to as "bio-energy with carbon capture and storage" (BECCS) or
"bio-energy with carbon capture and utilization" (BECCU). [20]
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Figure 1.11: CO2 feedstock for the production of e-methanol.

The process of producing e-methanol involves three primary steps, each with its
own signiĄcance:

• Hydrogen (H2) generation through water electrolysis

Water electrolysis, a mature technology, efficiently splits water into hydrogen
and oxygen gases. Alkaline and PEM-based electrolysers currently achieve
efficiencies of approximately 75-85% in this process. PEM-type electrolysers
offer a signiĄcant advantage in the production of e-methanol due to their
capability to deliver hydrogen at higher output pressures, typically 30 bar
and even higher. This higher H2 output pressure can be directly utilized in
the downstream methanol synthesis process, potentially reducing the overall
cost associated with pressurizing hydrogen for this step. There are also Solid
oxide electrolyzers (SOE) which are another type of electrolyzer technology
that is currently being developed and shows great promise. Unlike PEM-type
electrolyzers that operate at relatively low temperatures, SOEs are designed
to work at much higher temperatures, typically exceeding 700°C. [21]

• Carbon dioxide (CO2) capture

The focus is on capturing CO2 emissions either for storage or utilization.
It is a crucial aspect of ensuring that the carbon footprint of e-methanol
production is minimized.

• Methanol synthesis

Synthesis of methanol using the hydrogen generated in the Ąrst step and
the captured carbon dioxide.

But these processes will be evaluated in detail in the next chapters.

The overall efficiency of methanol production from electricity and CO2 is about
50-60%. This is largely due to the need to produce hydrogen through water
electrolysis.
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And Ąnally, in Fig. 1.12 it is possible to see the values of volumetric energy
content of different fuels.

Figure 1.12: Volumetric energy content of different fuels. Methanol has a value
smaller than gasoline and diesel. Much higher than compressed hydrogen gas.

1.6.2 Dimethyl ether

Despite methanol has been used in diesel engines, it is not the most suitable
candidate to replace diesel fuel due to its low cetane number. From Olah et al.
(2009) [8] it is possible to obtain several informations about the characteristics
of dimethyl ether, CH3OCH3, and its possible applications. The cetane number
is a measure of a fuelŠs tendency to self-ignite under high heat and pressure
conditions. For efficient diesel engine operation, a high cetane number is required.
In comparison, DME possesses a cetane number of 55-60, signiĄcantly higher
than the 40-55 range found in conventional diesel fuel. [22] Currently, DME is
produced through the bimolecular dehydration of methanol. Dimethyl ether, the
most basic form of ethers, is a clear and colorless chemical compound that possesses
several advantageous qualities. It is nontoxic, noncorrosive, noncarcinogenic, and
environmentally friendly, making it a safe and sustainable option. DME Ąnds its
primary usage in certain countries for household heating and cooking. Additionally,
it serves as a viable substitute for diesel fuel and can be utilized as a fuel source for
high-temperature fuel cells. The conversion of a diesel engine to burn DME requires
only moderate modiĄcations, making it a relatively straightforward process.

DME stands apart from other homologous ethers as it does not create explosive
peroxides [23], ensuring its safe storage and handling. Despite having a boiling
point of -24.9 °C, which classiĄes it as a gas under normal conditions, DME is
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commonly handled as a liquid and stored in pressurized tanks, similar to liqueĄed
petroleum gas. [24] A further analysis, introduced in section 2.6.5, will present
the procedure to synthesize it, involving the integration of a methanol synthesis
catalyst with a methanol dehydratation catalyst.

1.7 Résumé

In summary, the primary aim and overarching goal of this comprehensive study is to
introduce a potential and innovative application, which involves the establishment
of a synthetic fuel production Ćoating plant situated on the island of Sardinia.
This plant is conceived to harness the islandŠs abundant wind energy resources and
eventually the incorporation of an advanced wave energy converter system, which
could potentially enhance the plantŠs power generation capabilities.

Chapter 1 serves as a critical stepping stone to the exploration within this study.
It elucidates the existing energy landscape in Sardinia, the current legislation
and future energetic goals of the country, providing an overview of the energy
composition, laying the groundwork for evaluating the application of a methanol
production island.

Chapter 2 provides a thorough and systematic examination of the methodological
aspects followed in the analysis and a detailed description of the numerical model
adopted to obtain results.

Chapter 3 is dedicated to the presentation of tangible outcomes and Ąndings
derived from the research. It represents an analytical examination of the modelŠs
performance, providing a comprehensive and transparent account of the results
obtained.

Finally, chapter 4 serves as the endpoint of the research, leaving with an
understanding of the potential for synthetic fuel production in Sardinia and the
impact it could have on the islandŠs energy landscape as well as the further efforts
and progress to be made to enable the application of these technologies.
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Chapter 2

Methods

In the context of this chapter, the focus is upon a comprehensive exploration,
wherein it is introduced and examined an array of programs, software tools, and
computational methodologies used to move forward with the analysis.

These include a diverse spectrum of resources, ranging from indispensable
databases that serve to obtain and elaborate essential variables required to compute
the data needed for the calculation of important parameters, fundamental for the
ultimate decision of the Ąnal location. Additionally, a dive into the Ąeld of potential
implementations and prospective applications for the project is performed, showing
the possible pathways through which the research can be applied now and in future
projects.

2.1 Site Selection for Offshore Wind Farm in the

Mediterranean Sea

The Mediterranean Sea, with its abundant wind resources and proximity to coastal
regions, presents a compelling opportunity for the development of offshore wind
energy projects. However, the process of selecting an optimal site for an offshore
wind farm requires careful consideration of various factors, including wind patterns,
environmental impacts and regulatory constraints. To ensure an informed and
effective decision-making process, harnessing reliable and detailed weather and
climate data is crucial. The ERA5 dataset, provided by the European Centre
for Medium-Range Weather Forecasts (ECMWF), offers comprehensive and high-
resolution information about past weather conditions globally. In addition the
research must account for territorial and normative constraints. Factors such as
maritime regulations, environmental protection measures, shipping lines, Ąshing
grounds and other spatial restrictions play a signiĄcant role in determining the fea-
sibility and viability of a proposed project. These constraints ensure the sustainable
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development of offshore wind energy plant while mitigating potential conĆicts with
other sectors and safeguarding marine ecosystems. By integrating meteorological
insights with comprehensive spatial analysis, this study seeks to identify suitable
areas for offshore wind farm development while addressing environmental, economic
and regulatory considerations.

2.2 Methodology to estimate the Ąnal output

Within this section, a comprehensive step-by-step process is provided, detailing
the systematic approach adopted to reach the ultimate objective, which is the
calculation of synthetic fuel production achievable from the offshore facility. This
procedural elucidation is complemented by an illustrative diagram, Fig. 2.1, which
delineates each sequential step. Additionally, the diagram showcases the pertinent
variables to be leveraged and the speciĄc software programs employed throughout
the research endeavor, offering a visual representation of the entire analytical
process.

Figure 2.1: data Ćow and structure of the analysis in the study. The wave analysis
was not considered a determining factor in the choice of the location but rather as
a potential and future enhancement to the project to increase its efficiency.
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As it is possible to see, the Ąrst steps consist of the selection of the optimal
location relying on several parameters. The Ąrst variable concerns the wind that
affects the area of interest, extracting data from ERA5, explained in section 2.3
and processing them using Python program, starting with the analysis of wind
speed and its direction. Secondly, it is necessary to analyze the feasibility of the
project according to the numerous landscape constraints present in the area, the
visual impact, the biodiversity characterizing those areas, and additionally, all
other constraints related to the seabed bathymetry, seismic risk in the area, as
well as various civil and military activities that could potentially interfere with the
implementation of the project in question. These aspects are evaluated in section
2.6.3.
As a Ąnal stone, wave conditions. Even if this last aspect is not applied in
the aforementioned study, it would be an interesting implementation for future
application, when its TRL would be greater.
Once selected the zone, the wind characteristics of that will be imported on FLORIS
software, section 2.4, to obtain the power generated by the installed wind farm.
In conclusion, that power would be related to the generation of a synthetic fuel
through the Pyseafuel Python program, explained in section 2.6.4, to obtain the
Ąnal fuel output.

25



Methods

2.3 ERA5

ERA5 is a state-of-the-art reanalysis dataset produced by the European Centre for
Medium-Range Weather Forecasts providing hourly data on many atmospheric,
land-surface and sea-state parameters together with estimates of uncertainty. Re-
analysis refers to a process that combines historical short-range weather forecasts
with observations through data assimilation to generate a comprehensive and con-
sistent global weather dataset. This process mirrors the methodology employed in
generating day-to-day weather forecasts, starting from an analysis of the EarthŠs
current state. By Ąlling gaps in the observational record, reanalysis products
provide a comprehensive and continuous dataset that minimizes potential artifacts
in detecting climate change signals. Furthermore, they offer spatially continuous
information that facilitates the evaluation of climate models. [25]

ERA5 is the Ąfth generation of the ECMWFŠs atmospheric reanalysis. It
provides a wide range of weather and climate information, including variables
such as temperature, wind, precipitation, humidity and atmospheric pressure. The
dataset covers the entire globe, extending from the EarthŠs surface to the upper
atmosphere. As stated in the Copernicus Climate Change Service [26], ERA5 data
are available in the Climate Data Store on regular latitude-longitude grids at 0.25°

x 0.25° resolution, with atmospheric parameters on 37 pressure levels, itŠs available
from 1940 and continues to be extended forward in time, with daily updates being
made available 5 days behind real time. What sets ERA5 apart is its high temporal
resolution. It provides hourly data, allowing for detailed analysis of short-term
weather events and capturing the diurnal variability of atmospheric processes. This
high temporal resolution makes ERA5 particularly valuable for climate studies,
weather forecasting, and research on extreme events.

ERA5 incorporates advancements in data assimilation techniques, improved
modeling capabilities, and an expanded range of observational data compared
to its predecessors. It assimilates a vast amount of observations from various
sources, including satellites, weather stations, aircraft, ships, and buoys, using
advanced data assimilation algorithms. This integration of observations with the
model helps improve the accuracy and consistency of the dataset, assuring great
reliability for the validation of climate models, having great potential also when
observational data are not available or quality is not good enough, as well as for
future studies related to the wind Ąeld such as wind energy production estimates.
[27] ERA5 supports climate research, weather forecasting, climate monitoring,
understanding climate change impacts, assessing renewable energy resources, and
analyzing extreme weather events.
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2.4 FLORIS

FLORIS (FLOw Redirection and Induction in Steady State) is a controls-focused
wind farm simulation software that enables the evaluation of wind energy facili-
ties to characterize their performances and eventually improve their productivity,
maximizing proĄts by optimizing Ćow control strategies. The FLORIS model is
based mainly on the Jensen (Park) wake model [28] and wake deĆection model of
Jimenez [29].
The FLORIS model involves its ability to forecast the locations of steady-state
wake patterns, effective Ćow velocities at individual turbines, and the subsequent
electrical energy production levels, all contingent on the axial induction and yaw
angle adjustments of distinct rotor systems. It relies on a set of parameters, which
are derived from the observed data of turbine electrical power production and are
thus limited in number. [30].

2.5 Copernicus Marine Environment Monitoring

Service

Copernicus Marine Environment Monitoring Service, shorter CMEMS, is a Euro-
pean Union initiative aimed at providing accurate and up-to-date information on
the state of the worldŠs oceans and marine environment, coordinated and managed
by the European Commission in partnership with the European Space Agency
(ESA) and other stakeholders. It collects and processes a vast amount of data
from various sources, including satellite observations, in-situ measurements, and
numerical models covering a wide range of oceanographic variables providing com-
prehensive and reliable information about the state and dynamics of the marine
environment.
To be specif it has been used the Medsea Multiyear Wav 006-012, the multi-year
wave product derived from the Mediterranean Sea Waves forecasting system. It
consists of two datasets: the Reanalysis dataset and the Interim dataset. The Ąrst
provides a comprehensive analysis of wave parameters at an hourly interval and a
horizontal spatial resolution of 0.042° x 0.042°, starting from January 1993. The
Interim dataset covers the period from the end of the Reanalysis dataset until one
month prior to the present time, providing updated wave information.[31]
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2.6 Wave description

Thanks to CMEMS, it is now possible to access the essential data required for the
analysis and study of marine behavior. Once these data are acquired, it is possible
to analyze them to determine the most suitable device for harnessing wave energy.
Once again itŠs importat to underline that this wonŠt be included in the project but
only introduced as a possible future implementatio. However, before delving into
this, it is necessary to provide an overview of how marine energy capture devices
are conceived, developed, classiĄed, and function.

First of all, it is important to consider the waves behaviour to evaluate, from
a safety standpoint, the feasibility and strength of the project, taking into account
the disturbances and stresses they could bring. Secondly, linked with the energy
aspect, there is the possibility of harnessing the same wave motion for energy
generation. The latter would be a very valid and promising alternative that would
also provide a constant energy supply. By combining wind and wave energy, it
would be possible to bridge the intermittent gaps that characterize traditional
renewable sources such as wind and solar energy. In fact, wave energy is more
predictable, more constant and considering the realization of a power plant, it
would have a lower visual impact as well as for the environmental one. Last but
not least, an higher energy density compared to other sources mentioned. [32]
Furthermore, an interesting aspect of marine energy is the global wave power
potential, with an estimated value on the order of 1 TW (terawatt), making it an
enormous resource of renewable energy. The problem for this kind of technology,
despite of all the potential it will have, is related to its immaturity in the economical
and technological aspects.

This kind of energy can be exploited implementing a Wave Energy Converter,
a device able to transform the wave motion into useful energy. Several types of
WECs exist and there are several possible classiĄcations to deĄne the type and
operating functions, like the one proposed by Lehmann et al. (2017) [33] in Ąve
main categories:

• working principle:
oscillating water column, heaving buoy, submerged pressure differential, wave
activated bodies, bulge wave, oscillating wave surge, rotating mass and cy-
cloidal wave absorber.

• location:
shore-based, nearshore and offshore.

• orientation:
point absorber, attenuator, and terminator.
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The Ąrst is a device with horizontal dimensions negligible with respect to the
wavelength. Both the terminator and the attenuator have deĄnite dimensions
and the Ąrst physically intercept the incoming wave, the other is able to
extract energy as the wave passes through its length.

• PTO system, which is the one that converts the prime moverŠs mechanical
energy to smooth electric power:
hydraulic, direct drive, hydro, and pneumatic.

• TRLs: Technology Readiness Levels

Therefore, the device extracting energy must engage with the waves in a manner
that diminishes the quantity of wave-energy naturally found in the ocean. The
device is designed to produce a wave that clashes destructively with the existing
sea waves. [34]

Of course the working principle of a WEC will depend strongly on the speciĄc
design and technology adopted, however the general concept involves a Ąrst phase
of wave capture, where the WEC is exposed to incoming waves to capture its energy
and transfer it to the device, an energy conversion, which can be achieved through
various mechanisms, such as the oscillation of Ćoating bodies, the movement of
hydraulic pistons, or the stretching and contracting of Ćexible materials.
The initial conversion of wave energy happens through the occurrence of destructive
wave interference in which energy is transferred from the ocean to the oscillating
system, where it exists as either kinetic or potential energy. This oscillating system,
called the prime mover, can be of one or multiple Ćoating bodies that oscillate, as
well as oscillating solid or Ćexible components. In a subsequent step of conversion,
the mechanical energy harnessed by the oscillating system can be further enhanced
through the utilization of conversion machinery capable to delivery useful energy.
Then a power generation phase where the converted energy is used to perform a
useful work; normally the mechanical energy is used to drive a generator for the
production of electrical power.
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2.6.1 Wind

By selecting the research area in the Mediterranean region, it is possible to extract
the data obtained from ERA5 for the analysis using the Python programming
language in order to generate graphs that can facilitate the rapid identiĄcation
of the most favorable area based on predeĄned criteria. SpeciĄcally, data from
ERA5 ranging from 01 January 1959 to 30 November 2022 have been retrieved,
considering the following variables:

1. U and V component of wind at 100m.

2. U and V component of wind at 10m.

3. Sea surface temperature.

4. Surface pressure.

In the context of wind components, U and V represent the horizontal components
of the wind vector. They are commonly used to describe the east-west (U) and
north-south (V) directions of the wind Ćow.

• U component: it represents the eastward component of wind or horizontal
wind speed along the x-axis. It is positive when the wind is blowing from the
west to the east and negative when the wind is blowing from the east to the
west.

• V component: it represents the northward component of wind or horizontal
wind speed along the y-axis. It is positive when the wind is blowing from the
south to the north and negative when the wind is blowing from the north to
the south.

By combining the U and V components, it is possible calculate the total wind
speed, WS, and wind direction, WD. The magnitude of the wind speed vector is
given by the formula:

WS = sqrt(U2 + V 2) (2.1)

And the wind direction can be calculated using the signed arctangent function:

WD = atan2(
V

U
) (2.2)

The values at 100 m above sea level is representative for the wind that will hit
the blades of the turbines, while the one at 10 m above sea level would not be
taken into considerations in the following study.

Once those values were obtained, a further step was to calculate the average
wind speed, the standard deviation, and the ratio between the two quantities. As
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well, percentile at 95%, 97% and 99% have been obtained for wind speed at 100 m
and Ąnally all of them have been plotted. Fig. 2.6 Fig.2.8 and Fig.2.9.
Since the percentile expresses the amount that the usage is below the number of
the percentile, the 95th percentile shows how wind speed velocity in roughly under
the value of 15 m/s, as visible in Fig. 2.7. For the 97th percentile, it includes
a bigger contribution since it avoids only the 3% of wind speed values, showing
how it is approximately below 16 - 17 m/s. Finally, the 99th percentile, the once
that includes almost all, discarding only the most infrequent values, it shows the
predominance of values below the speed of 20 m/s.

Figure 2.2: Wind speed at 100m in
m/s.

Figure 2.3: Mean wind speed [m/s].

Figure 2.4: Standard deviation of wind
speed in m/s.

Figure 2.5: Ratio of mean over std.

From Fig. 2.2 it can be observed that the predominant range for wind speed
velocity is in the range between 5 m/s and 8 m/s, as conĄrmed with Fig. 2.5. The
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Figure 2.6: 95th percentile of wind
speed at 100m in m/s.

Figure 2.7: 95th percentile of wind
speed higher than 15 m/s.

Figure 2.8: 97th percentile of wind
speed [m/s].

Figure 2.9: 99th percentile of wind
speed [m/s].

Fig. 2.5 is useful to evaluate the location with the most stable wind in terms of
values, because a greater number will mean a lower dispersion.

The next step was to consider a turbine type from windpowerlib in order to
calculate its power production and consequently the energy produced over an year,
just integrating the value of the power. The turbine chosen for the simulation is a
Siemens SW120/3600 turbine, with a rotor diameter of 120 meters and a nominal
power of 3.6 MW.
Windpowerlib is a software package in Python that provides tools and functions
for simulating and analyzing wind power systems. It is speciĄcally designed for
modeling wind turbines and wind farms to estimate their power output and assess
their performance. [35] In Fig. 2.10 the power curve of the mentioned turbine:
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Figure 2.10: power curve for the Siemens SW120/3600 turbine. Cut-in wind speed,
the minimum wind speed at which a wind turbine begins to generate electricity
corresponds to 3 m/s, while cut-off wind speed is the maximum wind speed at
which a wind turbine operates safely, and itŠs 25 m/s. And the rated wind speed is
the level at which the wind turbine operates at its rated capacity.

With all the useful parameters, the Ąnal value for energy obtained from that
wind power plant is shown in Fig. 2.11.

Figure 2.11: energy produced in joule.
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A similar procedure is carried out regarding the wind direction, shown in Fig.
2.12, and subsequently the standard deviation is calculated to identify areas with
less directional variability. Fig. 2.13.
Wind direction is here represented on a circular scale ranging from -π to π, where
0 corresponds to the north direction. Positive values indicate a clockwise direction,
while negative values represent a counterclockwise direction. Using a circular scale
allows for a more intuitive representation of wind direction, as it captures the
continuous nature of the circular motion. It enables the calculation of the angular
differences and identify patterns and trends in wind direction over time or across
different locations.

Figure 2.12: Wind direction at 100m.
Figure 2.13: Standard deviation of
wind direction.

Wind power generation

For the evaluation of the power production, a wind farm turbine has been selected
with the software FLORIS.

Regarding the producibility analysis in the Mediterranean area around Sardinia,
the offshore wind farm project - NoraEnergia2, found in the MISE official website,
https://va.mite.gov.it/it-IT/Oggetti/Info/8940, has been considered as a
reference case for modeling the fuel production facility.

The aforementioned project aims to create an offshore wind farm consisting of 40
wind turbines, with a total capacity of 600 MW. It will be located in the sea area
within the Strait of Sardinia and southeast of the Gulf of Cagliari, approximately
30 km south of Cape Carbonara, at water depths ranging from approximately 170
m to 530 m. Fig.2.14
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Figure 2.14: Location of NoraEnergia2 wind power plant.

In the NoraEnergia2 project, the selection of power and size of wind turbines
have been hypothesized as reasonable in the market at the time of the projectŠs
execution phase, corresponding to a quite big turbine with a nominal power of 15
MW.

The entire wind farm will occupy a sea area of about 110 km2, and there will
be a distance of approximately 2 km between each wind turbines, corresponding
to a distance of 7.5 times the rotor diameter. The arrangement of the turbines is
visible in Fig.2.15

The technology used for these wind turbines is Ćoating wind turbine technology.
This technology allows the installation of wind farms in deep waters with negligible
environmental impact. The chosen implementation method enables the optimal
utilization of wind resources in locations that would otherwise be unused due to
water depth. In general, the choice between installing a Ąxed structure or a Ćoating
structure depends primarily on the water depth at the site of interest. As a general
guideline, Ćoating structures are preferred for water depths exceeding 100 m, as it
is the case here.

In this speciĄc case, the wind turbine tower has a height of 150 m, reaching a
total height of 268 m when considering the length of each blade, which is 118 m.

The estimate of the gross production of the site was obtained by intersecting the
power curve of a hypothetical 15 MW turbine with the wind distributions of the
site. This allowed determining the annual energy produced by each individual wind
turbine and then multiplying it by the total number of wind turbines to obtain the
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Figure 2.15: Layout of NoraEnergia2
project, coordinates on the axis.

Figure 2.16: Layout of NoraEnergia2
with wake lines.

gross annual production of the park. It is then necessary to apply a reduction to
the gross production (which considers the maximum energy that the wind turbine
can produce) for energy losses (associated with wake effects between wind turbines,
downtime and maintenance, electrical losses in transmission, grid restrictions, etc.).

Based on the analyses considered in the study, it was possible to estimate a site
producibility of 1999.1 GWh/year, corresponding to a capacity factor of 38%.

Once the reference model was chosen, namely the plant described by the No-
raEnergia2 project, an attempt was made using the FLORIS package to calculate
the layout and precise location of the analyzed park. After obtaining the power
values and overall producibility it was evaluated whether the simpliĄed model used
in this study could have approximated the detailed and more in-depth model used
for the actual NoraEnergia2 project with a good level of accuracy.

To do this, the blade tip speed, the producibility of each individual turbine
with those wind values, and the overall producibility of the entire wind farm were
calculated based on the wind data obtained from the ERA5 software.
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2.6.2 Wave

The description of water waves can be done considering them travelling along the
water surface with a sinusoidal proĄle. The parameter useful to describe them is
the distance between successive crests, called wavelength, λ, and the time between
them, called period, T. Fig. 2.17.
Considering deep water, which itŠs the case of this application, it is possible to
obtain several useful formulas for their characterization. Before falling into a more
detailed description of this type of waves, itŠs important to clarify the difference
with shallow water waves. When waves approach the shore, their height H, which
is the distance between the crest and the trough, reduces progressively. If

H >
λ

2
(2.3)

it is considered a deep water wave. A shallow water wave follows instead the
relation:

H <
λ

20
(2.4)

and all the values in between are representative for intermediate water cases.

Figure 2.17: wave characteristics. Wavelenght is the distance between two
consecutive crests or troughs. Amplitude is the distance from the highest point
(crest) to the lowest point (trough). Larger amplitude waves generally carry more
energy.

So, dealing with deep waves their wavelength is represented following the formula:

λ =
gT 2

2π
(2.5)

and the velocity of the wave as:

C =
λ

T
(2.6)
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For what concern the dispersion relation, it can be expressed as:

ω2 = g · k (2.7)

where k is the wave number, obtained as:

k =
2π

λ
(2.8)

About the power, considering a more realistic case with irregular waves instead
of regular ones, it would be extracted following respectively the law:

P =
ρg2H2

64π
· T (2.9)

where ρ is the density of sea water and P is expressed per unit crest length of
the wave. [36]

Other parameters usefuel for the evaluation regard the characteristic of the
wave motion. SpeciĄcally are the periods associated with signiĄcant wave height
Hs. They are the signiĄcant period Ts, calculated as the average of the periods
associated with the heights used to compute the signiĄcant wave height, and the
peak period Tp. The signiĄcant wave height Hs is usually deĄned as the average of
1
3

of the highest waves. For practical purposes, Hs = H1

3
can be replaced, with little

difference, by Hm0, the wave height calculated from the zero-order spectral moment
and therefore representative of the spectral energy. The deĄnition of maximum
wave height Hmax to be associated with the extreme signiĄcant wave height Hs is
generally made according to the relationship:

Hmax = 1.87Hs (2.10)

This relationship is derived by considering the validity of the Rayleigh distribu-
tion [37].

Wave power generation

For the calculation of the power potential from waves in the selected area the
program Copernicus CMEMS (Copernicus Marine Environment Monitoring Service)
has been used.

The data extracted, useful for the power calculation, are the sea surface wave
signiĄcant height Hm0, and the sea surface wave period at spectral peak, which
represent the peak period Tp, the wave period associated with the most energetic
waves in the total wave spectrum at a speciĄc point. Fig. 2.18 ItŠs important to
clarify that the signiĄcant wave height describes the mean height of the highest
one-third of waves in a given wave system. It represents a statistical value that
provides a useful indicator of the overall wave conditions.
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Figure 2.18: Wave statistical distribution. The interaction between wind speed
and wind direction inĆuences the generation of wind waves on the sea surface,
generating wind waves that follow a Rayleigh distribution. [38]

To model the wave energy distribution in the ocean, JONSWAP and Bretschnei-
der spectra are the most used methods, describing their distribution based on their
frequency content. The JONSWAP spectrum is characterized by an higher spectral
peak and a narrow bandwidth in Fig. 2.19.

Figure 2.19: JONSWAP and Bretschneider spectra.

Hence, the majority of power available for the spectrum is within the range of
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frequencies. Instead, Bretschneider has a wider bandwidth with a lower spectral
peak , which means that the bulk of the wave energy is distributed in a wider range
of frequencies that can make the energy capture more difficult. [39]

Bretschneider is useful to describe irregular waves in open sea, where wind is
blowing regularly, so itŠs suitable for oceanŠs description.
JONSWAP is more suitable for seas where waves have a more regular behaviour,
like for North sea and Mediterranean sea. In fact, in this analysis the JONSWAP
spectra has been used.

For the calculation the python package MHKiT-Python has been utilized,
a software library designed for Marine and Hydrokinetic (MHK) data analysis
and visualization. MHKiT is developed as a collaboration between the National
Renewable Energy Laboratory (NREL), PaciĄc Northwest National Laboratory
(PNNL), and Sandia National Laboratories (Sandia, SNL). The resource sub-module
of the wave package contains functions to compute wave energy spectra and metrics.
In particular, the calculation of JONSWAP Spectrum follows the IEC TS 62600-2
ED2 Annex C.2 (2019).
Once obtained the spectral density S [m2

Hz
], it is possible to calculate the wave period

Te, the time it takes for successive wave crests (or troughs) to pass a Ąxed point
and the omnidirectional wave energy Ćux of the spectra J [W

m
].
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2.6.3 Environmental constraints

When selecting the optimal location where to put the Ćoating plant, several factors
related to environmental constraints, economic considerations, existing maritime
activities and lines need to be taken into account. Basing on several project for
offshore wind farm already presented for the Sardinia region, found in the official
site of Ministry of Environment and Energy Security [40], it has been possible to
understand which constrains were important to analyze for the Ąnal selection. One
of the Ąrst criteria to consider is the visual impact the future plant will have, in
fact the wind farm should be situated in a way that minimizes its visibility from
the coastline and neighboring areas. The distance from populated areas, tourist
attractions, and protected sites should be considered to preserve the aesthetic
appeal of the region, remaining of course within the Exclusive Economic Zone of
the country.

After that there is the bathymetry analysis which refers to the analysis of seabed
topography to identify areas with suitable water depths for wind turbine installation.
This ensures that the foundation of the wind farm can be securely established. The
bathymetry for the area under study was obtained from the Navionics ChartViewer
available on the website: https://webapp.navionics.com/.

For what concern the geological and geomorphological framing, itŠs involves the
evaluation about the stability and suitability of the seabed for the plant placement.
In the case of Sardinia, the region is situated in the central-western Mediterranean.
It is a crustal block, approximately 30 kilometers thick, that is adjacent to two re-
gions characterized by extensional tectonics. These regions are the Liguro-Provençal
basin in the west and the Tyrrhenian basin in the east. Over the past 20 million
years, the crust in the Liguro-Provençal basin has experienced stretching, while the
stretching in the Tyrrhenian basin occurred approximately 8 million years ago. [41]

Plus itŠs fundamental to assess the seismic activity in the region for ensuring
the safety, resilience, and long-term viability of new plant constructions. Italy is
divided into different seismic regions based on the level of seismicity. The classi-
Ącation is typically based on the Italian Seismic Hazard Map, which takes into
account historical seismic data, geological characteristics and seismological studies.
Fig. 2.20.

The classiĄcation is as follows:

• Zone 4: Negligible Seismic Hazard Areas with very low seismic activity and
minimal risk.

• Zone 3: Low Seismic Hazard Areas with low to moderate seismic activity and
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a relatively low risk of earthquakes.

• Zone 2: Moderate Seismic Hazard Areas with moderate seismic activity and a
moderate risk of earthquakes.

• Zone 1: High Seismic Hazard Areas with high seismic activity and a signiĄcant
risk of earthquakes.

Figure 2.20: Seismic classiĄcation of Italy.

It is important to note that the classiĄcation may vary within different regions
of the country, as seismicity can vary signiĄcantly from one area to another. Local
geological conditions, fault lines, and historical earthquake records are also taken
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into account for a more detailed assessment of speciĄc locations within each zone.
[42]

Then the meteomarine framing which involves the evaluation of meteorological
conditions such as wind speed, wind direction and extreme weather events. The
wind and wave data used in this study were extracted from ECMWF ERA5
databases.

• WAVE MOTION:

This part considers wave parameters as the signiĄcant wave height Hs, the
signiĄcant period Ts, and the peak period Tp. Plus it needs to evaluate also
the maximum wave height for structural and safety reasons. The randomness
of maximum waves can introduce uncertainties in engineering structures. To
avoid this, it is common practice in design to estimate a value for Hmax based
on both the duration of a particular sea state and the number of individual
waves.

• MARINE LEVEL:

The factors inĆuencing variations in sea level are complex, as there are multiple
phenomena that can generate or alter the movement of water masses. When
each phenomenon is considered as causing a distinct effect, the sea level can
be envisioned as a combination of various vectors.

V =
X

ηi (2.11)

The temporal sequence of η(t), representing the sea level, can be seen as
the outcome of a linear combination of two independent components: the
deterministic part and the stochastic part:

η(t) = ηT (t) + ηs(t) (2.12)

The deterministic component encompasses tidal oscillations, while the stochas-
tic component ηs is primarily inĆuenced by wind and barometric gradients.

• MARINE CURRENT:

Due to the absence of direct current measurements, the dynamic behavior can
be reconstructed by utilizing wind and tidal data. Much like sea level, the
overall current can be portrayed as a summation of vectors:

V =
X

V i (2.13)

Although this representation assumes linearity and the independence of dif-
ferent phenomena, it lacks strict rigor. Nonetheless, it offers a valid and
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reasonably accurate methodology for studying marine currents. In this con-
text, currents can be classiĄed into two fundamental categories, which stem
from completely distinct causes: the deterministic component, driven by tidal
currents and the non-deterministic or stochastic component, encompassing
factors such as wind and slope-induced effects.
At any given moment, disregarding interaction effects, the current value V(t)
can be understood as the linear combination of two independent parts:

V (t) = V T (t) + V S(t) (2.14)

The deterministic part relates to tidal currents, while the stochastic component
VS can be further decomposed into two constituents:

V S(t) = VWind(t) + V Slope(t) (2.15)

Here, the wind-induced component reĆects the impact of wind, while the
slope-induced component is inĆuenced by the presence of the coastline.

Complementary to this section there is the evaluation of the oceanographic
framing, for the analysis of local oceanographic conditions including temperature
of the water, salinity and torbidity.

A big chapter is then required for the evaluation of habitats and biotypes that
characterize the area, which is based on the analysis of Natura 2000 Network. It is
the worldŠs largest coordinated system of protected areas, covering a total surface
of more than 1.2 million square kilometers, or about 18% of the total land area
of the European Union. For this reason, Natura 2000 is an invaluable example
of a large-scale coordinated reserve network developed and operated to address
major conservation issues that might help to guide large-scale conservation efforts
in other regions. [43].

This network includes sites of community importance (SCIs) and special areas
of conservation (SACs), identiĄed under the provisions of the Habitats Directive,
as well as special protection areas (SPAs) designated under the "Birds" Directive
(Directive 2009/147/EC). A SCI refers to a site that plays a signiĄcant role in
maintaining or restoring natural habitats to a favorable conservation status. While
a SPA is set up to safeguard bird species threatened with extinction, vulnerable
to habitat changes, or considered rare due to their small populations or restricted
local distribution. Member States are required to designate the most suitable areas
as SPAs based on scientiĄc data. [44] Plus, they are responsible for designating and
managing Natura 2000 sites within their territories. They are required to establish
conservation measures and management plans to maintain or restore the habitats
and species present in these areas. The network also promotes cooperation and
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coordination among Member States to ensure the effective protection of the shared
natural heritage.

Additionally, in order to provide a general overview of the distribution of marine
mammals and sea turtles in the study area, the information available from the
EUROBIS database extracted from EMODnet (The European Marine Observation
and Data Network) , https://emodnet.ec.europa.eu/geoviewer/#!/, are taken
into consideration. EMODNet is a network supported by EUŠs integrated maritime
policy, with the purpose of furnishing users with an extensive array of information
concerning marine organisms and circumstances.

Other constrains to add are the ones related to the exiting Ąsheries economic
activities, analysed again accessing the data published by EMODNET Human
Activities. Same for the evaluation of the existing BPZs, Biological Protection
Zone, existing in Sardinia to prevent exploitation of the trawling Ąshing allowing
only the traditional way.
Moreover a section referred to the existing maritime traĄc and marine infrastructure
is required. For what concern Ćights, the Ćight restriction map, Fig. 2.21, is
considered to take into account the regulations that govern the Ćight operation
in the region. For military activities, in Fig. 2.22, there are certain coastal
areas in Italy that are designated for occasional naval activities such as surface
and submarine exercises, shooting and bombing drills, dredging operations, and
amphibious exercises. These zones are subject to speciĄc regulations, which are
communicated to mariners through special Notices to Mariners.

To proceed, the presence of gas pipelines, power lines and telecommunication
lines are evaluated to Ąnd the infrastructure constraints in the area, because avoiding
interference with them is crucial when deciding the location for an offshore plant. In
fact, they may incur in several issues like the ones of safety risks damaging and/or
disrupting gas lines, electric hazards or power outages. Furthermore an accidental
damage to gas lines can result in the release of harmful gases into the environment,
contributing to air pollution and potentially harming marine life as well as the
disruption of telecommunication cables could also affect communication systems
vital for maritime operations, search and rescue efforts, and coastal monitoring.

In section 3.3, the analysis of the existing lines will be performed considering
carefully all the existing infrastructures and communication lines actually present
and under development as future projects.

Finally, the last consideration is about the marine areas open to hydrocarbon
exploration, Fig. 2.23. They are locations designated for activities related to the
exploration and extraction of oil resources. In Italy, the deĄnition and regulation
of oil exploration areas are determined by the Ministry of Economic Development,
which grant mining permits in areas of Italian continental shelf established through
laws and ministerial decrees, known as "Marine Zones".
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Figure 2.21: Flight restriction map. A
geographical representation that displays
areas where certain Ćight restrictions or
limitations are in effect.

Figure 2.22: Areas for naval
shooting exercises and restricted
airspace. Typically established to
ensure safety and security in and
around bodies of water where naval
forces conduct training and opera-
tions.

Figure 2.23: Oil exploration areas. Regions where companies and governments
conduct surveys, drilling, and other activities to locate and extract oil reserves
beneath the EarthŠs surface.
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2.6.4 Pyseafuel

The core of this study concerns the evaluation of the devices implemented to
calculate the synthetic fuel production. To perform that, the python package
Pyseafuel has been used.

The pyseafuel package simulates the four subprocesses involved in fuel production.
Once again, the main concept is a marine-based Ćoating island on which, thanks
to wind energy, it will be possible to convert it into electrical energy to produce H2

and extract CO2 from seawater, where it is in equilibrium with the atmosphere.
These two gases are then let react to form the energy carrier methanol, which
could be conveniently shipped to end consumers. These subprocesses are degassing,
desalination, electrolysis, and the Ąnal reaction, as it is visible in Fig. 2.24
Firstly, seawater is divided into separate streams and fed into the degasser and
desalinator. The degasser removes CO2 from the seawater, which is then directed
to the reactor. The degassed seawater is instead discharged at this stage.

Simultaneously, the seawater enters the desalinator where it undergoes a pu-
riĄcation, with the brine being returned to the ocean. The puriĄed water is then
passed through an electrolyzer, which separates it into hydrogen and oxygen. The
oxygen is released into the atmosphere, while the gaseous hydrogen is conveyed to
the reactor alongside the carbon dioxide. In the reactor, these components react
with each other for the formation of the synthetic fuel which, in this study, has
been considered to be methanol CH3OH.

Methanol is also known as MeOH, representing the most basic carbon-derived
fuel option, remaining in liquid form under typical environmental circumstances.
With an energy density of approximately half that of gasoline (15.6 MJ/L compared
to 32.4 MJ/L), it possesses the potential to fuel existing gas turbines, modiĄed diesel
engines, and direct methanol fuel cells . Moreover, it can function as a raw material
for the majority of petrochemical goods, and through a straightforward dehydration
process, it can be transformed into dimethyl ether, an appealing substitute for
natural gas and other hydrocarbon fuels. The production of methanol can be
accomplished by catalytic hydrogenation of CO2. [45]

3 H2 + CO2 −−→ CH3OH + H2O (2.16)

showing an exothermic behaviour with a variation of entalphy of ∆H = -49.3
kJ/mol. [46]

The ideal production of 1 mol of CH3OH necessitates 3 mol of H2 and 1 mol of
CO2, both of which pose signiĄcant electrochemical challenges during extraction
from seawater.
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Figure 2.24: Scheme of fuel production plant with methanol as output. Seawater
enters in the degasser and desalinator. At the output, respectively, carbon dioxide
and puriĄed water. This last will enter in the electrolyzer for the producion of
hydrogen and Ąnallu, with CO2 in the reactor.

An important clariĄcation needs to be made regarding the choice of the Ąnal
fuel. In this chapter, the hypothetical production of methanol will be considered
as the Ąnal product of the production facility. However, the actual and decisive
selection of the fuel type and output will require further investigation, based on the
current economic status for its production and the goals of the Sardinian region in
terms of synthetic fuels.

Degasser

The degasser is a fundamental step in order to extract CO2 from seawater useful
later in combination with H2 from the electrolyzer. This process will have as second
output degassed seawater which will be re-injected in the sea. CO2 traditionally
is separated from a gas in two steps: Ąrst the selective capture of carbon dioxide
and then the desorption of pure CO2 from the absorber or adsorber. Important
to notice is that CO2 in the atmosphere is in equilibrium with the total dissolved
inorganic carbon (DIC) present in the sea. Where:

DIC = CO2 + HCO3
− + CO3

2− (2.17)

CO2 = CO2(aq) + H2CO3 (2.18)

When carbon dioxide dissolves in the seawater, these are the reactions that describe
the equilibrium in detail from Lueker et al. (2000): [47]
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CO2(g) = CO2(aq) (2.19)

CO2(aq) + H2O = H2CO3 (2.20)

H2CO3 = H+ + HCO3
− (2.21)

HCO3
− = H+ + CO3

2− (2.22)

Having in mind that the notation (g) and (aq) refers to the state of the species.
But, since itŠs difficult to distinguish between CO2(aq) and H2CO3 they are usually
referred together as CO∗

2.

CO2(g) = CO2
∗(aq) (2.23)

CO2
∗(aq) = H+ + HCO3

− (2.24)

The method used to extract CO2 from seawater is based on Eisaman et al.
(2012), [48], and consist of the utilization of a BPMED, a bipolar membrane elec-
trodialysis, visible in Fig. 2.25 Seawater is pumped through the bipolar membrane
electrodialysis system, splitted in two streams, one of acidiĄed seawater and the
other of basiĄed. The acidiĄed stream undergoes a process where the HCO−

3 and
CO2−

3 ions present in the input seawater are converted into dissolved CO2. The
precise reactions that happens in the acidic compartements are:

CO3
2− + 2 H+ −−⇀↽−− HCO3

− + H+ −−⇀↽−− CO2 + H2O (2.25)

This dissolved CO2 is then extracted through a vacuum stripping process,
resulting in a stream of pure CO2 gas. The acidiĄed solution, now depleted of CO2,
can be combined with the basiĄed solution to create a neutral-pH solution that can
be safely discharged back into the sea. As the acid solution pH drops, the rate of
CO2 gas extraction increases until the solution pH values and the CO2 extraction
rate reach steady-state values.

49



Methods

Figure 2.25: Scheme of BPMED unit. ES = electrode solution, SW = seawater,
CEM = cation exchange membrane, AEM = anion exchange membrane, BPM =
bipolar membrane. Image from Eisaman et al. (2012).

When an electrical potential is applied to the BPMED stack and the current
density surpasses the maximum allowable current density for the BPM (typically
less than 10 mA/cm2), it initiates the dissociation of water within the BPM. This
generates H+ and OH- ions, which migrate in response to the applied electric
Ąeld: H+ ions move towards the negatively charged cathode, while the OH- ions
move towards the positively charged anode. A theoretical minimum polarization
of 0.83 V per BPM is required to induce signiĄcant water dissociation at room
temperature, with higher voltages required at higher current densities. So this
water dissociation results in acidiĄcation with H+ and basiĄcation with OH- ions.
The presence of a AEM next to each BPM allows anions of input seawater as
Cl- to be transported across the membrane towards the positively-charged anode.
Doing that, H+ and Cl- will contribute to the acidiĄed compartments, let OH- ions
replacing Cl- ions in the basiĄed compartments. At each end of the membrane
stack there is a CEM that separates the alternating stack of BPMs and AEMs from
the electrode compartments. This means that Na+ and other cations from the
anode compartment are transported across a CEM from the anode compartment
into the adjacent base compartment towards the cathode compartment.

To compute the module on Python, have been used the values found in Eisaman
et al. (2012) basing on experimental curves obtained with different tests performed
at different constant Ćow rates for the acid, base, and electrode solution; 3.1 lpm,
3.6 lpm, 4.1 lpm, and 6 lpm [litres per minute]. Considering the CO2 extraction
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efficiency at several values of pH, the CO2 rate output and the Ąnal electrochemical
energy needed to acidify the incoming solution to a desired pH, these curves have
been reproduced with Ątted quadratic curves, called also quadratic regression curve,
to mathematically model the relationship between the data points in the scatter
plot.

Figure 2.26: Energy consumption per
mole of extracted CO2 depending on pH
of the acid output solution. The mini-
mum amount of energy to obtain a cer-
tain pH level is the one that corresponds
to approximately pH = 4.7.

Figure 2.27: Relation between pH and
ratio of outĆow of CO2 over inĆow sea-
water. Decreasing the pH of the output
solution will increase the ratio.

For energy consumption in Fig. 2.26:

58.29x2
− 524.44x+ 1423.21 = 0 (2.26)

with x = pH, and for the Ćow rate Ątting in Fig. 2.27:

−1195.47x2 + 311.11x+ 3.90 − pH = 0 (2.27)

with x = CO2 outĆow / seawater inĆow ratio, and the Ąnal power consumed is
calculated multiplying the energy in J

kg
by mass of carbon dioxide at the output,

with this output mass obtained as Ćow ratio multiplied by the volume of seawater
at the inlet and then converted using its density ρ.

51



Methods

Desalinator

On the other path, desalination is a process that removes dissolved minerals from
seawater, brackish water, or treated wastewater. Seawater contains various particles
within it that can hinder the proper functioning of electrolysis processes. This
is especially true concerning the presence of chlorine in the water. During the
electrolysis of seawater, chlorine evolution reactions (CER) can take place, which
hinder the correct progression of the oxygen evolution reaction (OER), which
involves the generation of oxygen gas from water when an electric current is applied,
resulting in the production of a highly corrosive gas.

CER = Cl−aq −−→
1

2
Cl2(g) + e− (2.28)

A simple, cost-effective, and efficient way to address this issue is to carry out a
desalination process before the operational phase of the electrolyzer.

One method of desalination is exploiting the electrodialysis. The desalination
technologies commonly used and commercially proven can be classiĄed into two
categories: thermal (evaporative) methods and membrane-based methods. Mem-
brane methods, such as reverse osmosis and electrodialysis, are less energy-intensive
compared to thermal methods and since their lower energy requirements, so more
cost-effective, membrane methods are quite diffuse.

Electrodialysis is a membrane-based separation process that utilizes an electric
Ąeld to selectively remove ions from water. The process involves the use of two
types of membranes: cation exchange membranes, CEMs and anion exchange
membranes, AEMs, called generally ion exchanged membranes, IEMs. These
membranes are selectively permeable, allowing the passage of either positive or
negative ions. A stack of alternating CEMs and AEMs is placed between two
electrodes, creating compartments known as cells. The seawater to be desalinated
is fed into the cells and when an electric current is applied, the positive ions are
attracted to the negative electrode, while the negative ions are attracted to the
positive electrode. SpeciĄcally the positively charged cations move toward the
cathode, passing through the negatively charged CEM and then they are retained
by the positively charged AEM, while the opposite for negatively charged anions. At
the end, ion concentration increases in alternate compartments with a simultaneous
decrease of ion concentration in other compartments. [49]
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Figure 2.28: Schematic perspective of an electrodialysis cell for the separation
and motion of charged ions through selective ion-exchange membranes, allowing
for the desalination of the solution.

As the water passes through the electrodialysis stack, the cation exchange
membranes allow the positive ions to pass through, while blocking the negative ions.
Similarly, the anion exchange membranes allow the negative ions to pass through,
while blocking the positive ions. The desalinated water and the concentrated brine
(containing the removed salts) are collected separately. Fig. 2.28

The expression for the speciĄc energy consumption, SEC, of ED is obtained
using Wang et al. (2020) [50] In single stage operation, the applied voltage is
equally distributed between cell pairs. In order to get a speciĄc salt removal value,
the applied voltage has to be larger than the equilibrium voltage at the end of the
separation. Hence, a practical minimum voltage, ∆E1, can be determined for a
target salt separation.

∆E1 = 2
RT

F
· ln

cb

cp

(2.29)

where R is the ideal gas constant (taken as 8.3145 J
mol·K

), T is the temperature of
the feed Ćow in Kelvin, cb is the brine Ćow in mol

L
, cp is product Ćow in mol

L
and

F the Faraday constant. The minimum value for the entire membrane stack is
obtained multiplying by the number of cell pairs. Then, the transferred electrical
charge, Q, at the end of separation is equal to the transferred ionic charge:

Q = Vp(cf − cp)F (2.30)
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Finally the minimum SEC is calculated multiplying practical minimum voltage
and Q, normalizing by Vp, which represents the volume of product water:

SEC = 2RT (cf − cp) ln
cb

cp

(2.31)

When considering a multistage ED, energy consumption will be lower, having the
product stream of one membrane stack entering as a feed in the stack subsequent.
The energy consumption for multistage operation becomes smaller than that for
single-stage operation. Plus, operating with multiple stages reduces the excess
voltage and so saves energy.

Here, the model equation used is derived from Wang et al. (2020), [50] [51]

SEC = 2RTcfζ ln

 

1

(1 − ζ)(1 −R
1/n
w )

−
R1/n

w

1 −R
1/n
w



n
X

i=1

(1 − ζ)i−1 (2.32)

Electrolyzer

The electrolysis of seawater is a process which uses an electric current to decompose
seawater into its constituent elements, namely hydrogen and oxygen gases. LetŠs
take in mind that seawater is a mixture of water and various dissolved salts,
including sodium chloride (NaCl), other minerals and sediment, microorganisms,
and complex ion species.

The process of water electrolysis involves two primary half-reactions known as
the hydrogen evolution reaction (HER) and the oxygen evolution reaction (OER),
which involve the transfer of electrons. At the cathode, where reduction occurs,
the HER can be described by the following equations in both acidic and alkaline
environments:

Acidic conditions:

2 H+ + 2 e−

−−→ H2 (2.33)

Alkaline conditions (basic conditions):

2 H2O + 2 e−

−−→ H2 + 2 OH− (2.34)

In the acidic environment, where pH is less than 7, two hydrogen ions (H+) gain
two electrons (e-) to form hydrogen gas (H2) at the cathode. On the other hand,
in an alkaline environment, pH higher than 7, two water molecules (H2O) gain
two electrons to produce hydrogen gas (H2) and two hydroxide ions (OH-) at the
cathode. Regarding the anode in water electrolysis, the oxygen evolution reaction
(OER) takes place. The OER process can be expressed by the following equations
under acidic and alkaline conditions:
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Acidic conditions:

2 H2O −−→ 4 H+ + O2 + 4 e− (2.35)

Alkaline conditions:

4 OH−

−−→ O2 + 2 H2O + 4 e− (2.36)

In the acidic environment, two water molecules (H2O) undergo a decomposition
reaction at the anode. This results in the formation of four hydrogen ions (H+),
one molecule of oxygen gas (O2), and the release of four electrons (e-).

In an alkaline environment, four hydroxide ions (OH-) participate in the reaction
at the anode. This leads to the generation of one molecule of oxygen gas (O2), two
water molecules (H2O), and the liberation of four electrons (e-). These equations
illustrate the electrochemical processes that occur at the anode during water
electrolysis under both acidic and alkaline conditions, where the OER is responsible
for the production of oxygen gas and the release of electrons. [52]

To perform a water electrolysis, technologies that can be used are classiĄed on
the basis of the type of electrolyte they use.

• Direct seawater electrolyzer (DWE)

• Proton exchange membrane water electrolyzer (PEMWE)

• Alkaline Electrolysis (AWE)

• Solid Oxide Electrolysis (SOWE)

The Ąrst three operate at low temperature conditions, under 100 °C, the last one
is instead at temperature of 700-800 °C. In the DWE, the electrolyte is the seawater
itself. For AWE liquid water is the feed and the electrolyte is a concentrated caustic,
usually NaOH or KOH, but for this case a PEM is the solution adopted.
PEMWE uses liquid water as feed. This type of technology features a solid polymer
as an electrolyte, with a high proton conductivity. It is characterized by a low
temperature around 40 °C - 80°C, the possibility to obtain H2 at high pressure and
s state of the art which is at commercial level with order of production of kWe to
MWe. Its scheme in Fig. 2.29.

Unsupported or carbon-supported platinum, Pt, nanoparticles are commonly
employed at the cathode for the HER, while supported or unsupported iridium
dioxide (IrO2) are predominantly used at the anode for the OER. Both catalytic
layers are designed to be microscopically porous to facilitate gas evolution and
contain a combination of catalyst particles, support particles, and ionomer. The
ionomer, by acting as a binder, helps in creating a cohesive structure within the
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catalytic layers, ensuring strong adhesion between the catalyst particles, support
particles, and other components. This enhances the stability and durability of the
cell. Moreover these kind of electolyzer are very compact and modular thanks to the
concept of zero-gap architecture. This means that there is a single piece unit, called
Membrane-Electrode Assembly (MEA), that connects all the elements in a three-
layer sandwich. Due to that, they ensure a homogeneous contact between bipolar
plates and the porous electrode. Because of that PEMWE are more expensive but
less maintenance is required. Last but not least, important to mention that this
presents a slightly bigger degradation rate than AWE leading to a lower efficiency.
[53]

Figure 2.29: Scheme of a Proton Exchange Membrane Water Electrolyzer. Water
is split into hydrogen and oxygen gases, with a proton-exchange membrane facili-
tating the process.

The model used to describe the PEMWE power consumption is derived by Shen
et al. (2011) [54]

P = K(V − Ir − E0)
2 (2.37)

Where V is cell potential (V), E0 is the water dissociation potential (V), Ir is
ohmic voltage drop or potential drop over the total resistance where r is the cell
resistance including electrode resistance, electrolyte resistance and the interfacial
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resistance (Ω) and Ąnally K is a proportional coefficient of power conversion which
reĆects the capability of an electrolytic cell to convert electrical energy to chemical
energy (Ω-1).

From that itŠs possible to obtain the relation between current and potential as:

I =
V + 2Kr(V − E0) −

q

V 2 + 4KrE0(V − E0)

2r(1 +Kr)
(2.38)

Reactor

Finally there is the reactor section, the device used to facilitate chemical reactions
happening. It provides an environment where reactants can interact and transform
into desired products. In this speciĄc case, H2 coming from the electrolyzer and
CO2 coming from the degasser interact with the catalyst to combine to produce
CH3OH. Normally the catalyst is one of Cu/ZnO/Al2O3 type.

Once again the reaction that happens is the hydrogenation of CO2 following a
direct path:

CO2 + 3 H2 −−→ CH3OH + H2O (2.39)

an exothermic reaction, ∆H = -49.3 kJ/mol. According to Le-ChatelierŠs princi-
ple, due to exothermic nature and a lower number of moles in the product, low
temperature and high pressure are required to shift the reactionŠs equilibrium
towards a forward direction. [16] But itŠs important to consider the existence of
the Reverse Water Gas Shift Reaction (RWGS) which is endothermic, reducing
the effectiveness of the hydrogenation of carbon dioxide. Therefore, increasing the
reaction temperature will lead to an increase in the formation of CO hindering the
direct hydrogenation of CO2 to CH3OH.

RWGS = CO2 + H2 −−→ CO + H2O (2.40)

with a ∆H = +41.2 kJ/mol.
Currently, methanol is produced via synthesis processes operating at pressures

of 50Ű100 bar and temperatures of 200°CŰ300°C. As introduced before the catalyst
generally used is Cu/ZnO/Al2O3 essential for the shift reaction. In spite of
thermodynamic considerations suggesting the operation at lower temperatures
possible, the methanol synthesis process is conducted at approximately 200°CŰ300°C
due to the catalystŠs activity being conĄned within this temperature range. However,
it is important to note that thermodynamic equilibrium constraints and catalyst
deactivation signiĄcantly impact the overall methanol production. A good catalyst
should remain active for several years (up to 4 years). [55]
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The type of reactor adopted is a Plug-Flow reactor (PFR), a continuous Ćow
reactor, where all the reactants and products Ćow over one or more parallel tubes
at a constant total mass Ćow rate, shown in Fig. 2.30.
The description follows the model adopted by Terreni et al. (2020) [56]

Figure 2.30: Scheme of a Plug Flow Reactor, PFR, where reactants Ćow through
a channel, moving at the same velocity and experiencing similar reaction conditions,
resulting in efficient and predictable chemical reactions. Image from Terreni et
al.(2020).

Where:

Ṅ out = PFR[Ṅ in] (2.41)

molar Ćow rates: Ṅ = (ṄCO, ṄCO2
, ṄH2

, ṄH20, ṄCH3OH) (2.42)

reduced partial pressure: p =
P

P0

Ṅ
P

j′(Ṅj′)
(2.43)

Ṅ =
ṁp

P

j′(pj′mj′)
(2.44)

mass Ćow: ṁ =
X

j′

(Ṅj′mj′) =
vflowAtubes

RT

X

j′

(pin
j′ mj′) (2.45)

where T is the absolute temperature, R is the gas constant, pj’ is the array of
reduced partial pressure, vector Ṅ is the molar Ćow rate in mol

s
, P is the reaction

pressure (bars), P0 the atmospheric pressure (bars), mj is the molecular weight and
Atubes is the cross sectional area of all the tubes. The index jŠ stands for all the
components involved in the reaction.

So, the kinetics of the reduction of CO2 to methanol have been modeled by
Graaf et al. (1988), [57]. They described the rates, rj of the three reactions that
could happen in the reactor.

58



Methods

Direct hydrogenation : CO2 + 3 H2 −−→ CH3OH + H2O (2.46)

RWGS : CO2 + 3 H2 −−→ CO + 2 H2 + H2O (2.47)

MeOH synthesis : CO + 2 H2 −−→ CH3OH (2.48)

The reactions involved in methanol formation (Direct hydrogenation and MeOH
synthesis) are exothermic and result in a reduction of moles. Thus, the trans-
formation of reagents is facilitated by low temperatures and elevated pressures.
Nowadays synthesis processes take place at lower pressures, in the range of 50Ű100
bar, allowing the reduction of the costs of gas compression. Nevertheless, when
employing lower pressure methods, the synthesis gas conversion tends to be re-
duced, typically around 10%. Consequently, the implementation of a recycling loop
becomes essential to achieve the desired level of yield. So, the rates are modeled
by:

r1 = k1KCO
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And consequently R, a 5-component vector giving the net production rates for
the individual chemical species, is equal to:

(RCO, RCO2
, RH2

, RH2O, RCH3OH) = (−r1 + r2,−r2 − r3,−2r1 − r2 − 3r3, r2 + r3, r1 + r3)
(2.53)
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Once again itŠs important to remember that the efficiency of converting CO2 to
methanol is highly inĆuenced by the operating pressure and temperature of the
reactor, along with the initial molar Ćow ratio of CO2 and H2 (r = Ṅ0

H2
/ṄCO2

).

Figure 2.31: conversion factor ξ and r = Ṅ0
H2
/ṄCO2

relationship, where increasing
the amount of H2 will beneĄt the Ąnal conversion of CO2 into methanol.

In Fig. 2.31, on the y-axis, there is ξ, the conversion factor, indicating the moles
of CO2 converted into CH3OH in percentage. Calculated from Terreni et al. (2020)
[56], maintaining pressure = 60 bar and varying the ratio r. When examining the
ratio, enhancing the reaction with H2 leads to an improvement in ξ up to a certain
threshold, beyond which there are diminishing returns as the ratio increases. Later
on it will be illustrated that generating H2 demands a substantial amount of power,
so a consequent reasonable r must be balanced with the power consumption.

2.6.5 Dymethyl ether synthesis

A further consideration which could be done in the analysis is the synthesis of
dimethylether. As seen in section 1.6.2 numerous are its advantages and applications,
and the following is the procedure to be carried out in order to synthesise it. The
procedure to obtain DME involves the integration of a methanol synthesis catalyst
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based on Cu/ZnO/Al2O3 with a methanol dehydration catalyst. Fig. 2.32 This
combination operates optimally at temperatures ranging from 240 °C to 280 °C
and pressures between 30 bar and 70 bar. The reaction is:

2 CH3OH −−→ CH3OCH3 + H2O (2.54)

Which is the bimolecular dehydratation of methanol to DME, carried out
catalyticaly by solid acids like alumina or phosphoric acid modiĄed γ-Al2O3. This
reaction is slightly exothermic ∆H = -24 kJ/mol.

Figure 2.32: Dimethyl ether synthesis in two steps, starting from CO2 to methanol
and then MeOH to DME.

The rate of reaction, r, of the MeOH dehydratation is described by the formula:

rMeOhdehydratation
=

k6 ·K2
CH3OH − [C2

CH3OH − (CH2O ·
CDME

Keq,3
)]

(1 + 2
q

KCH3OH · CCH3OH +KH2O · CH2O)4
(2.55)

or in the Arrhenius form:

r = A(i) · exp(−
Ea

RT
) (2.56)

Using the data provided in Tab. 2.1.

A Ea
k6 5.35 · 1013 kmol/(kgcat · h) −143665.92 J/mol

KCH3OH 5.39 · 10−4 m3/kmol 70560.918 J/mol

KH2O 8.47 · 10−2 m3/kmol 42151.98 J/mol

Table 2.1: Values for rate of reaction of MeOH dehydratation.

And Ąnally an evaluation about the effect that CO2 and H2O has on the output
of the reactor in Fig. 2.33 and Fig. 2.34.
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Figure 2.33: InĆuence of CO2 on DME
at T=250°C and p=50 bar. Increasing
that value is not beneĄcial for the Ąnal
DME synthesis.

Figure 2.34: InĆuence of H2O on DME
at same conditions. As well as CO2,
greater amount of H2O are not beneĄ-
cial.

Where it is possible to see that increasing CO2 in molar fraction will push back
the reaction decreasing the DME output as well as for H2O, that inhibits DME
synthesis.
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Chapter 3

Results and Discussion

The upcoming chapter will delve into a detailed exploration of the outcomes that
led to the selection of the Ąnal location in the Mediterranean sea for the offshore
wind farm installation. This pivotal decision enabled the calculation of the Ąnal
methanol output, powered by the same wind energy source. Furthermore, a brief
investigation into the marine characteristics of the chosen area has been provided
and a discussion over the potential implementations of marine energy capture
devices.

3.1 Wind

This section will examine closely the assessment of wind aspects and unveil the
outcomes derived from a comprehensive analysis of the windŠs values. Basing on
the data in 2.6.1, where the precise methodology employed and the instruments
utilized for calculating the essential parameters in the process were meticulously
described, now it is possible to see the results obtained from that.

With a sound understanding of the data collection approach and parameter
calculations, the study will proceed to showcase the results obtained from that
rigorous investigation. The Ągures provided in the previous chapter, Fig. 2.3,
Fig. 2.4, Fig. 2.2, Fig. 2.5, Fig. 2.6, Fig. 2.11 and Fig. 2.13, serve as visual
representations of the wind-related data, offering valuable insights into the patterns
and trends observed, since a detailed investigation of wind characteristics, such as
speed, direction and availability is basic for the Ąnal selection. [58]

However, merely presenting the raw data is not enough to draw conclusive
judgments about the feasibility of utilizing the locationŠs wind resources. To
determine the viability and potential for exploitation, certain minimum benchmarks
have to be set. These benchmarks act as reliable indicators, providing a basis
for assessing whether the wind conditions meet the necessary criteria to support

63



Results and Discussion

sustainable and efficient utilization.
In this context, the imposed constraints have been thoughtfully selected to

ensure an optimal and satisfactory level of power production for the wind turbine.
To guarantee effective turbine operation, a minimum condition was set, mandating
that the wind speed must exceed the turbineŠs cut-in velocity, Ąxed at 3 m/s as
visible in Fig. 2.10. This ensures that the turbine initiates power generation at
wind speeds above this threshold. To strike a balance between site availability and
energy potential, the selected wind speed value was further increased to 6.5 m/s.
This choice allows for a reasonably large area for site selection. Going beyond this
value would unduly restrict the available area, potentially compromising the overall
feasibility of the project.

A similar approach was employed while determining other constraints crucial to
turbine performance. Each constraint was carefully assessed to ensure it contributed
positively to the turbineŠs power production while still maintaining practicality
and site suitability. [59] [60]

• Wind speed > 6.5m
s

in Fig. 3.2

• Mean wind speed over its standard deviation > 1.8 in Fig. 3.1

• Energy > 2.5 · 1011 J in Fig. 3.3

• Wind direction standard deviation < 1.7 rad

By establishing these minimum criteria, the aim was to ascertain that the
location is not only reliable but also suitable for harnessing wind energy.

In Fig. 3.4 is shown the combination these constraints.

After identifying a potentially suitable area for the wind plant installation based
on the calculated parameters, it becomes crucial to further investigate additional
factors, such as wave behavior and environmental constraints within the selected
region.
However, before delving into these aspects, it is pertinent to address the security
concerns related to the maximum extreme wind speed that the wind plant can
endure without compromising its stability. Fortunately, in the area of our interest,
which is visible in detail in Fig. 3.5, it is noteworthy that the maximum survival
wind speed for a turbine, which commonly stands in the region of 60 m/s, [61]
[62], has never been recorded. This information provides reassurance regarding the
plantŠs security and allows to focus the attention on assessing other vital aspects,
including wave patterns and environmental considerations.
By conducting a comprehensive analysis of these factors, it is possible to ensure
that the chosen location not only possesses suitable wind conditions but also aligns
with safety standards and environmental sustainability, ultimately paving the way
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Figure 3.1: Mean WS / Std > 1.8. Big-
ger amount means bigger stability of the
wind behaviour.

Figure 3.2: Areas where wind speed is
higher than 6.5 m/s.

Figure 3.3: locations with energy pro-
duction higher than 2.5 · 1011 J.

Figure 3.4: Final location with the men-
tioned constraints. The pickable options
fall in the southern part of the region,
a portion in the northeast near Corsica,
and to the west but signiĄcantly farther
from the coast.

for a successful and resilient wind energy project.

As referenced in section 2.6.1, the power calculation for the wind energy project
was carried out using representative values from the well-established NoraEnergia2
project. Leveraging the advanced capabilities of the Floris package, the net
annual energy production was successfully determined, corresponding to a value of

65



Results and Discussion

Figure 3.5: Zoom of the Ąnal location around the island of Sardinia. It has
been selected the southern option due to the larger available area at a reasonable
distance from the coast.

2021.6 GWh/yr, a remarkably close match to the projectŠs reported value of 1999.1
GWh/yr. The alignment between the result of this research and the established data
from the NoraEnergia2 project provides strong evidence supporting the reliability
of this simpliĄed method for power calculation. It instills conĄdence in the accuracy
of the approach and validates its suitability for use in subsequent calculations and
analyses. Building upon this outcome, the investigation has progressed culminating
in the computation of the capacity factor equal to 39%. In Table 3.1 the results
are shown.

NoraEnergia2 FLORIS simulation

Net Annual Energy Production [GWh/yr] 1999.1 2021.6

Capacity Factor 38% 39%

Table 3.1: Comparison between NoraEnergia2 project and FLORIS simulation.

While focusing on the power production of the plant per day, considering the 40
turbines installed, it provides a value of roughly 230.8 MW, amount which will be
used for the Ąnal calculation of the fuel output. Additionally, other functions of the
Floris package were being explored to gain deeper insights into each turbineŠs rated
annual energy. By discerning the speciĄc energy production potential of individual
turbines, a comprehensive understanding of the distribution and performance of
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the entire wind farm was gained.
Fig. 3.6 represents the projected annual energy generation that the wind plant

can potentially achieve under given conditions for each turbine of the plant at
different levels of wind speed, where the precise value of 7.91 m/s of wind speed
has been the one used in the NoraEnergia2 project and Fig. 3.7 shows the wake of
each of the wind plantŠs turbines.

Figure 3.6: annual rated energy pro-
duction of each turbine at wind speed of
7 m/s, 7.5 m/s, 7.91 m/s and 8.2 m/s.

Figure 3.7: Horizontal wake of offshore
wind plant obtained with FLORIS simu-
lation. Along the axis the coordinates of
each turbines.
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3.2 Wave

Regarding the wave results, an extensive calculation has been carried out to
determine the wave energy matrix within the designated area. The process begins
by extracting essential data from Copernicus, which provides valuable information,
including the peak period of the waves and the spectral density expressed in square
meters per hertz m2

Hz
.

To obtain the spectral density, the JONSWAP spectrum model was employed,
which facilitated the calculation of the energy period (Te) in seconds, as well as
the omnidirectional wave energy Ćux (J) in watts per meter (W

m
). The JONSWAP

spectrum model is particularly useful in characterizing wave energy behavior and
accurately predicting the energy distribution across different wave frequencies.
Mean signiĄcant wave height (Hs) appears to correlate with the spatial pattern
of average wind speed, while the energy period (Te) exhibits a distinct behavior.
In open sea regions exposed to the vast Atlantic fetch, Te falls within the range
of 9 to 10 seconds, indicating a prevalence of swells. However, in semi-enclosed
and closed basins, the mean wave periods are shorter, typically less than 7 seconds.
In these areas, the wave Ąeld evolution is predominantly inĆuenced by local wind
patterns, whereas in open seas, it is primarily governed by the distant generation
of swells. [63]

Ultimately, the outcome of these computations is the wave energy Ćux matrix,
denoted as JM. This matrix serves as a crucial foundation for subsequent calcula-
tions, especially when evaluating the performance of a wave energy converter. By
combining the wave energy Ćux matrix with speciĄc parameters of the chosen wave
energy converter such as its capture length, it becomes feasible to determine the
wave power matrix, enabling a comprehensive assessment of the systemŠs efficiency
in harnessing wave energy. The power matrix represents the amount of energy
that can be delivered from the system, based on the probabilities of occurrence as
estimated by the joint distribution of Hs and the period T.

By analyzing the wave power matrix, it becomes possible to assess the potential
of the wave energy resource in the speciĄc location, identifying suitable sites and
estimating the potential energy production, maximizing the overall output and
return on investment.

In Fig. 3.8 there are the results obtained, where the waves with the highest mean
annual energy are characterized by an energy period around 6 s and a signiĄcant
wave height slightly lower than 2 m.
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Figure 3.8: Annual wave energy Ćux matrix with index equal to signiĄcant wave
height from spectra bins [m] and energy period from spectra bins [s].

Once seen the values obtained it should be fundamental the choice of the WEC to
install in the location. There are many concepts and designs of WEC as introduced
in section 2.6. Many of the designs have remained at the design stage, laboratory
test stage, or prototype testing stage, while only a few have been deployed.

3.2.1 Possible Wave Energy Converter applications

The Oscillating Water Column (scheme in Fig. 3.9) is one of the Ąrst identiĄed
methods by which energy can be extracted from ocean wave and it could be applied
in this situation. It consists of an underwater structure with an opening in its
submerged section to capture air above the waterŠs surface. The trapped air inside
the structure moves in response to the oscillating motion of the water column,
propelling a turbine positioned within the structure. This setup allows the turbine
to harness the kinetic energy of the moving air and the linear up and down of the
water pressurizes and depressurizes the air inside the chamber generating a Ćow
through the turbines and converting it into usable mechanical or electrical energy.
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A Ćoating OWC could be the Backward Bent Duct Buoy (BBDB), Fig. 3.10,
where the OWC duct is bent backward from the incident wave direction or the
simplest possible concept is the OWC Spar Buoy, in Fig. 3.11, [64], an axisymmetric
device, hence insensitive to wave direction, made of a vertical tube submerged open
at both ends Ąxed to a Ćoater. Here the resonance frequency of the water column
inside is determined by the length of the tube. The air Ćow then will drive the air
turbine.[65] [66] Since the spar buoy is non sensitive to wave directions it could be
suitable in this offshore location where water depth can accomodate the drafts of
the vertical tube with more powerful waves.[67] [65]

Figure 3.9: Oscillating water column
principle.

Figure 3.10: Schematic representa-
tion of the Backward bent-duct Buoy
(BBDB).

Other devices possible to use are the oscillating body systems which move in
sync with the ocean waves, displaying either translational movements (like heave)
or rotational movements (like pitch), visible in Fig. 3.12. [68]
These systems can either Ćoat on the waterŠs surface or be submerged beneath it.
Regions with signiĄcant water depth are particularly well-suited for this capture
method as they experience more powerful waves. The resonance between the
oscillating body and the ocean waves is crucial for maximizing power capture,
leading to more efficient energy conversion. [69]

There are several possibilities of exploitation of seawater displacements. Surging
devices take advantage of the longitudinal motion of waves, pitching devices deal
with the tilting motion, and heaving devices the up-and-down motion. So heaving
systems can take the form of single-body heaving buoys, Fig. 3.13. The heaving
body moves in relation to a Ąxed frame of reference. The relative motion between

70



Results and Discussion

Figure 3.11: OWC spar-
buoy geometry.

Figure 3.12: Pitch, heave and surge re-
sponses of a Ćoating object to incident waves.

the oscillatory part and the Ąxed part drives a PTO system or a turbine, allowing
the system to harness the kinetic energy of the waves and convert it into usable
power.

Figure 3.13: Single body heaving buoy is a Ćoating device designed to move
vertically in response to wave motion. The buoyŠs heaving motion helps it remain
stable in rough seas.
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Furthermore, heaving systems can be designed to operate fully submerged, where
the lower portion is anchored to the seabed, while the upper segment undergoes
vertical oscillations in response to the wave movements. As the buoyant upper part
moves up and down, it imparts motion to a generator located in the lower section
of the device. This generator efficiently converts the kinetic energy derived from
the buoyant partŠs motion into useful mechanical or electrical power.

A research done by Lavidas et al. (2020) [70] shows the application of different
types of WEC put in several locations of the North Sea, so this could be taken
as as hint for a possible application in the aforesaid case study, seeing how the
Pelamis could be a solution for deep water case. In Fig. 3.14 it is possible to see
the results obtained.

Figure 3.14: Capacity factor of different WECs in 12 different locations of North
Sea. The Pelamis performs better than the other devices.

The Pelamis wave energy converter is an attenuator, which means that it extracts
energy as the wave passes through its length. It employs a series of semi-submerged
cylinders interconnected by hinged joints, enabling it to Ćoat and move with the
waves. The movement of these joints is counteracted by hydraulic rams. These rams
push pressurized oil through hydraulic motors that operate electric generators. Its
scheme in Fig. 3.15 To optimize its performance, the Pelamis can be engineered to
resonate at a frequency that matches the prevalent wave patterns of the environment
it will be deployed in, adjusting the PTO. [71]
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Figure 3.15: Pelamis Wave Energy Converter views. It consists of a series of
connected cylindrical sections that Ćoat on the water surface. Each section contains
hydraulic cylinders, which move and this motion is used to drive hydraulic motors
connected to electrical generators, producing electricity.

Finally, a very interesting solution but yet at the initial stages due to the very
high costs and difficult implementation could be an hybrid system exploiting wave
and wind energy simultaneously. The combination of wind and wave systems is of
particular interest for remote islands, since they could be completely isolated from
continental grids. The prospect of sharing infrastructure and O&M costs is an
advantage as well as the reduction of energy output variability and zero production
time, when compared to standalone devices. [72] Plus this solution can prevent
wind and wave variability and the WECs introduction would contribute to the
stability of the system.

A project done in this Ąeld is the Poseidon project, P37, with 30 kW produced
by 10 WECs and 33 kW from three Ćoating wind turbines, located near Lolland,
in the Baltic Sea. Fig. 3.16

The wave absorbers consists of a front pivot hinged absorber which can be
weighted to adapt to varying wave circumstances. The PTO mechanism involves
an oil-powered, multi-cylinder hydraulic system that links directly to the hinge axis
of the absorbers. This system is capable of assimilating both the forward thrust
and upward force of the waves into a uniĄed mechanical motion, but there are still
several problems with the misalignement of wind and wave directions and some
fatique stresses over the pivot point. [73]
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Figure 3.16: P37 demonstration plat-
form in operation.

Figure 3.17: Overview of P37 and com-
ponents.

3.3 Environmental constraints

Once have seen which is the best area for the possible installation of the plant
the next step is to check if there are some environmental constraints that impede
the realization in that area. This is about the environmental impact, which is a
multifaceted factor which is usually a determining aspect of the project success
during the planning and acceptance process by the resident population in the
neighbourhood. [74] Basing on the path followed and used by existing projects
proposed at the Ministry of Environment and Energy Security, extending the
concept introduced in the 2.6.3 part, the following aspects have been analysed:

• visual impact

• bathymetric characterization

• seismic framing

• biodiversity

• constraints resulting from economic Ąsheries and shipping activity

• civil and military aviation activities

• mineral securities for the exploration of hydrocarbons

• cables and submarine lines
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3.3.1 Visual impact

The visual impact of offshore wind turbines holds great signiĄcance as it has the
potential to inĆuence how the public perceives and experiences the scenic beauty
of the landscape. While people generally support the concept of renewable energy
and wind power solutions in a broad sense, their acceptance tends to decline when
actual projects are proposed in their local areas. This phenomenon is commonly
referred to as the ŠNot In My Back YardŠ syndrome, or NIMBY syndrome for short
[75]. The underlying idea is that while individuals may support wind energy in
principle, they may object to speciĄc local projects due to concerns about potential
consequences, especially related to noise and visual effects [76].

To address these concerns, the proposed location for the offshore wind project
has been carefully chosen to be situated approximately 35 km from the shoreline,
aligning with the guidance of the NoraEnergia2 project. By locating the plant
within ItalyŠs Exclusive Economic Zone, Fig. 3.18, the aim is to ensure that
potential visual impacts are mitigated and minimize the likelihood of objections
from nearby communities.

Figure 3.18: Exclusive Economic Zone of Italy.

The approach used for selecting the proposed location followed a methodical
process that involved quantifying the Visual Impact through the identiĄcation of
speciĄc targets. Two key indices, VP and PTI, were attributed/calculated for this
purpose:

• VP, (Landscape Value)

The VP index represents the value of the landscape in the assessment of
visual impact. This index is determined through the analysis of various el-
ements, including the natural characteristics of the landscape, the existing
quality of the visible environment, and the presence of areas that might be
subject to particular constraints or regulations.
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• PTI, (Theoretical Perception of the Installation)

The PTI index is used to gauge the perceived impact of the proposed struc-
ture or installation on the landscape. It takes into consideration the type
of structure being introduced and how its characteristics interact with the
visual attributes of the surrounding landscape. To deĄne the perception of
the structure, the following indices can be utilized:

Ű Perceived height H

Ű Theoretical visibility level VT

The term "target" is used to describe speciĄc areas that have attributes making
them more likely to notice substantial visual changes caused by the introduction of
a structure or installation.
These areas typically have potential observers present or passing through, such as
cities, towns, residences, roads, or railways. Once the targets are identiĄed, the
visual impact assessment is conducted for each of them.

3.3.2 Bathymetric characterization

Bathymetry framing, which refers to the understanding and analysis of the seabed
topography or underwater landscape, is of utmost importance for the selection
of an offshore wind farm. It evaluates the suitability of the foundation and the
stability of it avoiding sensitive areas.

The data shown in this section have been acquired and made available online
within the scope of:

• EMODNet (European Marine Observation and Data Network) Bathymetry
and coastline (cell resolution from 1/8 · 1/8 to 1/16 · 1/16 arc minutes) [77]
https://emodnet.ec.europa.eu/geoviewer/

• EMODNet (European Marine Observation and Data Network) geology [78].
This portal focuses on providing access to geological data related to the
European marine environment. It aims to centralize and make available
geological information about the seaĆoor, sub-seaĆoor, and the geological
processes that shape the European continental margins and seabeds.

For the possible Ąnal location, two options have been evaluated with their
relative elevation proĄles.
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1. Option 1 in Fig. 3.19.

Figure 3.19: Bathymetry of option 1, obtained from EMODNet Map Viewer.
Different colors represent different marine depths.

In this speciĄc geographic location, the water depth varies ranging from
approximately -500 meters to -300 meters below sea level.
The average distance from the closest land is around 35 km and the dimension
of the area available at quite same depth and elevation is approximately 6
kilometers in width and from 10 to 15 kilometers in length.

Figure 3.20: Longitudinal section of
the elevation proĄle of option 1. Figure 3.21: Transversal section of the

elevation proĄle of option 1.
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2. Option 2 in Fig. 3.22

Figure 3.22: Bathymetry of option 2 from EMODNet Map Viewer

Here the water depth is between -1500 m and -1000 m. The average distance
from the closest land is around 70 km and the dimension of the area available
is bigger than the previous case.

Figure 3.23: Longitudinal section of
the elevation proĄle of option 2.

Figure 3.24: Transversal section of the
elevation proĄle of option 2.

Due to its shorter distance from the mainland, option 1 was preferred, ensuring
minimal visual impact. This proximity reduces the required length of underwater
cables, leading to cost savings in transmission infrastructure and more efficient
maintenance and logistics operations. To support this decision, it was noted that
the NoraEnergia2 project was designed in a very close area to the one chosen in
this project, precisely in the portion of sea within the Sardegna Channel and the
southeast of the Gulf of Cagliari, pinpointed approximately 30 km to the south of
Cape Carbonara, demonstrating that the option of this study is technically feasible.

78



Results and Discussion

3.3.3 Seismic framing

About the risk of seismic events itŠs worth to cite that the region experiences
minimal seismic activity, which can be attributed to geological factors. The
Sardinian-Corsican Block, in its entirety, is recognized as one of the most seismically
calm areas in the Mediterranean basin, remaining stable for the past 7 million
years. The occurrence of earthquakes on the island has been infrequent, and when
they do happen, they tend to be of low intensity. These rare events are typically
associated with the activity of fault lines that border the Sardinian-Corsican Block,
particularly on the eastern and southern sides. [79] In accordance with the Prime
MinisterŠs Decree 3274 of 2003, which establishes the new criteria for the seismic
classiĄcation of the Italian territory, the region of Sardinia (both in the offshore and
onshore sectors) is designated as Zone 4 (ag ≤ 0.05). This classiĄcation is due to
the very low likelihood of an earthquake occurring in the area, Fig. 2.20. Moreover,

Figure 3.25: DISS (Database of In-
dividual Seismogenic Sources). Red
line stands for a composite seismogenic
source, a region where earthquakes can
originate due to the interaction of mul-
tiple geological features or fault systems.
[80]

Figure 3.26: Seismic Hazard Harmo-
nization in Europe (SHARE) model. [81]

from Fig. 3.25 and Fig. 3.26, it is possible to notice how the area selected does
not fall within individual or composite seismogenic sources and, therefore, does not
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exhibit faults.

3.3.4 Biodiversity

Once again. the main instrument to evaluate the biodiversity that is present in a
location is using the Natura 2000 Network , the main tool of the European UnionŠs
biodiversity conservation policy. It is an ecological network spread across the entire
EU territory, established under Directive 92/43/EEC "Habitats" to ensure the
long-term preservation of threatened or rare natural habitats and species of Ćora
and fauna at the community level.

The Natura 2000 Network in Sardinia consists of 31 sites of SPAs, 87 sites of
Community Importance, which cover roughly 20% of the regional territory, 56 sites
of SACs and 6 of them where SACs/SPAs coincide. Furthermore, with Ministerial
Decree on August 8, 2019, another 23 Special Areas of Conservation and 2 more
sites of coincident type were designated.

Figure 3.27: Natura2000 Network in Sardinia island.

As it is possible to see from Fig. 3.27 the absence of Natura 2000 Network
areas in the offshore region of interest presents a signiĄcant advantage for the
offshore wind project. But these areas will be an essential factor in determining
the location for the onshore substations to connect the offshore facility with the
mainland, facilitating the connection between the two. The onshore substations
are not analyzed in this work but act as connection points between the offshore
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plant and the onshore power grid. The strategic placement of onshore substations
is critical for efficient energy transmission and distribution.

Other important parameters to take into account deal with the presence of
Coralligenous and other calcareous bioconcretions in the area, as well as for the
biogenic substrates in Fig. 3.28, which do not affect the location of interest.

Figure 3.28: Biogenic substrate map.
Biogenic substrates are natural or bio-
logical materials that form the physical
foundation or structure of an ecosystem,
serving as habitats for various marine or-
ganisms.

Figure 3.29: Biological Protection
Zones, ZTB. [82]

Plus, the constraints resulting from economic Ąsheries and shipping activity can
be found looking at the presence of three BPZs in operation in Sardinia, closed
to bottom trawling Ąshing activities by regional law 7th August 1990, n. 25, with
the aim of establishing repopulation areas and one of that is located in the Gulf of
Cagliari but it doesnŠt affect the project. Fig. 3.29.

3.3.5 Civil and military aviation activities

The presence of existing traffic and marine infrastructure is an important factor
when positioning an offshore wind farm. Several key elements need to be carefully
considered to ensure the successful integration of the wind farm with other maritime
activities and to address concerns related to Ćight and military operations. Firstly
the farm must be placed in a location that does not obstruct the maritime traffic,
avoiding shipping lanes and shipping routes. Also the Ąshing activities have to be
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checked since they are common in many offshore areas. The purpose is to identify
and avoid Ąshing grounds and areas important for aquaculture which can reduce
conĆicts with existing marine industries, preserving the livelihoods of Ąshermen.
Also wind turbines can affect air traffic especially near airports or military airĄelds
and a Ąnal analysis is the evaluation of the inĆuence it could have on military
operations.

Figure 3.30: Areas dedicated to
naval shooting exercises and restricted
airspace.

Figure 3.31: Visual Flight Rules (VFR)
of Sardinia. VFR are the rules that gov-
ern the operation of aircraft in Visual
Meteorological Conditions. [83]

So, using the picture already provided section 2.6.3, namely Fig. 3.30 and Fig.
3.31, the location of the Ćoating plant has been set, seeing how it wont affect these
dedicated special areas.

3.3.6 Cables and submarine lines

Using the site Submarine Cable Map, https://www.submarinecablemap.com/,
the only submarine cable encountered in the comprehensive assessment is Janna,
owned by EXA Infrastructure, Region Sardinia, Tiscali, WINDTRE (including
Wind and 3 Italia) which plays a crucial role in linking Cagliari with Mazara del
Vallo, facilitating communication and data exchange across these locations but is
far from the area of interest. Fig. 3.32. [84]

For what concern other connections, it is worth mentioning that Sardinia lacks
gas-lines, which alleviates any concerns regarding their impact on the location
selection process. With no existing gas-lines in the region, the focus can be directed
towards addressing other vital factors related to the proposed offshore wind farm.
Fig. 3.33.

Regarding electric connections, the scenario is little constrained, with just one
prominent electric connection situated in the northern part of Sardinia, known as
Sa.Pe.I. This infrastructure plays a pivotal role in electricity transmission within
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the northern region, in the area of Fiumesanto, contributing to power distribution
and supply reliability. Moreover, in the northern part of Sardinia, there is a project
known as "Sa.Co.I.3" that involves the renewal and modernization of the existing
HVDC (High Voltage Direct Current) electrical connection between Sardinia,
Corsica, and mainland Italy. These information have been found on the Terna
website. To provide a visual representation of the electric grid planning Fig. 3.33
displays also the 2023 Planning of the Electric Grid, helping the selection of the
plant site. [85]

Figure 3.32: Submarine cables.

Figure 3.33: Electric connections actually
present and future planning.

Finally the last aspect deals with the oil exploration areas, deĄned by the
Ministry of Economic Development. These areas are designated for potential oil
and gas exploration and extraction activities, aiming to assess and utilize ItalyŠs
hydrocarbon reserves, but the zone is not affected. [86] While the mining titles for
the exploration and cultivation of hydrocarbons in the sea, which are conferred by
the same Ministry in areas of the Italian continental shelf established by laws and
ministerial decrees, called "Marine Zones" and identiĄed by letters of the alphabet,
are not a problem neither. Fig. 3.34.

As shown in Fig. 3.35, the wind farm is located outside the current mining
concessions. The project area is developed outside the boundaries of ZONE E. So,
considering the aspects related to the existing mining titles in the investigation area,
there are no particular constraints on the construction of the projectŠs facilities.
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Figure 3.34: Oil exploration areas.
Figure 3.35: Mining titles.

3.4 Pyseafuel

The concepts described in this section relate with the analysis of results obtained
from the methanol plant, showing which have been the inputs to run out the
simulation.

In the case of the degasser an input Ćow of 10 L/s of seawater with a pH of
4.5 is considered. The pH value indicates the acidity of the seawater. Taking in
mind that the average value of pH for the Mediterranean sea is around 8, [87], [88],
[48], from Eiseman et al. (2012) three experiments have been performed to see the
effectiveness of the degassiĄcation process at different level of pH reached. For an
obtained pH of 6, 5, and 4, respectively 50%, 91% and 99% of the DIC was in the
form of dissolved CO2. ThatŠs why it was assumed a good value of pH = 4.5. The
degassing process, with that quantities, resulted in a power consumption of 2618 W.

The desalinator, the main component responsible for removing salt from seawater,
takes an input Ćow of 0.01 L/s with a salinity of 38 psu (practical salinity units) [89],
[90] and a temperature of approximately 291 K, equivalent to average Mediterranean
temperature which oscillates between 18°C and 19°C [91] [92]. As also visible in
detail in Fig.3.37.

The desalination process involves multistage electrodialysis, but for this appli-
cation a single stage is considered for ease of execution. However, it is important
to note how increasing the number of stages is beneĄcial for the entire process in
terms of reducing energy consumption, as demonstrated in Fig. 3.38 from Wang et
al. (2020)
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Figure 3.36: Temperature of the
Mediterranean sea [K] from ERA5 data.

Figure 3.37: Average temperature of
the Mediterranean sea [K].

Figure 3.38: Min energy consumption as a function of the number of stages.
Diagram referred to feed concentration of 600 mM, water recovery 50%, and salt
rejection 99%. Image from Wang et al. (2020).

The salt removal value, ψ, which indicates the percentage of salt removal in
terms of concentration for the output Ćow, is set at 0.99, indicating a signiĄcant
reduction in salt content. The water ratio, the ratio of the inĆow separated into
pure water Rw, between [0, 1], is set at a value of 0.5 suggesting that for every unit
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of water produced, half a unit of seawater is consumed. So, with these values the
desalinator has a power consumption of 165 W.

Then the Shen electrolyzer model, which utilizes an electrolyte to convert elec-
trical energy into chemical energy, speciĄcally to produce hydrogen gas. The three
parameters that inĆuence the performance of an electrolytic cell are respectively
E0, r and K.

From Sheng et al. (2011) [54], the value of the kinetic parameter K has a
signiĄcant impact on both the steepness and shape of the electrolysis curve within
the range of 0 ≤ K < ∞. If K is equal to 0 it means that I = 0 A. This indicates
that the electrochemical cell experiences no current Ćow and no electrochemical
reaction occurs when the electrodes lack kinetic activity. Inversely, as K approaches
inĄnity the electrochemical cellŠs performance mimics that of a pure resistance.
When platinum, Pt, is used as cathode and metal iridium is used as anode, so
as in this case, the water dissociation potential is 1.4 V, hence the cell potential
E0, parameter deĄned by the material properties of the cell, is set equal to 1.4 V.
For this water electrolysis simulation performance, the average value for the cell
internal resistance r is considered as 0.15 Ω

cm2 and a power conversion coefficient K
of 27.8 1

Ω·cm2 .

The Ąnal power consumption of the electrolyzer is 2888 kW, by far bigger than
the previous amount of the degasser and desalinator unit, exceeding their energy
consumption by a considerable margin. This is due to its crucial role in producing
the necessary hydrogen for the reactor. To ensure an optimal value for the overall
methanol production efficiency, itŠs crucial to balance the need to improve the
conversion factor ξ increasing the amount of hydrogen to carbon dioxide ratio and
the the overall cost that will increase with the increase in demand for produced
hydrogen.

The plug Ćow reactor is employed as Ąnal part of the system. It is a type of
chemical reactor where the Ćuid Ćows through the reactor without any mixing.
From Terreni et al. (2020), the reactor has been considered with a total area of
3.14 m2, having 10000 tubes with a diameter of 2 cm, and a length of 3 m. The
density of the catalyst Cu/ZnO/Al2O3 is 1000 kg/m3, which indicates its mass
per unit volume. The temperature and pressure conditions inside the reactor are
speciĄed as 180°C and 60 bars, respectively.

So, considering all the parameters mentioned above, the Ąnal value of methanol
per power required to produce it, primarily attributed to the energy demand of the
electrolyzer, amounts to 11.96 µL

day·W
.
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Input parameters
Degasser

InĆow pH
10 L/s 4.5

Desalinator
InĆow Salinity T n stages ψ Rw

0.01 L/s 38 psu 291 K 1 0.99 0.5
Shen Electrolyzer

E0 r K
1.4 V 0.15 Ω/cm2 27.8 1/(Ω · cm2)

Plug Flow Reactor
Total area ρ Cu/ZnO/Al2O3 T P
3.14 m2 1000 kg/m3 180 °C 60 bars

Table 3.2: Input parameters for the devices responsible for the methanol produc-
tion.

This quantity represents an energy efficiency of the methanol production pro-
cess. Taking into account the power that the offshore wind plant could generate in
that area, which results to be around 231 MW, the resulting daily production of
methanol would be approximately 2800 liters per day.

ItŠs important to say that the sufficiency of the methanol production depends
on the speciĄc demand and applications within the given context. For a smaller-
scale applications or research purposes, this output might be more than sufficient.
However, for larger-scale industrial uses or widespread adoption as a fuel alternative,
which is the Ąeld of this study, it might be necessary to scale up the production
process to meet higher demands since the Ąnal production is quite scarce.
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Conclusion

A comprehensive analysis has been conducted to explore the feasibility of estab-
lishing a Ćoating wind turbine facility along the coastlines of Sardinia island. The
primary objective behind this attempt is to supply the energy needs for a series of
devices implemented in the production of a synthetic fuel. This innovative project
capitalizes on the abundant wind resources available in the region. The design of
the project involves exploiting the power of the wind to drive a complex series of
processes including a degasser, a desalinator, an electrolyzer, and a reactor, each
playing a vital role in the overarching scheme. The heart of the operation is the
wind turbines, strategically positioned offshore to catch the energy of the wind.
This energy powers the capture of hydrogen gas through the electrolyzer while the
degasser comes into play to efficiently extract CO2 from seawater. This is necessary
for the subsequent production of the synthetic fuel.

Starting with a meticulous examination of the wind resource around the island,
leveraging data from ERA5 and processing it using Python programming language,
this approach was further complemented by a rigorous assessment of the stringent
natural constraints present throughout the territory. In parallel, an analysis of wave
energy resources was undertaken, exploring their potential for a possible future
incorporation into the project.

Through this, the most optimal site for the establishment of the plant was pin-
pointed. Following the identiĄcation of the ideal location, a comparative analysis
was drawn with the NoraEnergia2 project, found on the MISE official website.
Using detailed simulation techniques provided in section 2, a potential estimate of
the energy production of the park was simulated. By leveraging the energy output
from the wind park, an evaluation of the methanol production potential of the
facility was conducted.

The outcomes of the simulation have culminated in a Ąnal power request for
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methanol production of 11.96 µL
day·W

, correspondig to a value of 2800 liters per day
using the power produced by the wind plant. Given the substantial overall power
capacity of the selected wind plant, the result falls notably short of economic
viability. It is essential to remember that the economic aspects were omitted from
this projectŠs analysis, as the primary aim was to explore a future prospective path
for the creation of synthetic fuel sources.

It is worth delving deeper into the signiĄcance of the outcome. While the initial
methanol production amount may appear modest, it represents a critical proof of
concept. It underscores the feasibility of using wind energy to synthesize valuable
fuels like methanol. The potential lies not only in the quantity but also in the
quality of the fuel produced, as methanol holds immense promise as a sustainable
and versatile energy source. A comprehensive cost-beneĄt analysis would be essen-
tial to determine whether the methanol production output aligns with economic
sustainability, considering factors such as initial capital investment, operational
costs, and market competitiveness. Such an analysis, while beyond the scope of this
particular project, would be pivotal in determining the practicality and long-term
success of this innovative approach. Furthermore, in consideration of factors just
mentioned, the choice of the Ąnal output can be adapted to align with changing
priorities and market dynamics. One alternative could be the production of DME,
due to its clean combustion characteristics and reduced emissions proĄle, better
explained in section 2.6.5.

Ultimately, thereŠs yet another promising pathway that warrants exploration,
even though it demands additional time and investment in both technical and
economic realms. This involves the concept of integrating a wave energy converter
alongside the wind facility. By doing so, this hybrid system would have a potential
to ensure a more stable and reliable energy output, mitigating the intermittency
challenges associated with wind power. Plus it holds the promise of cost reduction,
potentially enhancing the overall efficiency of the system and reducing operational
costs. Nonetheless, it is imperative to acknowledge that this concept remains in its
early stages and necessitates signiĄcant research and development efforts.

In conclusion, this project serves as a valuable stepping stone towards the po-
tential future of green fuel production through wind energy. It highlights the
promise of harnessing renewable resources for sustainable fuel synthesis while ac-
knowledging the critical role of economic analysis in translating these promising
concepts into real-world applications.
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Appendix A

Wave script

1 import matp lo t l i b . pyplot as p l t
2 import matp lo t l i b . t i c k e r as mticker
3 import numpy as np
4 from path l i b import Path
5 path = Path ( r ’C: \ Users \ c e l l a \ubuntu ’ )
6 paths = sor t ed ( path . g lob ( ’ ∗ . nc ’ ) )
7 import math
8 import pandas as pd
9 import types

10 from sc ipy . s t a t s import b inned_stat i s t i c_2d as
_binned_stat ist ic_2d

11 import mhkit
12 from mhkit import wave
13 from os . path import j o i n
14 import xarray as x
15 import netCDF4
16

17 data = xr . open_mfdataset ( paths )
18

19 #to obta in an annual average value
20 Tp0 = np . nanmean( data .VTPK, ax i s =(1 ,2) , dtype= f l o a t )
21 Hs0 = np . nanmean( data .VHM0, ax i s =(1 ,2) , dtype= f l o a t )
22

23 ind = np . where (np . i snan (Tp0) | np . i snan ( Hs0 ) , False , True )
24 Tp0 = Tp0 [ ind ]
25 Hs0 = Hs0 [ ind ]
26

27 time = data . time . va lue s [ ind ]
28

29
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Wave script

30 #eva luate which model d e s c r i b e s the s i t u a t i o n , Jonswap or
Pierson_Moskowitz , to obta in Spec t r a l Density , S [m2/Hz ]

31

32 #water depth [m]
33 h = 350
34

35 #cut o f f f requency [ Hz ]
36 f c = 1 .25/(2∗ math . p i )
37

38 f = np . arange (0 , fc , 0 . 2/ (2∗ math . p i ) )
39

40 Jonswap = True
41

42 J _ l i s t= [ ]
43 Te_l i s t = [ ]
44

45 f o r i , _ in enumerate ( time ) :
46

47 i f Jonswap :
48 S = mhkit . wave . r e s ou r c e . jonswap_spectrum ( f , Tp0 [ i ] , Hs0 [ i ] ,

gamma=None )
49

50 pr in t (S)
51

52 #to c a l c u l a t e wave energy per iod Te [ s ]
53 Te = mhkit . wave . r e s ou r c e . energy_period (S , f requency_bins=None

)
54 Te_l i s t . append (Te . Te . va lue s [ 0 ] )
55

56 #c a l c u l a t i o n o f the omn id i r e c t i ona l wave energy f l u x o f the spec t ra
57 J = mhkit . wave . r e s ou r c e . energy_flux (S , h , deep=False , rho

=1025 , g =9.80665 , r a t i o =2)
58 J _ l i s t . append ( J . J . va lue s [ 0 ] )
59

60 #Convert Te and J from pd . DataFrame to np . array
61 S0 = pd . DataFrame (S) . to_numpy ( )
62 Te0 = pd . DataFrame (Te) . to_numpy ( )
63 J0 = pd . DataFrame ( J ) . to_numpy ( )
64

65 e l s e :
66 S = mhkit . wave . r e s ou r c e . pierson_moskowitz_spectrum ( f , Tp [ i ] ,

Hs [ i ] )
67 #to c r e a t e an average annual energy matrix with f requency o f

occurance
68 f i g = mhkit . wave . g raph i c s . plot_avg_annual_energy_matrix (Hs0 , Te_list ,

J_l i s t , time_index = time , Hm0_bin_size = . 2 , Te_bin_size = . 5 )
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