Politecnico di Torino

Master’s Degree in Aerospace Engineering
Academic year 2022/2023

Politecnico
di Torino

Master’s Degree Thesis

Analysis of aeronautical servo-actuator
models with "Elements"

New multiphysics system simulation environment

Supervisors: Candidate:
Prof. M. Dalla Vedova Filippo Drappero
Prof. P. Maggiore

Eng. D. Catelani

July 2023



Abstract

The main objective of this Thesis is to analyse the numerical modelling of actua-
tion systems for aeronautical applications, in particular for aircraft flight control.
The Thesis involves the simulation of these system models in two different devel-
opment environments, Elements and Simulink, with a comparison of the results.
Elements is a brand new simulation tool, which was explored in depth during an
internship at Hexagon MSC Software offices. Instead, the aim of this Thesis is to
compare existing actuation system models developed in Simulink, a tool already
established in the academic and industrial context, with the results provided by
Elements simulations.

After a necessary introduction on the field of interest, such as Systems Engineer-
ing and the different simulation environments, a chapter focusing on the theory
of flight controls and aircraft actuation systems is submitted.

Then, simple mass-spring-damper systems are introduced, with the purpose to
explain with a practical example the main differences between Elements and
Simulink. After that, a servo-actuator system is analysed from the point of view
of Model-Based design, comparing simulation results from Elements with those
from Simulink.

Before presenting the results and final considerations, the Thesis will present an
interesting work applied to the case study of the previously illustrated actuation
system, realised with co-simulation between two different software, exploiting
multibody and multiphysics analysis. Indeed, with strong connections to other
Hexagon products, such as Adams, and openness to other tools, Elements offers
a powerful simulation experience that supports early decision-making and system
integration activities in the Aerospace, Automotive, Robotics, Energy, Heavy

machinery and other industries.
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Chapter 1

Introduction

1.1 Systems Engineering

Systems Engineering is an interdisciplinary and integrative approach that uses
systems principles and concepts, as well as scientific, technological, and manage-
ment methods, to enable the successful realisation, use, and retirement of engi-
neered systems. It combines a few techniques to ensure that the designed system
meets all requirements. It focuses on a system’s architecture, implementation,
integration, analysis, and management throughout its lifecycle. It also takes into

account the system’s software, hardware, personnel, processes, and procedures.

Systems Engineering focuses on:

e Eistablishing, balancing, and integrating stakeholders’ goals, purpose, and
success criteria, as well as defining actual or anticipated customer needs,
operational concept, and required functionality, early in the development

cycle.

e Developing an appropriate lifecycle model, process approach, and gover-
nance structures while taking complexity, uncertainty, change, and variety

into account.
e Developing and assessing alternative solution concepts and architectures.

e Defining and modelling requirements, as well as selecting a solution archi-

tecture for each phase of the project.
e Carrying out design synthesis as well as system verification and validation.

e While taking into account both the problem and solution domains, taking
into account necessary enabling systems and services, identifying the role

that the parts and their relationships play in the overall behaviour and
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performance of the system, and determining how to balance all of these

factors to achieve a satisfactory outcome.

Systems Engineering facilitates, guides, and leads the integration of relevant dis-
ciplines and specialty groups into a cohesive effort, resulting in an appropriately
structured development process that progresses from concept to production, oper-
ation, evolution, and eventual disposal. Systems Engineering considers both the
business and technical needs of customers in order to provide a quality solution
that meets the needs of users and other stakeholders, is fit for the intended pur-
pose in real-world operation, and avoids or minimises unintended consequences.
The goal of all Systems Engineering activities is to manage risk, which includes
the risk of not delivering what the customer wants and needs, the risk of late
delivery, the risk of over-budgeting, and the risk of unintended negative conse-
quences. The degree to which such risk is reduced is one measure of the utility
of Systems Engineering activities. In contrast, the level of excess risk incurred as
a result of the absence of a System Engineering activity is a measure of accept-

ability (7).

Model-Based Systems Engineering (MBSE) is a formalised methodology used to
support the requirements, design, analysis, verification, and validation phases
of complex system development. In contrast to document-centric engineering,
MBSE puts models at the centre of system design. The increased adoption of
digital-modelling environments during the past few years has led to increased
adoption of MBSE. In January 2020, NASA noted this trend by reporting that
MBSE, "has been increasingly embraced by both industry and government as a
means to keep track of system complexity."

MBSE in a digital modelling environment offers benefits that document-based
systems engineering cannot. In a document-based approach, for example, many
documents are created by various authors to capture the system’s design from
various stakeholder perspectives, such as system behaviour, software, hardware,
safety, security, or other disciplines. A single source of truth for the system is
built using a digital-modelling approach, in which discipline-specific views of the
system are created using the same model elements.

A digital-modelling environment also creates a common standards-based ap-
proach to system documentation that can be programmatically validated to re-
move inconsistencies within the models and force all stakeholders to use a stan-
dard. This common modelling environment improves system analysis and reduces
the number of defects commonly introduced in a traditional document-based ap-
proach. The availability of digitalized system data for analysis across disciplines
allows for the consistent propagation of corrections and incorporation of new in-

formation and design decisions to all stakeholders. When MBSE is done correctly,
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the overall risk of development is reduced.

MBSE combines model and systems thinking.

A model is a simplified version of something (a graphical, mathematical, or phys-
ical representation of reality) that abstracts some of its complexities. This def-
inition implies the use of rules or formality when simplifying, representing, or
abstracting. A systems architect must model a system with less detail so that
its structure and behaviour are obvious, and its complexity is manageable. In
other words, models must adequately represent the system, and the system must
validate the models.

Systems thinking is a way of considering a system not as a self-contained entity,
but as a part of a larger system. Systems thinking is not the same as sticking
to good plans, collecting statistics, or being methodical. The systems engineer
observes the system from afar, investigates its boundaries, context, and lifecycle,
takes notes on its behaviour, and identifies patterns. This method can assist the
engineer in identifying issues (for example, a missing interaction, a missing step
in a process, duplication of effort, or a missed opportunity for automation) and
managing the complexity of a system. Although systems engineers must first
break down and analyse the system (identifying parts and describing connections
between them) systems thinking allows them to later synthesise the parts back
into a coherent whole. Parts are not just connected to one another; they rely
on one another to operate properly. This interconnectedness is emphasised by
systems thinking. The activities of the system’s subparts determine the system’s
behaviour. The systems engineer identifies feedback loops and causality patterns
that may not be obvious at first by observing the system’s interconnections. Sys-
tems thinking can help make issues more visible and easier to identify, balance

the system, and manage the complexity of the system (8).
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1.2 Elements: new digital-modelling environment

Systems simulations are tools for defining the inputs, outputs, and parameters
of individual components as they interact with one another. So, instead of sepa-
rately optimising each component, engineers can optimise the system as a whole
using set functions that regulate the entire system. This can be achieved by the
software modelling, computing, and evaluating integrated interdisciplinary and
multiphysics systems using equations, lookup tables, 1D simulations, and other

fast computing methods.

Elements, a brand-new simulation tool from Hexagon’s Manufacturing Intelli-
gence division, aids engineering teams in comprehending the behaviour of systems
that are becoming more complex in contemporary products. Teams may quickly
assess the effectiveness and viability of new design concepts using the software to
inform more efficient product development and lower risk and cost.

Elements addresses the growing importance of multidisciplinary, integrated sys-
tem development and end-to-end workflows. Customers across industries are
demanding technologies that take into account multiple physics domains and ad-
dress mechatronics challenges in a robust manner, fueling a growing trend towards
system-level engineering. To accomplish this, all relevant engineering disciplines,
control systems, and third-party supplier systems must be integrated to under-
stand how the domains interact and how a design decision in one discipline affects

others.

Figure 1.1: Elements Analysis Window Interface

To help engineers learn to use the Elements software, Hexagon streamlined the
user interface (UI) by utilizing a drag-and-drop, flow-chart-based workflow to
model physics, logics, systems and more.The model library used within this vir-

tual environment is developed in the object-oriented and equation-based mod-
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elling language Modelica, which is an open and widely used standard for building
customisable models. In fact, each component in the flow chart can be customized
or selected from a variety of standard and user-made libraries of components.
Moreover, such an acausal modelling language reduces the modelling effort and

maximizes the flexibility and reusability.

Systems modelling is essential in the initial stages of design because it requires
little data (often a CAD model, equation, or lookup table is sufficient, and a 3D
mesh is not required). Elements speed up engineering development even further
by ensuring that system-level models compute quickly and efficiently by opti-
mising equations and code for fast calculation, but with no loss of fidelity. As
the design evolves, and components and subsystems are detailed in specialised
simulation software, the components can be routinely integrated into a larger
system by adhering to the FMI standard and Hexagon’s proprietary SmartFMU
technology.

The traditional functional mock-up interface (FMI) standard allows informa-
tion from one simulation software to be merged into another, resulting in one-
directional or multidirectional co-simulation. However, the FMI/FMU appears
as a "black box" to the various software options. The SmartFMU, on the other
hand, provides users with access to schematics, documentation, and view/edit
privileges. This makes the connection between the tools available to anyone with
access to it. SmartFMU can have a greater influence on the design by increasing
an engineer’s visibility into the designs of other engineers. Whereas a traditional
FMI/FMU must remain static as product designs iterate, the SmartFMU can be
modified as each model changes.

Consider sharing information between an Elements and Adams simulation. Specif-
ically, the Elements systems simulation can define a car’s speed and engine output,
which can then be fed into the Adams simulation to determine driving torque,
which can then be fed back into Elements for further simulations. If either the
Elements or Adams simulations are changed, whoever created the traditional
FMI/FMU connection may need to create a new one, slowing the iterative pro-
cess. SmartFMU, on the contrary, allows anyone with connection access to make
the necessary changes, which helps to avoid resource bottlenecks, time-consuming

switching between applications, and versioning issues.

Elements was developed in close collaboration with Maplesoft, leveraging its
powerful maths engine to optimise system equations and provide Hexagon cus-
tomers with fast, efficient simulation. Engineers in many industries benefit from
new productivity-boosting solutions that significantly reduce simulation effort by
combining the tried-and-tested Maplesoft system-level modelling technology with

the extensive Hexagon CAE portfolio. Before committing designs to resource-
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intensive engineering processes, Elements allows engineers to quickly explore sys-

tem behaviour and find better solutions to problems using simulation (12).

1.2.1 Elements and Simulink comparison

Simulink is a competitor simulation and model-based design software, also used
for modelling, simulating, and analysing dynamic systems. Developed by Math-
Works, Simulink is a popular choice for engineers and scientists looking to develop
and test control systems for a wide range of applications. It allows users to build
models using block diagrams and simulate them in real-time, making it a powerful
tool for developing and testing complex systems. While both tools offer similar
functionality, there are some key differences between them that are important to
consider when choosing a simulation tool.

One of the biggest differences between Elements and Simulink is their user inter-
faces. Elements has a more modern and intuitive interface compared to Simulink,
which can be more difficult to use for beginners. Elements has a streamlined
workflow that makes it faster and more efficient to build and simulate models.
In contrast, Simulink has a more complex interface that can be overwhelming for
some users. While it offers a wide range of modelling and simulation tools, its
interface can be cluttered, making it more difficult to navigate.

Another key difference between Elements and Simulink is the range of modelling
tools available. Elements is a powerful multi-physics simulation software de-
signed to provide a more comprehensive toolset for the analysis and optimization
of complex mechanical systems, including those with multi-physics interactions.
In contrast, Simulink is a valuable tool for modelling and simulating control sys-
tems, but it does not offer the same level of modelling capabilities as Elements.
Although, it has a large library of pre-built blocks that can be used to create
models quickly. While this is useful for some applications, it can limit the flexi-
bility of the simulation tool for more complex systems.

Both Elements and Simulink offer strong simulation capabilities, although there
are some differences between them. Elements is designed to handle large models
with thousands of components and can run simulations in real-time. This makes
it ideal for simulating complex systems, such as autonomous vehicles, where there
are multiple sensors and control systems that need to be coordinated. In addition,
Elements supports parallel processing, allowing for faster simulation times and
improved productivity. The software also provides advanced visualization tools,
enabling engineers to visualize and analyse simulation results in a user-friendly
format. Simulink also has strong simulation capabilities, although it can struggle
with larger models. It is better suited for simpler control systems, such as those
used in industrial automation.

In conclusion, Elements and Simulink are both powerful simulation tools that can



Introduction 7

be used to model and simulate complex systems in the automotive, aerospace,
and industrial automation industries. However, there are some key differences
between them that are important to consider when choosing. Elements has a
more modern and intuitive interface, a wider range of modelling tools, and is
better suited for larger and more complex models. Simulink, on the other hand,
has a simpler interface, a larger library of pre-built blocks, and is better suited for
simpler control systems. Ultimately, the choice between Elements and Simulink
will depend on the specific needs of the project and the level of complexity of the

system being simulated.



Chapter 2

Actuation Systems for Flight

Controls

2.1 Flight Controls

The motion of an aircraft is defined by its translational movement, in which it
travels from one point to another in space and by the rotational movement around

its three axes X, Y, Z which define pitch, roll and yaw as shown in Figure 2.1.

VERTICAL AXIS

Figure 2.1: Vehicle control axes

Rotation around the axes just described allows control of the aircraft during all
phases of flight. Pitch, roll and yaw movements occur through the movement of
surfaces appropriately controlled by the pilot, which requires a thorough knowl-

edge of aircraft aerodynamics and dynamics.

Aircraft flight control systems are the mechanisms that allow a pilot to control
the movement and direction of an aircraft. These systems can be classified into
two types, primary and secondary systems. In Figure 2.2 it is possible to identify

the main control surfaces.
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+«—— Aileron

Ground Spoiler
Airbrake

Rudder

Flight Spoiler / Elevator

Figure 2.2: Main Flight Control Surfaces

Primary flight control systems are the primary means by which a pilot controls the
movement of the aircraft by generating forces that induce a rotation of the aircraft
in the plane. Primary flight commands must provide the pilot with relative force
feedback proportional to the intensity of the high-frequency command. The loss
of one or more primary flight controls can have disastrous effects, which is why

they must be highly reliable. Traditional primary flight controls are:

e Ailerons: generate rotation around the longitudinal axis of the aircraft,

control the roll motion by changing the angle of the wingtips.

e Elevators: generate rotation around the transverse axis of the aircraft, con-

trol the pitching motion by changing the angle of the horizontal stabilizer.

e Rudder: generate rotation around the vertical axis of the aircraft, control

yaw motion by changing the angle of the vertical stabilizer.
Primary flight controls can be of the reversible or irreversible type:

e Reversible controls consist of a direct connection between the control lever
and the control surface. They can be implemented by means of metal
rods or with a system of non-rigid rope pulleys. With this type of control
the pilot must compensate for the hinge moment with a suitable force; it
is proportional to the size of the surface. The use of such controls can be

problematic in the presence of large surfaces due to human force limitations.

e Irreversible commands are also called powered flight commands or position
commands. They have the particularity of not requiring pilot action to com-
pensate the hinge moment, but use line commands that transfer the position
'signal’ to a servomechanism. This connection can be made mechanically
(ropes or rods), electrically (fly-by-wire) or via optical fibre (fly-by-light).
In these cases, it is necessary to provide the pilot with realistic feedback,

i.e. to simulate the sensation of effort he would perceive with reversible
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controls. A classic example of an irreversible flight control is shown in Fig-
ure 2.3, where it can be observed that it is realised by means of a hydraulic
system that allows the oil to come under pressure in the servo-valve, which
distributes it to the actuator chambers. chambers of the hydraulic actuator

where the stem connected to the surface generates its movement.

Hydraulic scource
) Oil source
Control input q& ><

Deflection

[ —

Cylinder

Figure 2.3: Irreversible (hydraulic) Flight Control

Secondary flight control systems are auxiliary components that assist in control-
ling the aircraft’s flight path by supporting or augmenting the primary flight
controls. These systems include flaps, slats, spoilers, and trim tabs. Flaps are
located on the trailing edge of the wings and increase the lift and drag of the
aircraft, allowing it to take-off and land at lower speeds. Slats are located on
the leading edge of the wings and increase the lift of the aircraft at low speeds.
Spoilers are used to decrease the lift of the wings, helping the aircraft to descend
or slow down. Trim tabs are small surfaces used to adjust the primary flight
controls’ neutral position, helping to reduce the pilot’s workload during extended
flights.

The reliability and safety of primary and secondary flight control systems are
critical for aircraft operations, and manufacturers must adhere to strict design
and testing standards to ensure their proper functioning. Regular maintenance
and testing of these systems are necessary to prevent failures and ensure their
continued safe operation. Overall, both primary and secondary flight controls are
essential for safe and efficient aircraft operations.

In modern aircraft, primary and secondary flight control systems are becom-
ing increasingly complex, with the integration of advanced technologies such as
fly-by-wire systems. These systems use electronic signals to replace traditional
mechanical linkages, providing the pilot with more accurate feedback, greater
precision and improved speed in terms of command response. These electronic
systems are designed to supplement the primary and secondary flight control sys-
tems, providing an extra layer of safety and redundancy, but also reduced weight

and easier maintenance.
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2.2 Actuation Systems

Actuation systems are essential components in the design of modern large air-
craft, providing precise control of critical systems such as flight control surfaces,
landing gear, and engine components. In general, these systems measure their
outputs and use them in a feedback loop to achieve the desired target, constantly
updating the error value between command and current status (position, speed,
force, torque, temperature, pressure, or electrical magnitude). The main solu-

tions will be described briefly.

Flight controls, on modern aircraft, are usually operated in hydraulic or electric

way:

e for Primary controls hydraulic actuation is used, with linear cylinder-piston

motors or linear motors;

e the Secondary controls can be actuate using hydraulic or electric rotary

motors.

During last decades, because of the development of reliable electric motors (with
a high power /weight ratio) and the consolidation of innovative technologies, sec-
ondary electromechanical controls have established in the field of small powers
(typically < 7 kW) and they begin to be uses also for the implementation of
primary commands, especially for UAVs and small aircrafts.

In this way it will be possible completely substitute hydraulic power with the
electric one, which for now is starting to apply in actuators of EHA (Electro-
Hydraulic Actuator).

The robustness, reliability and safety of actuation systems are critical for aircraft
operations, and manufacturers must adhere to stringent design and testing stan-
dards to ensure their proper functioning. As the aerospace industry continues to
evolve, the development of innovative actuation systems will remain a key area

of focus for improving the performance and safety of aircraft.

Common servomechanisms used in aircraft’s environment which will be describe

in detail on paragraphs below are:
e Electromechanical actuation (EMA)
e Electro-Hydraulic actuation
e Hydromechanical actuation

e Electro-hydrostatic actuation (EHA)
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Electromechanical Actuators

Electromechanical Actuation (EMA) shifts aircraft design towards the philoso-
phy of "More Electric Aircraft," with increased safety, efficiency, cost savings,
and significant pollution reduction. The hydraulic circuit in EMAs is completely
replaced by mechanical solutions, typically reducers (both gearbox and nut-screw
types), which eliminate the possibility of leakages: these issues are frequently
difficult to detect and difficult to repair due to the complexity and limited acces-
sibility of the fluid circuit.

The figure below depicts a possible simplified EMA structure for aerospace ap-

plications.
Flight Informations
Control |#
Computer
Speed loop
Sensor
EMA;
Actuator Position loop
Elactr Control |
ectric [~ :
Electronics Position ref. I%m
(ACE)
BLDC Mot
f S ©
Current positidn Power ( e & N I @
Power Drive Aerodynamic effort
*|  Electronics
(PDE)

Figure 2.4: Electromechanical actuator scheme

The Actuator Control Electronics (ACE) is the main controller of the system and
performs all calculations required to keep the error as close to zero as possible; all
feedbacks collected by the sensors arrive in this device. ACE sends the reference
position to the Power Drive Electronics (PDE) after calculating the current state
of the end-effector using position and speed loops. PDE is typically made up of
a three-phase inverter bridge, and its goal is to provide the correct power flow to
the electric motor in order for it to reach the reference position.

The motor is primarily a brushless direct current (DC) motor that converts elec-
trical input into mechanical rotational output for the reducer’s gears. Motors in
EMASs structures are typically very small, light, and fast for this task. A gear re-
ducer is used to increase torque and decrease transmitted speed, which is usually
followed by a ball or roller screw (Figure 2.5) that can convert a rotary motion

into a translational one.
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Figure 2.5: Ball screw and Roller screw comparison

A rolling body (spheres for the ball screw and shaped cylinders for the roller
screw) is located between the rotating shaft and a nut in these devices. The
friction is clearly very low, the loads can be very heavy, and it has a high wear
resistance; however, there are some issues with the plays. The translation of these
mechanisms allows the end-effector to move: in this simple example, it is repre-
sented by a flight control surface to which an aerodynamical effort is applied.
Sensors are another important component of the system: they are required to

detect the system’s current state (position, speed, torque, force, and so on).

Electromechanical actuators are already used in military aircraft or secondary
flight controls; their application to primary flight control requires some critical
issues to be addressed. For starters, they have a very complex structure that
necessitates a thorough understanding of kinematics and redundancy design; ad-
ditionally, to increase efficiency and avoid jam problems, a different BLDC motor
is required for each surface, but this increases the possibility of a critical failure.
Another significant issue is the ability to maintain a determined position after
the application of a heavier load: if the motor speed is close to zero and the
torque is high, the joule effect dissipates all of the current given to the stator. An

irreversible transmission could solve this problem.

Electro-Hydraulic Actuators

Nowadays, with large aircraft, the control of the primary flight surfaces is done
with hydraulic actuators due to their simple and very efficient design. Electrohy-
draulic servomechanisms are the most used actuation system on modern civil and
military aircraft where mechanical feedback is replaced by a fly-by-wire control

system: replacing the mechanical line with an electric one to considerably reduce
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the weight and bulk on the aircraft. Here, trough pressurized fluid, power hy-
draulic is provided by Flight Control Computer signal of fly-by-wire architecture
and not directly by pilot action.

The operating principle is based on the use of a three-phase power supply for
the electric motor, which in turn drives a bi-directional, variable-speed hydraulic
pump, which allows the hydraulic jack to move. The control comes from the
fly-by-wire line, enters the ACE (Actuator Control Electronics) which is used
as a comparator of the feedback signal coming from the LVDT, the signal thus
compared provides the system error which is processed by the PDE (Power Drive
Electronic) which is used to determine the necessary power supply to be sent to
the variable speed motor, thus determining the direction and speed of rotation of
the pump which in turn will generate the fluid flow rate and the pressure variation
in the flow and return line.

The hydraulic line mainly consists of a low-pressure accumulator and valves that

ensure that the maximum pressure that the system can reach is not exceeded.
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Figure 2.6: Electro-Hydraulic actuator scheme

The component that regulates hydraulic oil is the servo valve, which, in its sim-
plest form laminates the fluid. The most adopted servo valves are:

e two stage "Flapper-Nozzle" servo valves (Figure 2.7);

e three stage "Jet pipe" servo valves (Figure 2.8);

e "Direct drive" valves DDV (Figure 2.9).

In Flapper-Nozzle servo valve there is an electrical component, called torque
motor, which transmits the command instead of a mechanical lever. Electric
torque motor moving the flapper, which is the first stage hydraulic valve and

in this way the amount of fluid that flows from the ducts, so also the pressure,
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changes.
Pressure regulated by the flapper acts on the spool of the second stage valve,

distributing pressure to the actuator jack. The spool position is returned to the
flapper mechanically through the feedback spring, while the piston position is
measured by a Linear Variable Differential Transducer (LVDT) and transmitted

to the control electronics.
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Figure 2.7: Flapper-Nozzle valve

Compared to Flapper-Nozzle, in Jet pipe servo valve a torque motor of a bigger
entity directs a suitable flow of oil into two opposite chambers, capable of causing
the spool to move due to the received overpressure. In this case, an oil flow is not
deviated, but the eflux channel called jet pipe is appropriately oriented. Also,
in this electrohydraulic system there is not direct feedback between the control
valve and the actuator: the absolute position of the piston is surveyed by a Linear
Variable Differential Transducer (LVDT) and sent to the control electronics.
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Figure 2.8: Jet pipe valve
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Respect to Flapper nozzles, Jet pipe valve:
e has better performance;

e uses high-speed jet of orifice to change pressure into kinetic energy that is

obtained in two receiver holes, then to control this energy for spool action;
e mouth is big, so debris or dirty particles cause small harm.

Finally, there are Direct Drive Valves (DDV) which allow to eliminate the system
based on torque motor or jet, since the spool is moved directly by a dedicated

electric motor, and they are the last frontier in the field of servo valves.

. Null adjust cover plug

Illm’ [ i Valve connector

Spool Bushing

Integrated electronics  Position transducer Linear force motor  Centering spring

Figure 2.9: Direct drive valve

Electrohydraulic actuator is commonly used due to its high reliability and per-
formance. Hydraulic power provides a high level of force and torque, allowing for
responsive control of the aircraft’s flight surfaces and high positioning efficiency.
The electronic control system provides accurate control, ensuring that the aircraft
responds exactly as intended by the pilot or flight control system.

They also offer a high flexibility, with the ability to be used in a wide range of
flight control applications: they can be used in a variety of flight surfaces, includ-
ing ailerons, elevators, and rudders.

This kind of actuator system is able of producing very high forces without back-
lash, but, in the other hand, it necessitates of a centralized hydraulic network that
should be maintained at constant pressure (30005000 psi) by hydraulic pumps
relentlessly draining energy from the engines. The continuous consumption of
energy leads to the heating of the hydraulic fluid, which then required a cooling
system to maintain an acceptable temperature of the hydraulic fluid. The central
hydraulic network also needs a system of pipes to deliver pressurized hydraulic
fluid to actuators distributed throughout the aircraft, adding extra weight and
occupying space. The large hydraulic network increases the risk of leaks and

requires a large volume of hydraulic fluid. Traditional electrohydraulic actuators



Actuation Systems for Flight Controls 17

have remarkable power density (kW /kg) equipment wise but low power density

when considering the power distribution network.

Hydromechanical Actuators

The complexity and weight of flight control systems greatly increase with the
size and performance of the aircraft, but the use of hydromechanical actuators
helps overcome these limitations. With hydraulic flight control systems, the size
and performance limitations of the aircraft are due to economic reasons and not
the pilot’s muscular strength. In the early days, only partially assisted systems
were used, so the pilot still had the feeling of aerodynamic loads on the control
surfaces.

The simplest hydromechanical flight control system is mainly represented by a
mechanical circuit, which connects the cockpit controls with the hydraulic cir-
cuits, composed by rods, cables, pulleys, and sometimes chains; and a hydraulic
circuit, with hydraulic pumps, tanks, filters to maintain the fluid clean, pipes,
valves (such as a selector valve, to control the direction of the flow, and a relief
valve, to drain the excessive pressure in the circuit) and hydraulic actuators.

They could be classified as:

e Position hydraulic servo-system (with or without mechanical feedback);
e Speed hydraulic servo-system;

e Force hydraulic servo-system.

Initial position Input Final position

Figure 2.10: Hydromechanical actuator scheme

Pilot’s command is transmitted via a mechanical linkage to a hydraulic valve,

whose activation actuates the control surface. The three-centre lever consists to
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a mechanical proportional controller because it multiplies the position error by
a factor dependent by the lever’s geometry. Then, this system is composed by a
hydraulic cylinder and a proportional control valve.

A perturbation on the three-pivot control lever (z,.) causes the movement of the
valve’s spool: in this way one chamber of the cylinder and a tank (or generically
the supplier) are connected. Fluid flows in the superior chamber of the cylinder,
moving downwards the actuator’s shaft and generating the displacement ().
At the initial and final position, when the input and output variable are steady,

the valve closes all possible holes and maintains blocked the servosystem.

This solution is reversible: changing the direction of the input, so the direction
of the spool motion, actuator’s shaft will move towards the other side. If the
shaft must sustain a greater aerodynamic load, the valve’s spool opens a duct
and supplies the needed pressurized flow to support it.

A system is reliable if is also insensible to an eventual disturbance; for a posi-
tion control the disturbance is represented by a force. Hence, if the shaft must
sustain a heavier load, the valve’s spool opens a duct and supplies the needed

pressurized flow to bear it: in this way the system has also a disturbance rejection.

This type of servomechanism is widely used due to its simplicity and reliability,
it can be found on several operational aircraft.

Hydromechanical actuators can provide a large amount of force and torque, mak-
ing them suitable for use in various mechanical systems in the aerospace industry.
They also have a long service life, with minimal maintenance requirements, mak-
ing them a cost-effective solution for various applications.

Another advantage is their ability to operate in a wide range of environmental
conditions. They can operate at high altitudes, in extreme temperatures, and in
high vibration and shock environments, making them suitable for use in a va-
riety of aerospace applications. In conclusion, they are also highly compatible
with modern control systems, which use digital signals to control the mechanical
system, so these actuators can be easily integrated with the control system, pro-

viding precise and accurate control of the mechanical system.

Electro-Hydrostatic Actuators

In recent years, the will to make flights cheaper and greener have driven the
aerospace industry to develop more electrical actuation system to implement in
power-by-wire networks. Two examples of this philosophy are electro-hydrostatic
(EHAs) and electromechanical actuators (EMAs). Nowadays, in civil transporta-

tion, EHAs and EMAs are widely used, both for first and secondary control



Actuation Systems for Flight Controls 19

systems. Electro-hydrostatic actuators are a power-by-wire type of motors that
execute the movement of the control surfaces exploiting a localized hydraulic
power obtained by the electrical power. These actuators could be divided in

several groups according to their difference in control modes:
e Fixed Pump displacement and Variable Motor speed EHA (FPVM-EHA);
e Variable Pump displacement and Fixed Motor speed EHA (VPFM-EHA);
e Variable Pump displacement and Variable Motor speed EHA (VPVM-EHA).

In this paragraph are described only the FPVM-EHA because is the most popular
thanks to its structural simplicity and high efficiency.

Bi-directional
DC-DC
Converter
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Filter
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Figure 2.11: Electro-Hydrostatic actuator scheme

Thanks to the electro-hydrostatic actuators, it is possible to make the action on
the controls even more prompt and dynamic, preserving the artificial sensitivity
returned to the pilot. EHA also ensures structural simplicity and high efficiency.
This system is composed by a servomotor variable speed (usually a Brushless
DC) controlled by electronics drives, a bi-directional pump with variable speed
and a linear or rotary actuator.

The electric machine transforms electrical power into mechanical power, and the
axial piston pump generates the controlled pressure which is used by the actuator
to control the surface movement. The fluid in the circuit is stored in a proper
reservoir, composed by a low-pressure tank and two check valves able to maintain
the minimum pressure required by the system. Close to reservoir there is a by-
pass valve electronically controlled and two relief valves arranged for safety of the
system. The pressurized oil in the circuit it’s not provided by the on-board main
hydraulic system, but the pump takes the needed fluid from the tank. For this

type of actuator, the feedback ring needs a position sensor placed on the shaft.
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This is not the best structure if the aim is to decrease aircraft’s weight, but it’s

very effective to reduce the critical issue related to a centralized hydraulic system.

Furthermore, it allows maintenance and fuel cost savings while it assures the same
precision and reliability of a traditional hydraulic system. Pilot’s input and FCS
input travel on the electrical cable of the fly-by-wire architecture, which is again
lighter in term of weight with respect to a hydraulically driven signal transmission
system.

Another advantage, other than reduced weight, is the absence of friction losses
or delays due to the flexibility typical of reversible mechanical control lines. The
command given by the pilot is than compared to a feedback signal measured by
a Linear Voltage Differential Transducer LVDT or a Rotary Voltage Differential
Transducer RVDT. The feedback signal of motor angular velocity is used to de-
termine the exact amount of power needed. The error signal is then amplified

and, filtered from noises, is used to control the actuation group.

The integration of EHA into aircraft systems requires careful consideration of
the electrical, hydraulic, and mechanical components and their interactions. The
control electronics must be carefully designed to ensure stable and precise con-
trol, while the hydraulic components must be selected to provide the necessary
flow and pressure for the application. Additionally, safety and reliability consid-
erations must be considered, with redundant systems and fail-safe mechanisms
employed where necessary.

Overall, EHA represents an exciting advancement in aerospace actuation tech-
nology, providing precise and efficient control of critical aircraft systems. As
the aerospace industry continues to evolve, EHA will likely play an increasingly

important role in the design and operation of modern aircraft.
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Systems Modelling

3.1 Elements Overview

Elements is a modelling environment that enables users to build and simulate
sophisticated multidomain physical systems. It allows for the development of
component diagrams that graphically represent physical systems. Elements au-
tomatically generates model equations from a component diagram and executes
high-fidelity simulations that represent the behaviour of a physical system em-
ploying advanced symbolic and numeric capabilities.

Elements can be used to create models that combine components from multiple
engineering disciplines into a full system. It provides a large library of modelling
components such as electrical, hydraulic, mechanical, pneumatic, and thermal de-
vices, as well as sensors and sources and signal blocks. Customised components
may also be created according to the requirements of modelling and simulation.
Elements has a number of ready-to-use tools to assess model equations perform-
ing advanced analysis tasks like parameter optimisation. The models can also be
translated into C code and exported into other tools and apps, such as those that

support real-time simulation.

3.1.1 Physical Modelling in Elements

Physical modelling, also known as physics-based modelling, uses mathematics
and physical laws to define the behaviour of a single engineering component or
a system of interacting components. Although most engineering systems feature
dynamics, the behaviour is generally characterised using Ordinary Differential
Equations (ODEs). Elements offers the following capabilities to aid the quick

and simple modelling process (13):

e Topological or “Acausal” System Representation
Traditional modelling tools use a signal-flow method that needs system

inputs and outputs to be explicitly stated. Elements, on the other hand,

21
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makes it possible to link interrelated components using a topological model

without being concerned about how signals flow between them.

e Mathematical Model Formulation and Simplification

The symbolic capability of Elements automates the creation of system equa-
tions by mapping a topological representation to its mathematical form.
Many mathematical simplification strategies occur when Elements formu-
lates the system equations to remove any redundant equations. The expres-
sions are then combined and reduced by the simplification tools to provide
the minimal set of equations needed to describe a system without losing
fidelity.

e Advanced Differential Algebraic Equation Solvers
Algebraic constraints are introduced in the topological approach to model
definition. Problems that combine ODEs with these algebraic constraints
are called Differential Algebraic Equations (DAEs). The complexity of the
DAE problem can vary depending on the nature of these constraints. The
DAEs index provides a measure of the problem’s complexity, so it increases
with the index of the equations. The development of generalised solvers for
complex DAEs is a hot topic in the symbolic computation domain. Elements
solves high-index DAEs with innovative DAE solvers, that include cutting-

edge symbolic and mathematical techniques.

e Acausal and Causal Modelling
Actual engineered assemblies, such as motors and powertrains, are made
up of a network of physically interacting elements. Block diagrams are fre-
quently employed in development tools to model them. The lines connecting
two blocks imply that they are linked by physical laws. When represented

by software, block diagrams may either be causal or acausal.

Many simulation tools are restricted to causal (or signal-flow) modelling.
In these tools, a unidirectional signal, which is essentially a time-varying
number, flows into a block. The block then performs a well-defined math-
ematical operation on the signal and the result flows out of the other side.
This approach is useful for modelling systems that are defined purely by
signals that flow in a single direction, such as control systems and digital
filters. This approach is analogous to an assignment, where a calculation is
performed on a known variable, or set of variables, on the right-hand side

and the result is assigned to another variable on the left: y := f(z).

Modelling how real physical components interact requires a different ap-

proach. In acausal modelling, a signal from two connected blocks travels
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in both directions. The programming analogy would be a simple equality
statement: y = f(x).

The signal includes information about which physical quantities (for ex-
ample, energy, current, torque, heat and mass flows) must be conserved.
The blocks contain information about which physical laws (represented by
equations) they must obey and, hence, which physical quantities must be
conserved. Elements allows to use both approaches: a physical system (with
acausal modelling) can be simulated together with the associated logic or
control loop (with causal modelling) in a manner that suits either task best.
When using the acausal modelling approach, it is useful to figure out the
through and across variables of the component to be modelled. In general
terms, a through variable outlines the flow of a conserved quantity and also
establishes the flow direction for the sign convention of that quantity, an

across variable indicates the driving force in a system.
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3.2 Elements vs. Simulink Modelling

Before to discuss actuator systems on Elements, it’s important to compare Ele-
ments and Simulink development environments, starting with the representation

of two simple second-order dynamical systems:
e Mass-Spring-Damper system (1-DOF);
e two Mass-Spring-Damper system, or Harmonic Oscillator (2-DOF).

The first is a simple physical system used for the initial approaches to modelling
while the second, as a first approximation, it can be representative of different
mechanisms like a hydraulic jack adapted to move a mobile surface, subjected to

any external load, through a yielding shaft.

3.2.1 Mass-Spring-Damper System

We will analyse a mechanical system of the MCK (Mass-Spring-Damper) type,
i.e. a typical example of a linear system with second-order dynamics.

This system, apparently too simple to offer concrete applications, constitutes in-
stead a valuable (even if elementary) model useful for the simulation of various
mechanical systems (seismographs, accelerometers, mechanical gyroscopic wheels,
structures in general...): it is the basic representative scheme of any mechanical
oscillating system.

The system under consideration consists of a mass M moving on a smooth hor-
izontal plane (i.e. in the absence of friction) under the combined action of an
external force F', of the elastic return force produced by an ideal spring of stiff-
ness K (i.e. a spring whose stiffness, unlike the real case, is constant with respect
to the elongation x) and of the damping force due to a viscous damper with a

dimensional damping coefficient C'.
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Figure 3.1: MCK System

Typically, in order to study these models, a system of equilibrium equations that

governs the physical phenomenon is defined (in this case, this will consist of a
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single second-order differential equation in the x unknown that establishes the

equilibrium of the forces acting on the mass), converted into the corresponding

set of algebraic equations by means of Laplace transforms, and then translated

into the corresponding block diagram.

At each instant, the forcing F is balanced by the sum of the inertia force, the

spring’s elastic return force and the damping force produced by the damper; this

equilibrium condition can be formalised mathematically by obtaining:
MCF—x+Cd—x+Ka::F (3.1)

dt? dt
Using the Laplace transform method, the above-mentioned second-order differ-
ential equation can be transformed into the simplest algebraic equation of the

second degree in the variable s:

Ms*z +Csz+ Kz =F (3.2)

From the latter, one can easily arrive at the corresponding Transfer Function:

z 1

G(S):F:MSQjLCs—i—K

(3.3)
To model the elementary block diagram, the differential equation must be rewrit-

ten as follows in order to obtain the expression for the mass linear acceleration:

d2_x P —Cdx/dt — Kz
de? M

(3.4)

Simulink model

The Simulink elementary block model is described as follows, together with the
Transfer Function model (derived by directly relating the forcing term to the
system response), in order to compare the results obtained from the two different

solving approaches.
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Figure 3.2: MCK Simulink model

In the following graph, it’s possible to see the mass dynamics described by both
the elementary block model and the Transfer Function, with the numerical error

between the two approaches.

Figure 3.3: MCK Simulink results
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The system is linear, and its reaction consists of an initial rise when force F is
applied, followed by an overshoot when the system is at rest. The position subse-
quently declines (since the elastic return is greater than the force F), and finally
the oscillatory dynamics is established, which attenuates and then settles on the
position value commanded to infinity.

As a verification that the two dynamics are superimposed, it can possible see the
position error calculated between x and z;¢ positions. This error is of the order
of 10715,

Elements models

For the Elements model, the same parameter set (shown in the table) was applied
as in the Simulink simulation, with the aim of achieving the best possible match
between the two models. Also the same solver has been set, using Euler first-order
fixed-step resolution method (odel), which is the simplest and most controllable

possible. The time step is set at 1le~*s in both simulation environments.

Main subsystern default sewings

Mame Type Default Value Default Units Descripdon
M Real vl 5 Mass [kg]
C Real | |7 Damping constant [Ns/rm]
K Real M E Spring constant [N/m]
F Real vl 5 Force [M]
L0 Real v | [0.05 Unstretched spring [m]

Table 3.1: MCK parameter set

Now, the different Elements models, built to replicate the Simulink one, are
presented.

The first models are an exact reproductions of the Simulink elementary block
diagram with the Transfer Function comparison.

Then, a physical model, built with 1D traslational components, is shown.
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It can be seen that the models, in this case, include a constant value, defined as

"Unstretched spring’, which is added to the simulation results (Probe). This is

an expedient carried out in order to have a better correspondence between these

models and the one built using physical components, since the Unstretched spring

value cannot be neglected when defining the equations that define the system.
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It can also be seen how much simpler it is to develop a physical model on Elements.
Only four blocks from the 1-D Translation library were used to represent the

system:
e Fixed frame I
e Spring-Damper SD
e Step force source F'Sy
e translational mass My

The results for the simulations of the three different models are presented below.
It is evident that the plots follow the same path as the graphs produced by

Simulink, a sign that the models are well developed.

Plot 1

T T T T T T T T 1
0 5 10 15 20
t

[—— Probe_startx_st[1] Probel x X[1] Probel_dx.DX[1]]

Figure 3.7: MCK, elementary block model results

Plot 1
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[—— Probe_startx_st[1] —— Probel x.X[1] Probe2. X —— Probel_dx.DX[1] —— Probe2.DX]

Figure 3.8: MCK, elementary block and physical models results comparison
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Plot 1

T T i T i 1
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t

[——Probe_startx st[1] —— Probel xX[1] Probe2.X —— Probe3.X[1] —— Probel_dx.DX[1] —— Probe2.DX|

Figure 3.9: MCK, elementary block, T.F. and physical models results comparison

As a verification that the three dynamics are superimposed, it can possible see the
position error calculated between the elementary block model with the physical
model (1) and the elementary block model with the Transfer Function model (2).

These errors are of the order of 10~ and 1016,

Plot 1
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Figure 3.10: MCK Elements position error - 1

Plot 2
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Figure 3.11: MCK Elements position error - 2
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Another interesting feature is the Elements 3-D visualisation framework.

It enables the creation and animation of three-dimensional graphical represen-
tations of multibody mechanical system models. This environment is useful for
examine the model’s 3-D configuration and visually evaluate the system’s perfor-

mance under different scenarios and at different simulation start times.

Multibody start

‘; O
ja_ OM ultibody
-

a X, DX, D2X, F

5

@®

F{E!I1

Figure 3.12: MCK Elements multibody mechanical model

As we can see, also this mass dynamic is superimposed to the other models’ ones.

Plot 1
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— Probe_start.x_st[1] Probel x.X[1] Probe2.X —— Probe3.X[1] Probel_dx.DX[1] Probe2. DX —— Multibody.X Multibody.DX

Figure 3.13: MCK Elements models results comparison

Two fragments of the 3-D graphical animation (starting time and elapsing time)
of the multibody mechanical system model, produced in conjunction with the

Elements simulation, are shown below.
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Figure 3.15: 3-D graphical animation Ty = 20s

3.2.2 Harmonic Oscillator System

Now, we will analyse a harmonic oscillator, i.e. a system consisting of two masses
connected to each other by means of an ideal spring (with constant stiffness
Kpr and independent of its relative deformation, equal to the difference between
the instantaneous position of the two masses y — ) and an ideal damper (with
constant dimensional viscous damping coefficient C'r and independent of the cor-
responding relative velocity): the first mass will be subjected to the ’'commanded’
driving force F; while the second mass will be subjected to the external load Fk.
The entire system is subjected to absolute damping by means of a viscous damper
connecting the first mass to a fixed reference. The mechanical configuration cho-
sen, the type of loads applied and also the name of the different coefficients are
consistent with the servomechanical applications that will be analysed later in

the chapter.

X .
Kg
Fi Fr
i M, M, 3
(1] [ ]
Ca Cq

QOO

Figure 3.16: Harmonic Oscillator system
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The dynamics of the system, clearly characterised by two translational degrees
of freedom (relating, for example, to the instantaneous position of the centre of

equilibrium of the two masses), is described by the following differential equations:

Mi+ Cpt = FyKr(x —y) — Cr(® —9)

(3.5)
Myjj = Kgr(x —y) + Cr(¢ —y) — Fr

In order to obtain the system’s elementary block model it’s necessary to introduce

a third equation:

Fy =Gy (Com —y) (3.6)

Inspired by a servomechanical configuration, the F); force applied to the mass M,
is proportional, via a GG); gain, to the position error Err, i.e. the difference be-
tween a hypothetical commanded position Com (command input of the dynamic

system) and the corresponding instantaneous position y of the mass M.
Simulink model
The three equations above represent the mathematical model of the problem

under investigation, and allow the Simulink algorithm to be constructed, as with

the previous MCK system.

R .

X [m]

Y iml

: DX [dams]
»0.1

Figure 3.17: Harmonic Oscillator Simulink model

Thanks to the step command, mass M; begins to move, and the mass M, follows
suit due to an elastic recall effect (at the beginning it starts quite slowly). The
two masses establish an oscillatory dynamics that tends to decrease: in about 2
seconds, the oscillations of x and y are nearly the same.

Then, the system is at rest and reaches the commanded position.

When the load Fr is applied, the previously resting system restarts, and both the
masses M; and My move away from the equilibrium point reached. The actual

equilibrium locations at which both masses are held will be different.
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Figure 3.18: Harmonic Oscillator, Simulink position results

Figure 3.19: Harmonic Oscillator, Simulink velocity results

The external force Fr and the relative stiffness between the masses M; and M,
define how far apart the final equilibrium positions are from the required position.

In fact, decreasing the Kg of the spring reduces the divergence.

Elements models

For the Elements model, the same parameter set (shown in the table) was applied
as in the Simulink simulation, with the aim of achieving the best possible match
between the two models. Also the same solver has been set, using Euler first-order
fixed-step resolution method (odel), which is the simplest and most controllable

possible. The time step is set at le~*s in both simulation environments.
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Main subsystern default sewtings

Name Type

Mx Real =
My Real R
Kr Real =
Cr Real =
Ca Real =
Fm Real =
Fr Real =
Gm Real =

Table 3.2:

Default Value Default Units

300

20

200

Description

First body mass kgl

Second body mass [kgl

Spring constant [NYm]

Relative dumping constant [Ms/m]
Absolute dumping constant [Ws/m]
Force applied on first body [N]
External load - second body [N]

Proportional gain (Fm - Mx)

Harmonic Oscillator parameter set

Now, the different Elements models, built to replicate the Simulink one, are
presented. The first model are an exact reproduction of the Simulink elementary

block diagram. Then, the physical model, built with 1-D traslational components,

is shown.

Probe1_dx

Probe1_x
o K
' x
1

£

-0

Figure 3.20: Harmonic Oscillator elementary block model
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Figure 3.21: Harmonic Oscillator physical model

Probet_y

¥

In this case, the Elements physical model representing the Harmonic Oscillator

system consist of:
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e Step source Com,
e Feedback F; (position error between command input and y)
e Gain block GM;

e Commanded force source F' Mj, which converts the adimensional input sig-
nal in a force output signal [N] that can interact with the physical model

of the system
o Fixed frame I}
e Translational damper C' A;
e Translational mass (1) M;
e Spring-Damper system KC' Ry
e Translational mass (2) M,
e Position sensor y;
e Step force source F' Ry

The graphs presented below show the system dynamic simulated by the Elements

elementary block model, which is exactly the same analysed on Simulink.

Plot 1

0 T T T T 1

0 2 4 6 8 10
t

[—— Probe2.Com[1] —— Probel_x.x[1] Probel_y.y[1]]

Figure 3.22: Harmonic Oscillator, Elements elementary block position results
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T T T T T T 1
0 2 4 6 8 10

[—— Probe1.Com[1] Probel_dy.Dy[1] Probel_dx.Dx[1]]

Figure 3.23: Harmonic Oscillator, Elements elementary block velocity results

It’s clear that the dynamics of the two masses described through Simulink and
Elements are identically. It can possible see the position error about x and y
calculated between Simulink and Elements position respectively.

(The comparison was performed by importing the Elements results into Matlab).

For x this error is of the order of 10713,

Figure 3.24: Position error (x) between Simulink and Elements

For y this error is of the order of 10714,

Figure 3.25: Position error (y) between Simulink and Elements
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We can now focus on comparing the two different Elements models.
Graphs showing the results of the simulation conducted on both models (the one

with elementary blocks and the one with physical blocks) are shown below.

Plot 1

0.8 -

0.6

0.4 —
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[—— Probe2 xx Probe2_y Probe2.Com[1] —— Probel xx[1] —— Probel_y.y[1]]

Figure 3.26: Harmonic Oscillator, Elements models position results
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[—— Probel.Com[1] —— Probel_dy.Dy[1] Probel_dx.Dx[1] —— Probe2 x.Dx —— Probe2_y.Dy|

Figure 3.27: Harmonic Oscillator, Elements models velocity results

As a verification that the two dynamics are superimposed, it can possible see
the position error about x and y calculated between the two models position

respectively. For both x and y this error is of the order of 10717,
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Figure 3.28: Position error (x) between Elements models
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Figure 3.29: Position error (y) between Elements models
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3.3 Electromechanical Actuator

On commercial or military aircraft currently in use, flight controls are usually
hydraulically or electrically powered. For the primary controls, hydraulic boost-
ing is generally used, with linear cylinder-piston motors or, more seldom, rotary
motors. Secondary controls can be implemented using hydraulic or electric rotary
motors. In recent decades, mainly as a result of the development of reliable electric
motors with a high power-to-weight ratio and the consolidation of the necessary
technologies, electromechanical secondary controls have established themselves in
the field of small powers (typically <7kW) and, although with due caution, are
also beginning to find practical uses for implementing primary controls (especially
in the field of UAVs and small aircraft).

In this section, a typical primary flight control architecture realised with an elec-

tromechanical position servomechanism will be schematicallyexamined.

Error

Detactor
RslrereTcs Amplifier Servo- Controlled
npu maotor Device
Feedback Loop

Figure 3.30: Schematic blocks representation of the examined EMA system

In order to develop the numerical model of the system, it will be assumed that the
electric motor, gearbox, user and position transducer are connected to each other
by means of an infinitely rigid transmission, thus neglecting line yielding, and
free of mechanical backlash. In this way, it is possible to reduce all the inertias
of the system to a single equivalent inertia .J, and similarly, to consider a single
viscous damping coefficient and equivalent friction ¢ (operationally, all inertial
and viscous terms relating to components of the system, as well as any external
loads applied to the user itself, will be reduced to the motor shaft by means of

the relative transmission ratios).

TXI Tl.
- - N ——— -
4:9:9

Figure 3.31: Schematic physical representation of the examined EMA system

The rotational dynamic equilibrium equation of the mechanical system just de-
scribed will be:
JO+c0 =Ty — Ty (3.7)
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Where T, is the driving torque produced by the rotor’s magnetic induction field,
T}, is the resistant torque produced by the external loads acting on the driven
organ (suitably reduced to the rotor shaft) and € the angular position of the
mentioned rotor.
Bearing in mind that the first derivative of the angular position 6 is equal to the
rotational speed of the motor wy;, the speed can be made explicit:

B Ty — T — cwopr

o= L (3.8)

From which the baseline model for the system analysis can be derived in both

Simulink and in Elements environment.

TL
v T efficace D2TETA DTETA
1
™ —p 10 > > = > 1
Inerzia del sistema Teta
= anico rid D
all'albero motore
Coefficiente viscoso
e d'attrito equivalente
Figure 3.32: Simulink torque-driven model
T
Probe1
D2teta, Dieta, ’4‘ Teta
/ 3 / N
Probe2
O robe;
Omega

Figure 3.33: Elements torque-driven model

Assuming a Separately Excited DC motor, realised with a Permanent Magnet,
the equation for the electromechanical characteristic of the electric motor can be
deduced, i.e. that mathematical model which, from the supply voltage V4, works

out the corresponding value of the motor torque T); as a function of the angular
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speed developed. The motor torque is proportional to the electric coil current I

through a proportionality coefficient G (motor torque gain):
Ty =Gyl (3.9)

Furthermore, the supply current is in turn proportional to the supply voltage V4
less the counter-electromotive force Vj according to a ratio 1/R, where R is the

ohmic resistance of the coils:

Va—Vu
R
Since the electrical resistance of the coils is modelled as purely ohmic, the induc-

I (3.10)

tive effects are neglected, which, by delaying the dynamic response of the system,
would slow down the variation of the current flowing in the motor.

In fact, according to the purely ohmic model, the current should evolve instan-
taneously in a fashion proportional to the supply voltage. Whereas, according
to more advanced and realistic modelling, transients should develop, which can
be represented, to a first approximation, by first-order dynamics (now neglected,
due to their very rapid evolution, but taken up further on in the study):

dl

Vi—Var=RI+ L (3.11)

Analysing the mechanical characteristic of the electric motor, it can be observed
that the maximum torque is developed in stall condition (w = 0) and decreases
until it is null at a maximum speed, known as the no-load speed. In fact, in
proportion to the angular speed of the rotor w, the counter-voltage (known as
counter-electromotive force) increases, which tends to reduce the torque delivered

by the motor.

@— Stall Torque
*— No load speed

100% load

Torque

60%

Speed

Figure 3.34: Mechanical characteristic of the Separately Excited DC motor

It is possible to integrate the above-mentioned electromechanical model as follows:

Vi—k
Thr = GMAT“M (3.12)
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It is possible to think of F.C.E.M. as proportional to the angular speed of the
electric motor by means of a constant k characteristic of the given motor type.

The model derived from the above considerations are shown below, in the block
diagrams developed in both Simulink and Elements environment.

Tensione

A 4

Corrente

Guadagno Coppia Motrice
in coppia
Sat.

Tensione

Tensione

[N*m/A] Corrente

° locita Coppia M
I EM N 1 Velocita Speed
Model g s
Va
Coeff. Forza Elettromotrice ~CJ < [
| Smorzam. Viscoso
Kfceml-
Figure 3.35: Simulink voltage-driven model
L3
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Figure 3.36: Elements voltage-driven model

To conclude the discussion of the servomechanism, it is necessary to close the po-
sition feedback by expressing the relationship that links the supply voltage of the
rotor terminals with the corresponding position error, in other words, with the
input of the driver, by defining the characteristic equation of the motor controller
(power supply /amplifier unit that drives the electric motor).
The modelling of the aforementioned comparator /amplifier is usually carried out
by neglecting the delays due to the dynamics of the various electronic compo-
nents and adopting a dynamic model with instantaneous response, which directly
correlates the position error Err to the V), voltage by means of an appropriate
amplification gain G 4:

Va= ErrGy (3.14)
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Substituting all the relations obtained, it results in:
G ErrGa—kwy T — cw
M Bt (3.15)

J

The corresponding electromechanical servomechanism model is derived from this

equation, in both Simulink and Elements environment.
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Figure 3.37: Simulink electromechanical servomechanism model
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Figure 3.38: Elements electromechanical servomechanism model

o

Posizione

Taking a close look at the block diagram, it is immediately clear that there are
two ’Saturation’ blocks and one 'PID’ block (these blocks are included in both

the Simulink and Elements libraries), which are not reflected in the mathematical

model shown above.

The second block comes under the field of controlling and will be explored further

with practical examples.

The former, on the other hand, make it possible to limit the value of the input

signal within a given band, enabling simulations to be carried out to evaluate the

dynamic response of the system subject to saturation phenomena.

Before going any further, a few remarks should be made about the non-linear

nature of the physical system examined:
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e the occurrence of saturation phenomena in the signal produced by the am-
plifier and in the flow of magnetic induction in the electric motor’s irons,

introduces effects into the system’s dynamics that cannot be simulated in
purely linear models;

e in order to ensure acceptable accuracy in simulations, it is often necessary

(and appropriate) to take such non-linearities into account by introducing
appropriate non-linear blocks;

e the adoption of a non-linear model does not necessarily entail an increase

in model complexity; in fact, the introduction of appropriate non-linearities

(representative of the model’s physics) makes it possible to obtain, with
relatively simple models, particularly accurate simulations.

Looking again at the mechanical characteristic of the electric motor, it can be

seen that as the supply voltage increases, the curves shift towards higher torques:

Torque

@— Stall Torque
*— No load speed

100% load

Speed

Figure 3.39: Ideal mechanical characteristic of the electric motor

Actually, due to the aforementioned phenomena of saturation of the magnetic
induction flux of the rotor field, it can be seen that, at a certain point, while

continuing to increase the coil current (i.e. the V4 supply voltage), there will no

longer be a corresponding increase in the torque delivered by the motor.
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Figure 3.40: Real mechanical characteristic of the electric motor
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In the remainder of the chapter, it will first compare the output values obtained
from the simulations of the models previously illustrated (Figures 3.37 - 3.38) in
the two environments.

Next, a model built with physical components in Elements will be described. Af-
ter comparing the latter model with the elementary block ones, the peculiarities
of the modelled electromechanical servomechanism will be examined by analysing

its dynamic response under various command and load conditions.

The data used for the simulations are summarised in the table shown below.
The parameters that vary under different command and load conditions will be

specified in each case.

Main subsystem default settings

Name Type Default Value Default Units Description
DT Real ~ | 0.0001 Step size [s]
] Real v| |0.02 Equivalent inertia [kg*m~2]
[ Real ~| | 0.05 Coef. viscous friction and equivalent friction [N*m*s/rad]
R Real > 110 Equivalent Resistance [OhmI=[V/A]
k Real > 1 coeff EMF [V*sfrad]
GM Real ~ |20 torque gain [N*m/A]
L Real ~| | 0.01 inductance [H]=[v*s/A]
GAP Real > 100 Gain P [V/m]
GAD Real v |0 Gain D [V*s/m]
GAS Real > 0 Gain speed-loop [¥*s/m]
Vmax Real ~| |25 Max tension [v]
TMM Real ~ 50 Max torque [N*m]

Table 3.3: EMA parameter set

The dynamic response produced by the non-linear EMA system due to a step
command of unit amplitude and an external load of 25% of the stall load is

illustrated below.

Figure 3.41: Simulink EMA response to unit step and 25% external load - 1
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Figure 3.43: Elements EMA response to unit step and 25% external load - 1
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Figure 3.44: Elements EMA response to unit step and 25% external load - 2

Analysing the figures, it can be seen that at the instant the command step is ap-
plied, voltage and motor torque reach saturation value due to the high position
error. As long as the torque is in saturation, the dynamic model of the system

(second order) degrades to a simple first-order model since, in this condition,
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whatever is upstream of the saturation block is unable to influence the dynamics
of the system (under such conditions, the saturation block is seen downstream as
a simple constant input, while any feedback loops closing upstream of this block
do not affect its response).

As the velocity increases, the FCEM increases and, consequently, the effective
voltage and thus the drive torque decreases. When the error is reduced appro-
priately, the voltage also returns to the linear range, and thus the EMA response
once again assumes the typical pattern of a subcritical second-order system con-
verging asymptotically to the commanded position.

In fact, in the Figure 3.41, one can observe the course of the position (yellow
curve) which, following the step command (red curve), emerges at a horizontal
tangent and, after a stretch with a linear trend (i.e. an almost constant veloc-
ity, in which the voltage is in saturation and the system evolves as a first-order
dynamic in velocity instead of second-order in position: it develops a velocity
asymptotically tending to the steady state value for which the equilibrium be-
tween commanded voltage, FCEM and the corresponding viscous effects is re-
alised), it converges back to the commanded position with a damped oscillatory
dynamic (i.e. a linear second-order).

By applying an external load equal to 25% of the stall load for ¢ = 0.5[s], it can
be seen how, at the instant the load is applied, the motor withdraws from the
commanded position and, at the same time, the motor torque increases abruptly
until it reaches a constant value that balances the said load. Obviously, if the
external load is less than the maximum drive torque that can be developed by
the motor, the system will reach an equilibrium configuration (at steady state,

the error will be at a constant value).

After this brief analysis of the system dynamics represented by the graphs above,
it can be clearly seen that the results generated by the two calculation envi-
ronments correspond with a more than good approximation, as verified in the

previous paragraphs.
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We can now introduce the model that will be the object of study, built using the

Elements libraries featuring physical components.
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Figure 3.45: Elements EMA physical model

On the left side, there is a multiple choice signal source, with which different
types of commands (step, ramp, sine wave...) can be simulated.

The PID and Saturation blocks remain identical to the previous model.

Blocks belonging to the Elements Electric library (Voltage Generator, Resistance,
Inductance, Current/Torque Converter, Ground) were used to model the DC mo-
tor, characterised by a blue colour.

The output torque of the electric motor is measured by a torque sensor, so that
the scaled value can go to the input of the Saturation block and be added to the
external load.

At this point, the resulting dimensionless value is converted back into a torque,
which acts on the rotating inertial mass component.

To close the loop, the angle # and angular velocity w are measured from the

rotating mass (the latter will also be multiplied by the friction coefficients in a
feedback loop).

The simulation results of the current model are shown below, together with those
of the elementary block one. It can be seen that the graphs are exactly superim-

posed.
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Figure 3.46: Elements EMA response comparison (unit step and 25% external load) - 1
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Figure 3.47: Elements EMA response comparison (unit step and 25% external load) - 2

As a verification that the two dynamics are superimposed, it can possible see

the angular position error calculated between the two models 6 respectively. The
error is of the order of 10717,
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Figure 3.48: Theta error between EMA physical and elementary block models

After this comparison between different types of models representative of the sys-

tem under study, other scenarios can be tested varying the simulation parameters.
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DC Motor: Ohmic vs. Ohmic-Inductive

Within the model, the system’s DC electric motor can be represented by the
Resistance R (Ohmic), or by the sum of the Resistance R and the Inductance L
(Ohmic-Inductive). For ease of description, the reference model is purely ohmic:
this results in a faster response and overestimates the stability of the system, but
can be accepted as a first approximation in certain cases. To establish when the
inductance can be neglected, the coefficient 7 = }% is introduced: if this parameter
is sufficiently small with respect to the characteristic time of the system, then the
purely ohmic motor approximation can be accepted.

The results of three different scenarios with varying inductance are shown below:

e L=001H
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Figure 3.49: Ohmic-Inductive (L = 0.01H) response - 1
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Figure 3.50: Ohmic-Inductive (L = 0.01H) response - 2

With such a small value of inductance, the parameter 7 is negligible with
respect to the characteristic time of the system and the purely ohmic motor
approximation is verified.

If we zoom in on the point at which the step command is actuated, however,
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for the angular velocity w, we can see how the two dynamics differ. As

mentioned earlier, the ohmic model has a faster response, while the ohmic-

inductive model has a horizontal tangent caused by the inductance that

retards the system’s response.

Figure 3.51: Angular velocity w detail (Ohmic, R = 109)

Figure 3.52: Angular velocity w detail (Ohmic-Inductive, R = 109Q2; L = 0.01H)

o L =0.03H

A detail of the system’s response is shown below. It can be seen how, by

increasing the value of the inductance (and thus of 7), the dynamics are

altered compared to the purely ohmic model.

[—— Coppia Motrice.Tm[1] Tensione.Va[1] Velocita.omega|

Figure 3.53: Ohmic-Inductive (L = 0.03H) response detail
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e [ =0.1H
Finally, we test the system with an inductance value one order of magnitude

higher.
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Figure 3.54: Ohmic-Inductive (L = 0.1H) response - 1
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Figure 3.55: Ohmic-Inductive (L = 0.1H) response - 2

With this inductance value, the system is no longer stable.
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Input Command Signal

In the reference model, the position command for system actuation is defined by
a step signal, which at a certain time ¢ assumes a non-zero value towards which
the system must converge. This type of model is ideal, since in reality the sys-
tem’s actuation velocity depends not only on the amplitude of the command, but
also on external factors such as bearing wear, system friction, aerodynamic load
acting on the driven surface, etc. Taking a trailing-edge high-lift device (flap) as
an example, the pilot does not have a continuous selector to actuate the surfaces,
but rather a discrete command. The control of the mechanism is therefore a step
command, but the position controller translates that command by means of a
ramp. This is done to prevent symmetrical control surfaces, in this case the flaps,
subject to different boundary conditions, from giving an unexpected roll moment.
The ramp command, with a suitably defined slope, allows two symmetrical sur-
faces to actuate without leading to an excessively uneven actuation, which can

be compensated for by the autopilot.

We will now look in detail at an example of actuation with a ramp control, having

a slope r = 1rad/s.

Command
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Figure 3.56: Ramp input command (r = 1rad/s) response - 1

In this command, which is typical for flaps, the position is linearly varied over
time, which is equivalent to imposing a certain extraction velocity (useful if de-
sired to avoid asymmetrical surfaces actuation).

Differently to what happens with a step command, in this case the system does
not start quickly to reset the error, but there is an initial transient in which the

error grows to a value that causes the controlled surface to move.
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Figure 3.57: Ramp input command (r = 1rad/s) response detail - 1

The one shown in the figures is a typical ramp actuation: the error, after a
short transient and an overshoot, goes to convergence and the system position
settles to a value parallel to the assigned command. The difference between the
command and the actual position remains constant because the controller is only

proportional.

Actuation
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Figure 3.58: Ramp input command (r = 1rad/s) response - 2

As the error increases, the supply voltage and drive torque increase. The velocity
evolves more slowly until a constant value is reached (the value obtained coincides

with the slope of the ramp).
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Figure 3.59: Ramp input command (r = 1rad/s) response detail - 2
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Next, we examine periodic commands, in particular the sinusoidal command,
which is typical of control surfaces that perform high-frequency compensation
(e.g. the Eurofighter’s canards).

For this type of analysis, we increase the simulation time to appreciate the results

and, for simplicity, we impose no external load.

e Semiamplitude A = 0.5rad and frequency f = 2w rad/s =1Hz

f |
—02 1 f

T T — —T T T — T o 1
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t

ErroreEx[1] —— Posizione.teta Sin.Comf[1]

Figure 3.60: Sin input command (A = 0.5rad/s; f = 1Hz) response

The sinusoid can be thought of as a ramp that varies over time, so, as can
be easily guessed, the actual position is in pursuit of the commanded one,

always with a slight delay (as can be seen in Figure 3.61).

—— Erore.Enf1] Posizionetet: Sin.Com[1]]

Figure 3.61: Sin input command (A = 0.5rad/s; f = 1Hz) response detail

e Semiamplitude A = 0.5rad and frequency f = brrad/s =2.5Hz
In this case, increasing the command frequency increases the phase shift

between commanded and actual position.
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Figure 3.62: Sin input command (A = 0.5rad/s; f = 2.5Hz) response

e Semiamplitude A = 0.5rad and frequency f = 20w rad/s = 10H z
In this case, the phase shift increases significantly. The commanded and
actual positions are almost in quadrature, and being close to the cutoff

frequency, an attenuation phenomenon can be appreciated.
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Figure 3.63: Sin input command (A = 0.5rad/s; f = 10H z) response

e Semiamplitude A = 0.5rad and frequency f = 407 rad/s = 20H z
In this case the response is extremely different. The actual position is very
attenuated, because the system is in antiphase (the phase shift is about
180°) and part of the control is performing an antagonistic behaviour: the

disturbance, instead of being attenuated, is being amplified.
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Figure 3.64: Sin input command (A = 0.5rad/s; f = 20H z) response

e Semiamplitude A = 0.05rad and frequency f = 107 rad/s = 5Hz
If the amplitude of the sine wave is reduced, there is no appreciable differ-
ence in the response. This happens because the command is small enough

not to saturate the system.
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[—— Etrore Enf1] —— Posizione.teta Sin.Com[1]]

Figure 3.65: Sin input command (A = 0.05rad/s; f = 5H z) response

e Semiamplitude A = 5rad and frequency f = 10mrad/s = 5Hz
If, on the other hand, the amplitude of the sine wave is increased, there
is no longer a sine wave as a response. What is shown in Figure 3.66
is a connected sawtooth, which indicates that the amplifier has entered

saturation, and the system responds linearly.
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Figure 3.66: Sin input command (A = 5rad/s; f = 5H z) response - 1

Increasing the command amplitude means imposing higher velocities on the
actuator during the same period. The system, however, is limited by the

supply voltage provided by the amplifier, which goes into saturation.
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Figure 3.67: Sin input command (A = 5rad/s; f = 5Hz) response - 2
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External Load

We will now reset the input as a step command, and we vary the external load
applied to the actuator, in order to analyse the system’s response to these new
conditions. As areminder, in the reference model, the external load was defined as
Ty, = 25%TMM (TMM = 50Nm, the maximum torque that can be developed
by the mechanism,equal to the stall load), applied at ¢t = 0.5s.

o T; =50%TMM = 25Nm at t = 0.5s
As the load increases, the steady-state error under load obviously also in-

creases: the error is greater because it has to compensate for a higher load.
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Figure 3.68: External load (17, = 50% T M M; t = 0.5s) response

o T) =T75%TMM =37.5Nm at t = 0.5s
By further increasing the external load, a linear dependency between load
and error is observed. The dynamics are fast enough to contrast the effect

of the load acting on the moving surface and reach the equilibrium.
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Figure 3.69: External load (Tp, = 75% T M M; t = 0.5s) response
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o It =TMM =50Nm at t = 0.5s
If, on the other hand, the external load is imposed equal to the maximum

torque that can be delivered by the actuator, the situation changes.
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Figure 3.70: External load (T, = TMM; t = 0.5s) response - 1

From the equilibrium position, the electric motor receives a very high load
(equal to the stall load), which causes the system to regress. As it regresses,
the error increases and so does the torque, which quickly reaches its satu-
ration /maximum value (the system is degraded to first order).

In this condition, the resistant torque is balanced by the torque provided
by the motor, but in the meantime the system has developed a rather high
velocity due to the disturbance. The established equilibrium between the

external load and the driving torque is thus disturbed by the viscous actions.
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Figure 3.71: External load (T, = TMM; t = 0.5s) response - 2

Another peculiarity of this case under consideration is the difference be-
tween the time constants. At the beginning, when the step command is
given, the system responds very quickly, whereas when the disturbance ar-
rives, the transient to reach equilibrium is much longer.

This is due to the fact that two different degradations come into play. At
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start-up, due to the error, the supply voltage goes into saturation while
the drive torque remains in the linear range. Instead, when the external
disturbance occurs, it is the driving torque that goes into saturation first,
and the supply voltage reaches saturation as the moving surface continues
to recede under the load.

The system, degraded to first order, will therefore continue to function, but
only under the effect of the viscous action of the mechanism’s bearings,
because the contribution of the counter-electromotive force is inhibited by

saturation.

o T, =51Nm at t =0.5s

T y T y T y T y al
0 02 04 0.6 08 1
t

[—— Etrore En[1] —— Posizione.teta Step.Com[1]]

Figure 3.72: External load (77, = 51Nm; t = 0.5s) response - 1

By applying an external load that exceeds the maximum torque that the
motor can deliver, the system is no longer able to balance the disturbance
and the actuation velocity, after a long transient, settles at a constant neg-
ative value. Again, the system goes into saturation, but after the transient,
it no longer reaches a condition of static equilibrium. When the transient
is exhausted, the excess 1Nm of the load is compensated by the only re-
maining counter-reaction loop, the viscous one.

The value of the residual velocity multiplied by the coefficient of viscous

friction is exactly equal to 1Nm.
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Figure 3.73: External load (77, = 51Nm; t = 0.5s) response - 2
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PID Control Logic

Whenever, with the same external load, if a reduction in the corresponding error
value is required (i.e. the system is required to be more rigid to loads), the EMA

can be modified in various ways:

e adopt a motor with a higher torque gain

(which means modifying the design, increasing both weight and size),

e increase the gain of the proportional GAP controller

(which means increasing the supply voltage for the same error),
e add a GAI integral term (suitably limited) into the PID control logic.

A Proportional-Integral-Derivative (PID) controller is a feedback-based control
loop mechanism that is commonly employed in industrial control systems and
other applications that require actively modulated control. A PID controller
constantly calculates an error value e(t) as the difference between a desired set-
point (SP) and a measured process variable (PV) and makes a correction based on
proportional, integral, and derivative terms (denoted P, I, and D, respectively),
as the name suggests. The capacity to use the three control terms on the con-
troller output to apply accurate and optimal control is what characterises the
PID controller.

The proportional term P is always present in control logic because it is the factor
that, multiplied by the measured error, allows the desired setpoint to be reached.
Since the controller requires an error to generate the proportional output re-
sponse, using proportional control alone results in an error between the setpoint
and the process value. Under steady-state process conditions, an equilibrium is
achieved with a constant SP-PV ’offset’.

The integral term I The I takes into account past values of the SP-PV error and
integrates them over time to produce the GAI integration term. For example, if
there is a residual SP-PV error after applying proportional control, the integral
term attempts to eliminate the residual error by adding a control effect due to
the cumulative historical value of the error. When the error is eliminated, the
integral term ceases to grow. In this way, the proportional effect decreases as the
error decreases, but is offset by the increasing integral effect.

The derivative term D The D is the best estimate of the future trend of the SP-
PV error, based on its current rate of change. It is sometimes called 'anticipatory
control’; as it effectively attempts to reduce the effect of the SP-PV error by
exerting a controlling influence generated by the rate of change of the error. The

faster the change, the greater the controlling or damping effect.
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Returning then to the configuration of the reference model, we will analyse the

effects of the PID block on the system’s response.

First, let’s start by investigating the influence of the proportional term.

e GAP =500
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Figure 3.74: PID (GAP = 500) response

e GAP = 2500
By increasing the proportional term, it can be seen that the error is reduced,
but, at the same time, large overshoots and undershoots arise, which smooth

out after an oscillating transient.
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Figure 3.75: PID (GAP = 2500) response

e GAP = 10000
Taking the proportional term to the limit leads to instability: the figure
below shows the physical limit cycle in which the system is no longer able

to respond to the external load.



Systems Modelling 66

0.10

—0.05

T T T T T T T T 1
0 0.2 0.4 0.6 0.8 1
t

[—— Etrore En[1] —— Posizione teta Step.Com[1]]

Figure 3.76: PID (GAP = 10000) response

In conclusion, what is desired by loading the proportional term is a high impedance

to external loads, but without leading to instability.

Next, we introduce the integral term, used in conjunction with proportional one

to compensate for long-term disturbances.

e GAI =1000, GAP = 100
By adopting a PI control, after a certain transient depending on the value

of the integral term set, the error is reset to zero.
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Figure 3.77: PID (GAI = 1000, GAP = 100) response

e GAI =5000, GAP =100
Increasing the gain of the integral reaches the setpoint faster.
Thus, the system’s response becomes quicker, but at the same time, the
value of the supply voltage (proportional to the integral of the error in
time) increases, which can lead to complications in the actuation.
The presence of the integral tends to reduce the stability margin of the

system, resulting in the peaks seen in the figure below.
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Figure 3.78: PID (GAI = 5000, GAP = 100) response

e GAI =10000, GAP = 100
Taking the integral term to the limit leads to instability: the figure below
shows the physical limit cycle in which the system is no longer able to
respond to the external load.
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Figure 3.79: PID (GAI = 10000, GAP = 100) response

When using PI control logic, attention must be paid to the value of the integral.
For this purpose, filters, known as anti-windup methods, are added to prevent

the system from saturation due to the integral term.

Finally, we add the derivative term to the control logic, used to return the response
to the stability margin.

e GAD =1, GAI =100, GAP =100
By introducing a small value of derivative gain, the oscillations created by

the integral term (which reduces the stability margin) are dissipated.
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Figure 3.80: PID (GAD =1, GAI =100, GAP = 100) response

Instead of the peaks previously seen, there is a small overshoot that slowly

attenuates due to the integral term.

The use of the PID algorithm does not guarantee optimal control of the system or
its stability. The controller’s response can be described in terms of responsiveness
to an error, the degree to which the system overshoots a setpoint and the degree
to which the system oscillates.

Although a PID controller has three control terms, some applications require only
one or two terms to provide adequate control. This is achieved by setting unused
parameters to zero and is called a PI, PD, P or I controller in the absence of the
other control actions.

Thus, when using PID control logic, it is necessary to be careful about the val-
ues one assigns to the three terms because the system is very sensitive to their
influence. The balance of these effects is achieved by calibrating the tuning con-
stants to produce the optimum control function, and must be derived for each
control application. Approximate values of the constants can usually be initially
entered knowing the type of application, but are normally refined, by "bump-
ing’ the process into practice, introducing a setpoint change and observing the

system’s response.



Chapter 4
Co-Simulation

By combining several simulation disciplines, co-simulation offers engineers unique,
more thorough, and holistic performance insight. MSC CoSim can integrate ev-
erything from acoustics to multibody dynamics (MBD), Computational Fluid
Dynamics (CFD), structural analysis, and explicit crash dynamics. Being capa-
ble of rapidly and easily examining solutions with co-simulation, for instance, at
a time when the engineering team is not yet committed to any particular strategy
should allow for meeting performance criteria with lighter suspension, which can
enhance a vehicle’s fuel efficiency.

The MSC CoSim engine aims to operate as a co-simulation interface for the direct
integration between different solvers and disciplines within a multiphysics frame-
work. FEngineers can use MSC CoSim to create co-simulation models between
Adams, Marc, MSC Nastran, scFLOW, and scSTREAM. However, Hexagon sup-
ports a variety of co-simulation approaches in addition to the CoSim engine, such
as the Functional Mock-up Interface (FMI), Adams Marc Co-Simulation Interface
(ACSI), and more.

Non-linear Stress Force
Analysis

Crosswind Analysis Simulation
Engine

MBD Non-linear Stress-
Figure 4.1: MSC CoSim engine
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Engineers can use Hexagon’s solutions in two ways, depending on the type of
analysis: Co-Simulation (applying several physics to the model at the same time)
or Chained Simulation (passing load case results from one analysis to the next).
Chained simulation enables CAE engineers from several divisions to successively
combine different fields and increase the overall simulation accuracy. For ex-
ample, providing the road load data from an Adams Full Vehicle model to the
downstream MSC Nastran model for the stress and durability tests.

Co-simulation, on the other hand, is of two types:

e Co-simulation o Discrete mode: Specifies that one application solve the
mechanical system equations and the control application solve the control
system equations. The two applications exchange inputs and outputs at
predetermined time interval also known as the communication interval or
co-simulation interval.

For most analyses, the discrete mode is generally the more efficient sim-
ulation method. It is faster and can handle complex models better than
continuous mode. You should use continuous mode when equations solved
in the control system would cause a large coupling effect on the Adams
data. For example, you might prefer to use the continuous mode if your
analysis requires a very small time step.

To preserve the proper dynamics for a mechanical system, discrete mode
should sample the mechanical system at least five times greater than the
highest frequency of interest. If the time step is too small to sample at five

times the highest frequency, then you should use continuous mode.

e Function Evaluation or Continuous mode: Specifies that the control appli-
cation solve both the mechanical and control system equations.
In continuous mode, the control system package solves the equations of mo-
tion for the combined controls and mechanical dynamics system. Adams
formulates the equations of motion for the mechanical subsystem and pro-
vides information to the controls package as needed. Typically Adams sim-
ulations involve solving a set of differential (equations of motion) and al-
gebraic (constraint and applied force) equations, known as a DAE system.
The Adams integrators are specially tuned for efficient solution of this type
of problem. Using coordinate partitioning, Adams can also formulate the
equations of motion based on a minimum independent set of system states.
This results in a compact ordinary differential equation (ODE) formulation
of the equations of motion. Typically this system of equations is more dif-
ficult to solve numerically than the DAE method described above.
The benefit of this ODE formulation is that the state values and time deriva-
tives can be easily communicated to the controls package. Using this infor-

mation, the controls package can form a combined ODE system describing
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the controls and mechanical states. This is the problem that the controls
package then solves with its own integration techniques. When a new set
of state values is found in the controls package, Adams is called to find
the time derivatives of these states, based on the ODE formulation that
Adams has created for the mechanical states. This is why it is known as
“function evaluation” mode. Adams simply sets up the equations of motion

and provides time derivative information for the states in this mode.

To perform co-simulations between Adams and Elements, FMI approach must be
addressed. Functional Mock-up Interface (FMI) is an open standard to support
the exchange of simulation models and coupling between different tools. It pro-
vides two user scenarios: Model Exchange and Co-Simulation. Currently, both
Adams and Elements provides the support for FMI Co-Simulation (both Parent
and Child mode) and Model Exchange (Parent mode).

In the FMI Parent mode, Adams (or Elements) could import external models
that conform to the FMI CoSimulation/Model Exchange standard. The model is
also called Functional Mock-up Unit (FMU). The user needs to specify the com-
munication interval in case of co-simulation and could then perform simulation
using Adams (or Elements) as the parent.

In the FMI Co-Simulation Child mode, the user could export an Adams (or El-
ements) model as an FMU, and then use it in any software which supports the
FMI Co-Simulation parent mode.

The FMU file is a zip formatted file which contains a model description file in
XML format, a binary file for the model as well as optional resource files and
source codes for the binary file. The model description file provides information

such as input/output and capability flags.

Hexagon products support SmartFMU standard, too.

The SmartFMU is an enhanced Functional Mock-up Unit file that simplifies in-
spection and editing of the contents of an FMU. This standard extends the FMI
specification to include model files, a model schematic diagram and extended doc-
umentation. The primary application of a SmartFMU is to facilitate interfaces
between Adams, Elements and Easy5. Typically, a FMU is a ‘black box’ that
is difficult to inspect & modify. The SmartFMU makes it easy to inspect, mod-
ify and update the contents of the FMUs that are shared between the tools. A
SmartFMU is intended to simplify the tasks of model creation and modification,
and it makes it easy to view and edit the FMU source directly from within the
host tool (12).
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4.1 Adams: Multibody Analysis

Multibody analysis is the process of simulating the motion and interaction of
multiple bodies or components within a system. In the context of actuation sys-
tems, multibody analysis can be used to predict and optimize the performance
of complex mechanical systems, such as aircraft flight control systems.

Multibody system analysis software is an essential component of modern Mechan-
ical Computer Aided Engineering (MCAE) practise since it allows you to model
the operating performance of a product design before manufacturing a prototype.
As a result, product development expenses are reduced, more alternative designs

can be evaluated, and the time it takes to bring a new product to market is cut.

Adams is an extremely capable modelling and simulation environment. It can
be used to create and simulate a model of any mechanical system with moving
parts. You can test your model in the same contexts that your final product
will be exposed to. Additionally, you may check your model against test data
and refine it with flexible parts, realistic geometry, and controls. Finally, you
may identify the critical characteristics that influence your product design and
determine the optimum combination of design values to achieve the best product
design. The best part is that you can do all of this over and over again, saving
time and money.

Adams provides a graphical interface for setting up and running multibody sim-
ulations, it supports engineers in analysing the dynamics of component motion
and the distribution of loads and forces in mechanical systems by reproducing the
behavior of the systems in a virtual environment. Product designers frequently
fail to understand real system performance until late in the development cycle.
Mechanical, electrical, and other subsystems are validated against their specific
requirements during the systems engineering process, but full-system testing and
validation occurs later, resulting in riskier and more costly rework and design
modifications than those performed earlier.

Adams, the world’s most popular and commonly used Multibody Dynamics
(MBD) environment, boosts engineering efficiency and lowers product devel-
opment costs by enabling early system-level design validation. Engineers may
better optimise product designs for performance, safety, and comfort by evaluat-
ing and managing the intricate relationships between disciplines such as motion,
structures, actuation, and controls. It is optimised for large-scale issues, taking
advantage of high performance computer systems, and has extensive analysis ca-
pabilities. It runs non-linear dynamics in a fraction of the time required by FEA
solutions by applying multibody dynamics solution technology. Adams simula-

tions increase FEA accuracy by providing a better understanding of how loads and
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forces vary throughout a complete range of motion and operating situations. It
offers optional modules that let users to integrate mechanical components, pneu-
matics, hydraulics, electronics, and control system technologies to create and
test virtual prototypes that accurately reflect the interactions between multiple

subsystems (12).

4.1.1 Adams Controls

In addition to its standalone capabilities, Adams also supports co-simulation with
other software tools, such as control systems design software. Co-simulation al-
lows to integrate the mechanical system model with control system models and
simulate the behavior of the entire system under different conditions. This ap-
proach enables engineers to optimize the mechanical actuation system design
while taking into account the behavior of the control system, resulting in more
accurate and reliable system performance.

Adams Controls is an Adams plug-in that allows you to easily include advanced
control systems into mechanical models. It includes modelling elements that

transport data to and from the control system model.

The mechanical designer and the controls designer typically start from the same
concept but apply distinct kinds of software tools in the traditional design process
of a mechanical system with controls. As a result, each designer develops a model
for the same problem.Each model is then verified and tested, and the two models
are brought together for the first time during physical prototype testing. If an
issue arises during the interaction between the control design and the mechanical
design, the engineers must refine either the control design or the mechanical

design, or both, and then repeat the entire verification process.

Design

Mechanical
Designer

N\ Physical
Prototype

Concept

Design
m@w Verification

& Testing

Controls
Designer

Figure 4.2: Traditional design process

The two designers may employ the same mechanical model with Adams Controls.
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They can also validate the overall impact of a control system on a nonlinear, non-
rigid model with just one database. The physical testing procedure is significantly
optimised, and the chance of the control logic being incompatible with the phys-

ical system is eliminated (13).

Design

Mechanical
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Figure 4.3: Design process with Adams Controls

The process of combining controls within a mechanical system can be described

in a four-step plan.

Adams Input Adams Adams Qurpur

Controls
Application

Controls Qutput Controls Input

Figure 4.4: Adams Controls four-step design process

1. Build the Model
To begin working with Adams Controls, create or import an Adams model.
The model should be comprehensive, including all required geometry, con-

straints, forces, and measurements.

2. Create the Adams Inputs and Outputs
The outputs define the variables that pass to the controls application (the
Adams model output is the input to the controls system). The inputs spec-
ify the variables that return to Adams (the controls application’s output)
and therefore establish a closed loop between Adams and the controls ap-

plication. Every input and output must be configured as a state variable.
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Following this, you export the plant system files from Adams for integration

into the control simulation software.

3. Build the Block Diagram
Build the block diagram of the control system with Easy5, Elements or
Matlab /Simulink, including the Adams plant within the block diagram.

4. Simulate the Model
Simulate the mechanical model combined with the control system using one

of several available methods, illustrated above.

This design process will be described in detail on the following pages, through a
practical example applied to high lift devices.
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4.2 High Lift Devices: Flaps Actuation

As the clean wing design is optimised for the cruise speed regime, today’s com-
mercial aircraft are designed with high lift devices to offer lift augmentation at
low speeds during take-off and landing. The advent of jet engines in commercial
aircraft required an increase in cruise speed capabilities in order to operate the
jet engine at its optimum setting based on the engine’s characteristics. The en-
hanced cruising speed was achieved through wing sweep and airfoil improvement;
additional performance optimisations resulted in greater wing loads. However,
increased wing loading implies larger lift coefficients at low speeds, whereas wing
sweep reduces wing lift at low speeds. More powerful high lift devices were crucial
to keeping take-off and landing speeds within the allowed ranges.

Plan flaps gave way to Fowler flaps with single, double, and even triple slots
as wing trailing edge devices. Since then, with the only necessity for low speed
performance, the trend in high lift system research has been to accomplish high
levels of lift with simpler devices and optimised actuation systems in order to
reduce complexity, weight, and maintenance costs. As a result, modern high lift
actuation systems primarily consist of a mechanical gearbox shaft system that
distributes mechanical energy from a central motor to rotary or ballscrew actu-
ators situated along the gearbox shaft and moving the high lift surfaces. There
are further high lift actuation systems that employ synchronised hydraulic actua-
tors with common control valves. All of these configurations ensure synchronous

deployment of all flap and slat panels, although they limit functional flexibility.

Transmission shaft system

Power control unit

Figure 4.5: High Lift actuation system

Today’s high lift system architectures’ optimisation capabilities have reached a
plateau and are restricted to minor local gains. An improved high lift system

architecture with distributed active-controlled flap actuators allows for the de-
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ployment of extra trailing edge features, with benefits on the aircraft level and
advantages in manufacture and assembly. Therefore, the distributed high lift
system design can be considered a technological step change that opens up fu-
ture performance improvements. Once further flexibility is introduced, there is
the possibility of subsequent high lift system technology evolutions by extending

other functionalities with greater confidence in this design.

Figure 4.5 depicts a high lift actuation system. The central hydraulic power con-
trol unit (PCU) supplies the power required to operate the flap panels on each
wing. The mechanical power is transmitted to the rotary actuators, which move
the flaps on the tracks, via a mechanical gearbox shaft. This shaft system is
made up of shaft parts that have gearboxes for larger direction shifts, as well as
system torque limiters, wing tip brakes, universal joints, plunge joints, and spline
joints to compensate for wing bending and temperature effects. Each wing’s gear-
box system has five driving stations. The outboard flap has three drive stations,
whereas the inboard flap has two. A down-drive gearbox, a down-drive shaft,
an input gearbox with a torque limiter, a cross shaft, and the rotary actuator
comprise each drive station. An interconnection strut links each wing’s inner and
outer flaps and operates as an additional load path in the case of a drive link
disconnect at drive stations 1 (inboard), 2 and 3.

Two slat flap control computers (SFCC) collect data acquired from various ana-
logue and discrete sensors to regulate and monitor the high lift system.The me-
chanical transmission shaft ensures synchronised deployment of all flap panels
but limits practical flexibility. This sort of mechanical gearbox shaft system has
a significant number of components with distinct part numbers and requires a
large design-engineering and installation effort.There are further high lift actu-
ation systems that use synchronised hydraulic actuators with common control
valves; each panel is coupled to two actuators that are supplied by redundant
hydraulic systems but controlled by a common mode control valve. Mechanical

synchronisation ensures that all flap panels deploy at the same time.

An advanced high lift system architecture with distributed active-controlled flap
actuators is a technological leap rather than an evolutionary step in high lift
system technology. The concept of a highly flexible system with independent
controlled flap panels as an enabler for additional functionality for the wing trail-
ing edge, as well as advantages in design-engineering, fabrication, and assembly,
motivated the creation of this topology.

The distributed flap drive system (DFDS) guidelines, defined from the reference
aircraft, include installation space, loads, aero and system performance require-
ments, and weight competitiveness. The fully independent flap actuation system

consists of an electromechanical actuator at each drive station and no mechan-
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ical linkage (transmission shaft) between them. Thus, synchronous deployment
or controlled differential deployment has to be ensured electronically by actuator
control electronics (ACE) and slat flap control computers (SFCC).

Full Authority Control Unit

Electric Motor

Magnetic Gear box

Drive Shaft

(N
(e @ ¥~ Ball screw

actuator

Figure 4.6: Distributed active-controlled flap actuator

In contrast to the conventional PCU architecture, in which two (hydraulic) mo-
tors are coupled by a speed-summing differential gearbox, the DFDS system’s
electric motors are developed with built-in redundancy. In a conventional motor,
one motor phase is made up of multiple series- or parallel-connected windings
distributed across several slots. Each stator tooth has one focused winding to
achieve integrated redundancy. Furthermore, in order to be genuinely indepen-
dent from other coils, each of these coils must be activated autonomously. As
a result, a failure such as an open or short circuit in one coil cannot spread or
influence the next coils, making the equipment fault resilient to some extent.
While a typical solution with active or standby redundancy would result in 200%
weight and 50% performance for a single electric failure, when compared to a sin-
gle standard motor designed for 100% performance, intrinsic redundancy should
result in 120-140% weight and approximately 70-90% performance for a single
electric failure. Obviously, the machine size and the number of coils have a sig-
nificant impact on this.

Power electronics (PCE) and actuator control electronics (ACE) manage and
track the flap panel actuators. The ACE and PCE form a cascade control loop
structure, with the PCE controlling current and speed and the ACE controlling
position and trajectory targets. The ACEs ensure that both actuators of one
flap panel deploy synchronously, preventing twist or skew of the flap panel. The
position command is received by the ACEs from the SFCCs, which regulate and
monitor the entire high lift system and ensure synchronous or controlled differ-

ential deployment of all flap panels (9).
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ACE PCE Drive Station

Figure 4.7: Flap actuator control structure

4.2.1 Case Study

The design of movable actuation mechanisms, as well as the related control surface
systems, is heavily influenced by wing design, the aerodynamic performance of the
wing in different flight states, and the functions that the movable must address.
High lift systems, in particular, are frequently made up of complex structures
and mechanical drive systems. While traditional high lift devices were developed
to reconfigure the wing in fixed configurations to match different flight phases in
take-off, approach, and landing, advanced high lift devices offer a higher level of
functional flexibility to allow enhanced cruise performance as well as continuous
control of span-wise lift distribution to reduce loads on the wing structure. The
addition of further capabilities to a device might involve the development of in-
novative system components as well as an adaptation of the system architecture.
Both traditional and advanced high lift system designs require considering sys-
tem safety (i.e., redundancy standards and monitoring operations) and occurring
loads.

Accurate testing efforts are required to assess the feasibility of designs in opera-
tional situations. However, testing is usually only viable when physical prototypes
are accessible. Furthermore, system-level tests involve not only prototypes of in-
dividual components but the entire system. Also, the interaction of systems and
structural elements of the wing and control surfaces can have an effect on the be-
haviour and functionality of control and monitoring capabilities. This frequently
results in fairly delicate rig assemblies. The test rig itself introduces new degrees
of complexity, incurs additional expenses, and increases the lead time.

As a result, the tendency is towards a broader variety of virtual testing activ-
ities in order to acquire a more in-depth understanding of system behaviour in
different operational phases. These include, in addition to nominal functioning,
failure events in which very transient loads must be accounted for in the design

of actuators, drive shafts, mechanisms, and structures. Establishing verification
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loops at the system level early in the design process allows for the identification
of faults or vulnerabilities in the architecture design, reducing the risk of major

revisions later in the design stage.

The term virtual testing describes the evaluation of properties and behavior of the
system under test through numerical simulation. Virtual testing for structural
mechanics mainly focuses on the methods used for modelling and simulation in
the structural mechanics domain. For flight control actuation systems, the basis
for virtual testing is the assurance of system properties with respect to underly-
ing system requirements. The choice of the modelling and simulation technique
depends on the type of result, which shall be obtained. Moreover, the objective
of the virtual tests defines, where most emphasis on the process has to lie. If,
e.g., virtual testing is applied to gain knowledge of the system a priori to building
prototypes in early development phases, credibility of the modelling techniques
as well as experience may sufice for the intended use. If, on the other hand, vir-
tual testing shall be used in product qualification and certification, extensive care
must be taken considering the validity of the models and the remaining uncertain-
ties (10). For the present work, the focus is on co-simulation methods between
Adams, for multibody analysis, and Elements, for control analysis, verifying the
integration between the two numerical simulation environments. Therefore, the
testing process will be milder than that used in a design process or, even more
so, in a certification process, precisely because the aim of this work is not to
analyse virtual methods of developing and testing flight control systems, but to
verify and validate the use of this new multiphysics modelling software, exploiting

co-simulation capability.

The flight control system development process requires the combined efforts of
multiple areas: vehicle dynamics, flight loads, structures, mechanisms, control
systems and electrical or hydraulic systems. It is a very complex system that in
the past was designed in separate environments, integrated and physically tested
only at the end of the development and prototyping phase, causing a significant
design cost. But now, thanks to advances in virtual integration technologies, it
is possible to have a complete environment for the design and analysis of flight

controls:

e Effect of wing warping on mechanism due to structural deflection
e Distributed aero loads vs. point load
e Environmental disturbances — thermal, aerodynamics

e Test complete aircraft and flight controls through flight maneuvers
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e Nonlinear controls that effect flying qualities and overall safety
e Evaluate hydraulic actuation and effect of back force

e Effect of preload condition, excessive friction or system stiffness in mecha-

nism design

e Perform tradeoff studies of surface flexibility, track shape, drive system

authority, and configurations

e Perform systems integration before physical assembly

This allows designers to reduce risk and physical prototyping, which translates
into important time and cost saving.

Within the MSC Software - Hexagon company portfolio, several tools are avail-
able to facilitate this task.

Adams, the mechanical motion simulation tool, is useful for multibody dynam-
ics and kinematics, rigid and flexible body dynamics, and interfaces with CAD,
FEM, control systems, and more.

Easy5 in the past, now Elements, are system-level modelling tools based on a
schematic block diagram view of engineering systems. They facilitate modelling,
design, and linear and non-linear analysis applying a multi-disciplinary and multi-
physics approach (hydraulics, pneumatics, controls, electric drives, mechanics,
and thermal controls).

Nastran (with Patran as pre-post) is the world’s most popular and reliable finite
element analysis solver. It allows simulation from a single component to complex
assemblies under different conditions and supports superelements. It offers a full
set of linear static and dynamic analysis capabilities, as well as a range of im-
plicit and explicit nonlinear analysis capabilities. In addition,it allows coupling
between various disciplines, such as thermal, structural, and fluid interaction.
Cradle is an advanced multiphysics computational fluid dynamic simulation tool
used to analyse complex thermal and fluid phenomena. It uses Navier-Stokes
equations for fluid dynamics and other specific models for complex phenomena.
It also makes it possible to predict the performance of components before per-
forming experimental tests, which saves a great deal of time and money. It can
be implemented in a wide range of industries, as CFD can study any system that

involves fluid dynamics and heat transfer.

By bringing all these tools together, it is possible to perform a multidisciplinary
analysis, starting with the definition of the geometry of the model using CAD
software, followed by the verification and compensation of the kinematics and
dynamics of the mechanisms, and then the analysis of structural stresses and

strains under load by integrating flexible body models, then adding the control
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logic of the actuation systems, and, finally, the aerodynamic loads for the entire

system.
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Figure 4.8: MSC Software multidiscipline analysis

In Adams, it is possible to directly import the geometries of assemblies modelled
on CAD software, assign inertia, and perform preliminary analyses.

With regard to kinematics, evaluation of applied motion, motor torque, and actu-
ator force can be carried out, taking into account external forces, weight, inertia,
and friction, plus kineto-static performance evaluation, backlash determination,
and preliminary failure analysis.

On the other hand, with regard to dynamics, assessment of actuator forces, eval-
uation of structural loads, friction, compliance, verification of assembly errors,
structural deformation, fault investigation, and verification.

By integrating a finite element model into the multibody analysis, it is possible
to perform a dynamic analysis on flexible bodies. This provides additional infor-
mation regarding the effect of the fully flexible model (structural loads, errors,
vibrations, and deformations), a stress and strain evaluation, and, finally, a dura-
bility and fatigue analysis.

Lastly, thanks to the Adams Controls plug-in, it is possible to perform mecha-
tronic analysis via co-simulation. A control system can be defined by realistic
actuator modelling and evaluating its interaction with the multibody assembly.
This integration between control systems and multibody analysis will be discussed
in detail within this chapter. First, however, it is necessary to define the config-

uration of the falp model to be examined.

For kinematic actuation design, the starting points are aerodynamic requirements,
which are closely related to geometric requirements. That is, define the coordi-
nates of point A (in Figure 4.9) for take-off and landing, means giving geometric

constraints for the coordinates x4 , ya.
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Figure 4.9: Flap geomentrical contraints

Next, the objectives to be met by each flap configuration available for this purpose

must be identified:

e Meet aerodynamic requirements, identify flap point coordinates for cruise,

take-off and landing (based on the motion law)

¢ Avoid interferences between the flap and the wing housing, considering that

a minimum gap is required

e Operate in the allowed range considering links and bearings (internally of
spar profile and considering the fairing profile) and maintain flap integrity

(position of bearings and constraints out of flap profile)

Once the project objectives have been established, all valid configurations that

may allow for different solutions are identified.

1. Configuration:

c
c C
B B
B e c B c
D
D D

Figure 4.10: Rear Link with Straight Track

2. Configuration:

Figure 4.11: Fore Link with Straight Track
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3. Configuration:

Figure 4.12: Fore Link with Rear Link or Fore Link

4. Configuration:

Figure 4.13: Curved track

5. Configuration:

Figure 4.14: 6-bar Linkage
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The preliminary design phase consists of choosing the kinematic mechanism.
Thus, a simplified flap assembly is imported from CAD to obtain geometric in-
formation for the positions and interferences of the bearings and linkages, and
to define the flap trajectory for extraction and retraction in cruise, take-off and

landing. The CADs imported into Adams are shown here.
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Figure 4.15: Aircraft CAD model

A simple Adams model of the flap is built, fully parameterised in terms of points

and coordinates for the joints and links of each configuration to be studied.
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Figure 4.16: Adams flap model

The flap system consists of an internal flap, a double screw and hydraulic, elec-
tric or hybrid motors (depending on the actuation type defined during the design
process). In Figure 4.17, it is possible to have a look at the different elements
that make up the model.

Measurements and Objectives are defined (full movement allowed, no locked po-
sition, no interferences, no boundary and trajectory violations), then DOEs and
optimisations are performed using Adams and Adams/Insight to define the best

kinematic mechanism.
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Figure 4.17: Flap model elements

With Adams, a kinematic analysis can subsequently be performed to verify func-
tionality, perform preliminary actuator sizing, as well as clearances and failure
analysis. However, the kinematic model has its limits: it does not incorporate
flexible bodies and relies on ideal actuations (Motion). This leads to a dynamic
analysis, which is based on a more realistic model, taking into account inertia,
aerodynamic loads, vibrations, failures and disturbances. Hydraulic, electrical or
other actuating systems can then be implemented. All this results in an increase
in complexity, parameters and greater knowledge of physics (11).

Once the Adams multibody analysis has been completed, the actuation system
design can be addressed. For this work, the actuation system model is executed
with Elements.

To perform co-simulation between Adams and Elements, two alternatives are
available :

1. Export a Controls Plant from Adams and import it into Elements as a

building block for the actuation model.
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Figure 4.18: Elements flap model block diagram
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The Adams block consists of a black box that receives as input the actuating

force calculated by the control subsystem, and has as output the displace-

ment x and velocity dz of the drive eye, which runs along the drive motor.
Within this block the link to the multibody model is made to perform the

co-simulation.

[ad] Adams Controls Plant Export x

[ New Controls Prant =] [ Flap_Mechanism Controls_Plant_2

File Prefix | controls_Ptant_t

‘(-‘ No € Yes

Initial Static Analysis
™ Initialization Command

From Pinput I Output Signal(s) From Poutput

_Flap Mechanism. speed_in
_Flap Mechanism.spostamento_in

Input Signal(s)

Input_force_in

Re-order Adams Input Signal(s) Re-order Adams Output Signal(s)

I,F!ap_Mnchanism Input_force_in Ll LI ﬂ I Flap_Mechanism.speed_in :] LI ﬂ
Target Software IW;‘ Communication Mode [PIPE—;|
Analysis Type [nontinear  ~| Output Rate |
Adams Sobver Choice | C++ © FORTRAN RealTime FMiParent [None =]

Include MNF [(" Yes & No Expose Model Parameters |

User Defined Library Name |

Adams Host Name ILGG3HZW2,na.mmmnwam.com
I Encrypt Model W SmarttFMU 95 Apply Cancel

Figure 4.19: Adams Controls Plant Export Window

Investigating the *Actuationonio’ subsystem, we see an electromechanical

actuation system very similar to the model seen in the previous chapter
(Figure 3.45).

Tensione

va

Figure 4.20: Actuationconiror Subsystem block diagram

The main differences between stand-alone model and co-sim one are now

outlined. Firstly, the command input, as in the former, three input types

were tested, while in the latter, a single input type is used, which is the

ramp input, defined in order to guarantee a deployment from a retracted

position and a subsequent retraction from an extended position. Secondly,

the actuation drive transmission. This is because in the stand-alone model,

the dynamics are rotational (i.e., torque T,,, angular displacement 6, and
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angular velocity w), whereas in the current model, we must convert the
dynamics from rotational to translational, because the input and output
parameters defined on the drive eye component of the multibody model
refer to a displacement x, a velocity dz, and a force F'. To do this, the 'Ideal
Gear Rotational to Translational’ /GR2T components have been added to
the block diagram, which allow the force to be converted to torque and the
displacement and velocity measurements to be converted from translational
to angular. The last difference between the models is the absence of the
inertial component within the cosimulation control subsystem, because the
actuator and flap inertial components are located within the multibody
model. Once the actuator model has been built, the parameters of the

various components in the Workspace can be defined.

Msin subsystem default settings

MName Type Default Value Default Units Description
DT Real ¥ | 0.0001 step size [s]
c Real > 1800 Coef, viscous fricion and equivalent friction [N*s/m]
GAP Real ¥ | | 15000 Gain P [V/m]
GAl Real ¥ | 15000 Gain | [Wfm=s]
GAD Real * 100 Gain D [V#s/m]
k Real v| 05 coeff EMF [V*sfrad]
Ymax Real ¥ |25 Max rension [V]
TMM Real v | 800 Max torque [N*m]
gear Real ¥ |02 Retational 1o Traslational ratio [rad/m]
G Real ¥ |20 torque gain [N*m/A]

R Real vl |10 Equivalent Resistance [Ohm]=[V/A]
L Real ¥ 10,03 inductance [H)=[V*s/A]

Table 4.1: Actuationeontro; Subsystem parameter set

After setting the ramp command so that the device deploys in 4.5s, followed
by 3.5s of equilibrium, and then a retraction of a further 4.5s, followed again
by 3.5s of equilibrium, the simulation parameters can be set: 16s duration
with a fixed step Euler solver, 10000 plot points and 0.001s as communica-

tion interval between Elements and Adams.

In an ondesign configuration, without external loads T}, applied, different
results can be obtained by changing the PID gain values.

Those shown in the Table 4.1 were obtained by means of the PID Tuning
Control Design Toolbox App, an advanced feature integrated in Elements
that allows optimised PID controller for the system, with Ziegler-Nichols
design method.
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Figure 4.21: Elements PID Tuning Control Design Toolbox App

We also obtain, as a result, that for values above GAP = 800000 the system

reaches a limit cycle and goes into instability.

b b
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Figure 4.22: Flap actuation ondesign (GAP = 800000)

Below are the simulation results with GAI = 0 and GAD = 0.
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Figure 4.23: Flap actuation ondesign (GAI =0, GAD =0) - 1
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Figure 4.24: Flap actuation ondesign (GAI =0, GAD =0) - 2

As can clearly be seen, without an integral term, the actual flap position
follows the input command without ever reaching convergence.

Instead, by resetting the original values of GAI = 15000 and GAD = 100,
we obtain a position value that, over time, will tend to reduce the gap with
the imposed command to zero.
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Figure 4.25: Flap actuation ondesign - 1
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Figure 4.26: Flap actuation ondesign - 2
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Figure 4.27: Flap actuation ondesign - 3

In Figure 4.25 we can see how, in the sections where the force acts to drive
the flap to the commanded position (t = 0.5 — 4.5,8.5 — 12.5s), the plot is
segmented and, in ¢t = 10.5s, there is even a slight local instability.

The first characteristic is due to a different number of plot points set within
the Elements simulation (10000) and in the Adams simulation (5000). In
fact, by simulating twice as many points as in multibody analysis, Elements
certainly has greater precision in computing, but when communicating with
the other solver, it does not receive an equal amount of data to return

consistent results.
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Figure 4.28: Flap actuation ondesign (5000 plot points)

Although the plot now has a more linear trend due to the correction made,
the previously noted local instability persists. The cause of this instability
is not to be attributed to the values assigned to the integral and derivative
terms of the PID controller because it could already be observed in Figure
4.23. This would therefore be a local numerical instability related to the
coupling of the equations solved by the two softwares during co-simulation,
which, at that given point in the compilation, receives incongruent values

between the two solvers.
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Furthermore, we can see how the simulation would behave if we reduced

the communication interval to 0.0001s.

Actuation

Figure 4.29: Flap actuation ondesign (communication interval = 0.0001s)

As can clearly be seen, with a communication interval of a different mag-
nitude from the simulation step size, in this case ten times smaller, the
time required for calculation increases enormously, also leading to various

instabilities in the solution.

The effects of the interaction between the actuation system and the flap
structure are not modelled, but external loads can be added to the model to
allow the actuation control response to be assessed in offdesign conditions.
These aerodynamic loads are modelled as single contingency loads. In this
work, four external loads of different intensities were introduced at specific
times during the simulation. The loads are expressed as a percentage of the

maximum torque that can be developed by the actuator (the stall torque):

a

b

(c
(d

(a) 40% of the maximum torque, applied in ¢ = 1.5s.
(b) —30% of the maximum torque, applied in ¢ = 3s.

)
)
) —30% of maximum torque, applied in £ = 9.5s
) 40% of maximum torque, applied at ¢t = 11s

The results are shown as follows, having set the same simulation parameters

as the analysis previously executed in the absence of loads.
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Figure 4.30: Flap actuation offdesign - 1
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Figure 4.31: Flap actuation offdesign - 2
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Figure 4.32: Flap actuation offdesign - 3

In this case we see peaks in the force diagram due to the loads applied at
different instants of time. By zooming in on some of the details of the plot,
we see the same phenomena as in the previous case without loads: in Figure

4.33, we see how the force during the ramp command is represented by a
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broken line, and in Figure 4.34, we see a fluctuation in the values during

the flap stabilisation phase after retraction.

Actuation
0.15 +

0.10 +

0.05 +

Za input1]

—0.05 -

Flap control offdesign. for
°
1

—0.10

Figure 4.33: Flap actuation offdesign - 2
t =2 — 3s detail

Flap_control_offdesign.forza input’1]

T T T T
13 14 15 16
t

Figure 4.34: Flap actuation offdesign - 3
t =13 — 165 detail

In accordance with what has been shown before, the number of plot points
of the simulation performed by Elements is reduced to match the number
of plot points of the multibody analysis, in order to obtain a stable co-
simulation. After having run a further analysis with this new simulation
parameter, we can compare the two curves and see that the fluctuations

and, of course, the broken lines have stabilised.
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Actuation

0.02

0.01 +

—0.02 4

— 7T ——T—
13 135 14 14.5 15 155
t

velocita.dx Flap_control_offdesign.velocita.dx |

Figure 4.35: Flap actuation offdesign - 10000 vs 5000 plot points comparing

In conclusion, the different overshoots and undershoots of the commanded
flap position can be evaluated, as can the ondesign and offdesign configu-

rations with each other.

Command
0.33
47744000000022115
03290106 312079612
0.32
0.31
0.30
0.20
T T T T T T T v T T T T T T T T
4.5 5 5.5 6
t
Flap control ondesign.posizionex Flap control ondesign Ramp.com[l Flap control _offdesign posizione.x Flap control _offdesign Ramp.com[1

Figure 4.36: Flap actuation overshoot comparing - 1
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t
[ Flap_control_ondesign.posizion Flap_control_ondesign.Ramp.com[1] Flap_control_offdesign.posizionex Flap_control_offdesign Ramp.com[1]]

Figure 4.37: Flap actuation overshoot comparing - 2
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Command
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Figure 4.38: Flap actuation undershoot comparing - 1
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Figure 4.39: Flap actuation undershoot comparing - 2

Obviously, what is observed is that the offdesign configuration shows greater
overshoots and smaller undershoots than the ondesign configuration. This
is because, as loads are applied, the integral term of the PID controller has

less time to settle the actual position relative to the commanded one.

2. Export the actuation subsystem from Elements and import it into Adams

as a control system for the multibody model.

The multibody model of the flap, already seen in Figure 4.16, contains
within it all the data relating to the mass, inertia, friction and other phys-
ical parameters of the various mechanical and structural components.

Through the integration in Adams of the control system developed in Ele-

ments, it is possible to obtain the following as co-simulation output:
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(a) an animation of the physical-geometric model

File Edit View Settings Tools |BAO R | @& 6oL EEEE e & 0 Incremenll 300 @ [Aa] Animation Controls X
Bodies | Connectors | Motions | Forces || Elements | Design Exploration | Plugins | Machinery ~ Simulation  Resuits | W« (| = I Q)I »
o dnc |, d +inc
] i)
& =
P Analysis: [ Last_Run

View qui.main.front
FixedBase

Std. Camera ¥

Flap_Mechanism -

Browse | Groups | Filters |
—_—

No Trace -

Measures
Design Variables
Simulations
Results

Controls Plants
All Other

Time Range: ~| fo.0,16.0
Cycles 1
Frame Increment. 1

I™ Superimpose I lcons

¥ Contour Plots

2|6 1)

Figure 4.40: Flap actuation: Adams animation (frame 1621/5000)

(b) graphs of the same quantities displayed within Elements (displacement
x, velocity dz and force F)

(c) the graphs of other quantities displayed in Adams thanks to its multi-
body analysis capability (displacements, velocities, accelerations, forces,

torques, friction and so on)

To integrate the actuation control system within Adams, it is necessary
to export a . fmu from the Elements model through the FMU Component
Code Generation App, an Elements built-in tool.

. FMU Component Code Generation

Subsystem Selection

;- [ 1
Main > Flap o0 > &
Load Selected Subsystem

Olnputs OOutputs OParameters @Export Options O Info Options

Co-Simulation Solver:
FMiVersion: O10 @20

@culer ORK2 ORK3 ORK4 OlmplicitEuler O CKas O Rosenbrock
FMIType:  OME @CS &

& Faster More stable =

Communication step size: |0.1e-2

[ view advanced FMU settings

Figure 4.41: Flap actuation control system . fmu generation

Then, you can import the . fmu into Adams as an External System Library

(ESL). Having done so, it is possible to run a co-simulation with Adams.
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@ Adams Controls System Import x
Model Name [ Flap_Mechanism

General State Equation Name | Flap_control

Extemal System Library (ESL) | [oR10] i \Desktap\Dr ommand_Flap_control fmu _@

Import /O Signals from Existing Controls Plant | |
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I™ Overwrite PINPUT Functions Static Hold  Off & On

™ Visibility Communication Interval 0.001

I” Information ESL Output Extrapolation Order None v

I™ Create Mechatronics Objects OK Iy Apply Cancel

Figure 4.42: Flap actuation control system import

In this case, an equivalent model to the previously used electromechanical
actuator was built, consisting only of the control logic (PID block, Limiter)

and the input blocks for the external loads of the offdesign configuration.

Figure 4.43: Imported actuation control subsystem

Going to analyse the quantity plots within the Adams post-processor, we
will see how the trends of the curves are perfectly superimposable on those

returned by the co-simulation launched in Elements.
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For the ondesign

configuration, with no external loads:

Flap_Mechanism
SPOSTAMENTO_IN: VARIABLE_CLASS/11

0.35
03
0.25
0.2
0.15
0.1

——spostamento_in.Q

No Units

0.05

0.0

-0.05
0.0 50 10.0 15.0 20.0

Analysis: Flap_cosim_ondesign Time (sec) 2023-05-04 11:10:22

Figure 4.44: Adams post-processor: Flap actuation ondesign - 1
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Figure 4.45: Adams post-processor: Flap actuation ondesign - 2
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Figure 4.46: Adams post-processor: Flap actuation ondesign - 3
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For the offdesign configuration, with external loads:
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Figure 4.47: Adams post-processor: Flap actuation offdesign - 1
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Figure 4.48: Adams post-processor: Flap actuation offdesign - 2
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Figure 4.49: Adams post-processor: Flap actuation offdesign - 3



Chapter 5
Conclusions

From the results obtained, it is evident that both Elements and Simulink are
valid for the correct implementation of dynamic systems models.

Both simulating environments have applicability in the aerospace systems field,
but their suitability may vary depending on specific use cases and requirements.
Simulink’s extensive block libraries, MATLAB integration, and industry adoption
make it well-suited for complex aerospace system simulations, especially when de-
tailed control algorithm development is involved. On the other hand, Elements’
open-source nature, support for the Modelica language, and multi-domain capa-
bilities make it a compelling choice for modelling physical phenomena in aerospace
systems, particularly for research, academic, or open innovation projects.
Ultimately, the choice between Simulink and Elements depends on factors such as
desired features, performance requirements, integration needs, and the expertise

available within the organisation or user community.

Obviously, one feature to be taken into account is the greater integrability between
Elements and Adams (both Hexagon products) with regard to co-simulation. In-
deed, we have seen how co-simulation can be helpful in the development process
of a new product. Although the purpose of this work was only to test Elements,
as a new multiphysics simulation environment on the scene, and to validate its
co-simulation capabilities with Adams, it is worth remembering that the potential
of Hexagon products is much broader than shown in the previous pages.

The aim of future work could be to investigate in depth the co-simulation and
integration of different simulation tools in order to obtain more precise results.
An even more realistic flap model can be realised by implementing elasto-backlash
and a friction model to the actuation system and then using Patran&Nastran,
for structural analysis, and Cradle, for fluid dynamic analysis. By integrating
a finite-element model into the flap structure, more detailed simulations can be
obtained to assess how flexible bodies influence actuation mechanisms and to take

fatigue analysis into account. By then extending the simulation with CFD anal-
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ysis, the behaviour of the entire system under aerodynamic loads can be studied.
As a result, this can have very useful impacts on the design, testing and qualifi-
cation processes.

Currently, the design of test methods is carried out manually. Model-Based Test
methods, on the other hand, might be designed using a full system model to auto-
matically generate and set up test configurations and test cases. This would raise
the level of automation and ensure that virtual tests were covered thoroughly.
Virtual tests are an efficient technique to get system information during the early
stages of design. The virtual process’s end-to-end capabilities enable rapid as-
sessment of design changes and test variants, and results can be tracked back to
the underlying system requirements. All of this can be accomplished without a
great deal of manual, susceptible-to-mistakes activity, thanks to the automation
of model integration stages. In terms of modelling and simulation, the process
chain can cover virtual test configurations with models in its current implemen-
tation, but these configurations can be further developed in the future to enable
multi-disciplinary co-simulation with a multi-body representation of flap mech-
anisms, a flap structural model, and distributed aerodynamic loads. Through
virtual testing, a deeper understanding of the system’s design can be acquired.
Transient loads under failure conditions, in particular, can be examined at the
interface between the flap structure and mechanisms, allowing this data to be fed
back into further design phases of the testing process. The process implementa-
tion is designed to be easily scalable, allowing the number of virtual test methods
to be raised in response to the needs of use cases.

Whenever using these methods to support product qualification, the methodolo-
gies” and simulation models’ reliability must be verified. To estimate and min-
imise the uncertainties in the parameters and models, intensive work is required.
To fully realise the promise of virtual testing, validation procedures and hybrid

testing approaches must be researched.
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