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SUMMARY

With the increasing prevalence of edge devices and the exponential growth of deep learning

applications, there is a pressing need for efficient algorithms and techniques that can be applied

to resource-constrained devices. This master thesis presents a novel system that combines

distributed computing and early exit strategies to enable deep learning on edge devices. A

multi-threaded algorithm is proposed to flexibly manage the load on each device based on

both communication and computational requirements. Two solutions are presented, addressing

common needs: accuracy constraint and input rate constraint.

The primary objective is to investigate the feasibility, performance, and flexibility of the

proposed techniques in resource-constrained environments. The evaluation of the framework

includes performance benchmarking, analysis of different neural network architectures and net-

work topologies, and assessment of its adaptability. The results demonstrate effective resource

exploitation, showcasing superior performance in topologies consisting solely of edge devices

compared to traditional approaches or partial offloading to an edge server. The findings of this

study highlight the potential of the proposed approach in enhancing deep learning capabilities

on resource-constrained edge devices, particularly in server-less topologies.

vii



CHAPTER 1

INTRODUCTION

1.1 Deep Learning at the Edge

Over the past ten years, there has been significant progress in improving deep learning

models, which have been increasingly utilized in a wide range of applications. Moreover, there

has been a growing focus on edge computing and subsequently the utilization of deep learning

on edge devices. In this section, we will provide examples of deep learning applications at the

edge to illustrate its growing significance.

1.1.1 Computer Vision

Computer Vision (CV) is a field that focuses on enabling computers to interpret visual

information from digital images or videos, allowing them to recognize objects, detect patterns,

track motion, and perform tasks like object classification, image segmentation, face recognition,

and scene understanding. In edge computing, real-time video analysis and image recognition

are key applications of CV.

Real-time video analysis systems are widely used in various applications, such as drones

and traffic surveillance. Wang et al. [1] presented an architecture for video analytics on small

autonomous drones that utilizes edge computing to optimize bandwidth usage. This enables

real-time video analytics. Ali et al. [2] devised a deep learning-based video analytics system

that operates at the edge, specifically designed to identify objects in large-scale IoT video

1
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streams. The system comprises various stages, including frame loading and decoding, motion

detection, preprocessing, object detection and recognition. The first three stages are executed

on the edge, while the last stage takes place in the cloud. Kar et al. [3] developed a CNN

(Convolutional Neural Network) system capable of analysing video to compute the number of

vehicles estimating traffic state. Their model was deployed on a dashboard camera onboard a

vehicle which detects other vehicles on the road.

Image recognition in deep learning involves training computers to identify and classify ob-

jects or patterns in digital images. It has shown remarkable performance in applications such as

object detection, image classification, facial recognition, and image segmentation. It has trans-

formed fields like autonomous driving, medical imaging, and content-based image retrieval by

enabling computers to accurately understand visual information.

The rise of cameras on mobile and IoT devices give more and more importance to techniques

devoted to image recognition. For example, in wildlife monitoring, the presence of such devices

has created a need for advanced image recognition capabilities. Additionally, processing data

on the edge has become important for devices with limited bandwidth. By processing photos

and videos on the edge, the data can be adjusted to an appropriate resolution before being

uploaded to the Internet. Lightweight frameworks like Caffe2Go [4] have been developed to

deploy deep learning systems on mobile devices, reducing the input layer size of the models.

In the context of image recognition, Liu et al. [5] introduced a food recognition system that

operates in real-time, leveraging neural networks techniques on the edge computing scenario.

The system processes images at the edge and utilizes a cloud-based Convolutional Neural Net-
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work (CNN) for classification which is exploited to compute the amount of assumed calories.

The edge device’s main function is to enhance the quality of blurry food images taken by the

user before sending them to the cloud server for further processing.

1.1.2 Speech Recognition

Deep learning-based speech recognition involves using advanced neural network models to

convert spoken language into written text. Models such as Recurrent Neural Networks (RNNs)

and transformers are trained on large datasets of spoken language to understand the patterns

and connections between audio input and corresponding textual output. These models capture

acoustic features and language context to accurately transcribe speech. The usage of deep

learning models for speech recognition on devices with limited computational capabilities can

be challenging. However, techniques like EdgeSpeechNets [6] have been introduced to enable

efficient deployment on mobile edge devices. These models utilize deep neural networks to

extract features, generate posterior probabilities, and produce output scores for recognizing

audio.

1.1.3 Autonomous vehicles

Autonomous vehicles generate a substantial amount of data, averaging over 4 TB every 90

minutes of driving [7], which requires real-time processing for driving decisions. Due to limited

bandwidth, transferring such enormous data to remote servers is impractical. Therefore, edge

computing plays a crucial role in autonomous driving systems. Chen et al. [8] proposed a

cognitive internet of vehicles design, focusing on networks composed of vehicles. Liang et

al. [9] employed reinforcement learning to manage network resources in vehicular networks.
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Additionally, DeepCrash [10] is a an IoV system designed to detect and communicate collision

events in hsort time, which exploits both edge computing and cloud offloading.

1.1.4 Smart homes and Safety

There is an increasing trend of designing homes with intelligent systems that utilize resource-

constrained devices. Ensuring the safety of children and elderly individuals is an important

aspect of smart homes: Hsu et al. [11] designed a fall detection system that utilizes skeleton

extraction and machine learning prediction models for detection, enhanced by video and image

compression using a Raspberry Pi. Computations are performed on the cloud, then notification

are generated accordingly.

Miraftabzadeh et al. [12] introduced a neural network technique for enhancing pedestrian

security. This technique is thought to allow people identification in overcrowded environments.

In their approach, edge devices initially detect the face and compare it with embeddings stored

in the device itself. If no results arises, data are sent to cloud to perform new comparisons and

store it.

Liu et al. [13] proposed a system that operates at the edge in the context of ride-sharing to

detect attacks and events which can lead to harmful outcomes. Their system combines audio,

video, and driving behavior data for comprehensive analysis. The smartphones of both drivers

and passengers act as edge devices, triggering the transmission of video data to the cloud. A

trained CNN model analyzes the video data in the cloud. To reduce the bandwidth required for

cloud upload, data dimensionality can be reduced at the edge through compression techniques.
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1.2 Motivation of the study

Given the growing significance of deep learning at the edge, as discussed in the preceding

section, it is imperative to develop systems capable of effectively managing cooperative envi-

ronments comprising resource-constrained devices. Existing literature predominantly focuses

on static hierarchical systems with predefined paths for inference, assuming prior knowledge of

device states and capabilities and of the topology they represent. However, our system takes

a more generalized approach. It can adapt to systems that include diverse edge devices with

varying capabilities, without the need for prior knowledge about the devices involved and inde-

pendently from the system topology and the specific Deep Learning application. This flexibility

allows for more dynamic and efficient utilization of available resources.

We propose a novel system that introduces a generalized approach to combining Early

Exit (EE) and Distributed Computing (DC). This approach can be applied to various systems

composed of different devices, regardless of their capabilities. The two keys elements are:

• Distributed Inference: Edge devices often have limited resources in terms of memory

and computational capabilities. Distributed inference aims to address this limitation by

enabling cooperation among edge devices. By parallelizing inference and leveraging the

capabilities of different devices, the overall workload can be distributed more effectively.

• Early Exit: To reduce inference latency, it is crucial to consider the fixed computational

capacity of each device, measured in terms of FLOPs per second. One approach to

mitigate this challenge is to reduce the number of FLOPs required for inference. This is

where early exit comes into play. It allows for intelligent decision-making, enabling the
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system to bypass unnecessary computations by exiting early when the input is deemed

easy enough for the given task (such as classification in this work). This tradeoff between

latency and accuracy is carefully balanced.

1.3 Background

In this section, we will give an intuition about the main concepts we exploited for this work,

which will be explored in more details in Chapter 2.

1.3.1 Early Exit

As in most deep learning applications, in the context of computer vision tasks, specifically

classification, it is important to acknowledge that not all inputs exhibit the same level of

difficulty, which pertains to the complexity of their respective classifications. When designing

and training a Deep Neural Network (DNN), the primary objective is to maximize accuracy,

thereby creating systems capable of accurately classifying more complex inputs. However,

even within the same dataset, certain inputs can be easily classified with fewer computations.

This concept underlies the notion of ”Network Overthinking” introduced by Kaya et al. in

[14]. The authors propose that a network engages in overthinking when a previous layer’s

representation (requiring fewer FLOPs and resulting in lower inference latency) is sufficient

for accurate classification. To exploit this property of certain inputs, early exit can be used,

reducing inference delay. The early exit mechanism, firstly introduced by Andres Rodriguez et

al. [15], in DNNs allows for early termination of inference based on intermediate predictions,

providing a trade-off between accuracy and computation cost. It enables DNN models to make

predictions at multiple points during the computation process, allowing for early classification
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if a confident prediction is obtained. This approach is particularly useful in scenarios where

computational resources are limited or real-time processing is required.

An intuition of early exit mechanism is reported in Figure 1. In this example, a confidence

level is considered in the early exit policy: the architecture is able to classify the outputs in

different parts with different levels of confidence.

Figure 1: Intuition of the early exit mechanism.

1.3.2 Distributed Computing

Distributed computing in edge devices refers to the practice of performing computing tasks

and data processing across multiple interconnected edge devices, such as smartphones, IoT
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devices, and edge servers. Instead of relying solely on a centralized cloud infrastructure, dis-

tributed computing leverages the computational capabilities of edge devices to distribute and

process data closer to the source or at the network edge. This approach offers several advan-

tages, including reduced latency, improved scalability, increased privacy, and efficient utilization

of local resources. By distributing computing tasks across edge devices, distributed computing

enables faster data analysis, real-time decision-making, and enhanced performance for edge-

based applications and services.

Figure 2: Parallelization in distributed computing with partial offloading.
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To have an intuition of the advantages of distributed computing, let’s consider a scenario

where three subnetworks are assigned to three different devices for simplicity, as in Figure 2.

In this case, ti represents the time required for subnetwork inference on one input at device

i, tvij represents the communication time for transmitting an activation vector from device i

to device j and tcij represents the communication time for transmitting a classification output

from device i to device j. We assume that the output needs to be transmitted back to the

device that owns the original input.

By leveraging distributed computing, the system can distribute the workload across multiple

devices and utilize parallel processing capabilities, thereby improving overall efficiency and

reducing inference time. In particular, when the input queue is not empty, the computational

power can be efficiently utilized by dedicating it to the initial part of the inference for another

input as soon as the first device completes the inference on the first subnetwork. This allows

for parallelization of the inference process among devices, resulting in a reduction of the time

interval (τ) between two outputs. In the example depicted in Figure 2, the first device serves as

the bottleneck since t1 > t2, t1 > t3, and it is also greater than the communication times. In a

more general scenario, τ corresponds to the bottleneck time, which is the longest duration among

all the considered times (communication and computation), potentially leading to the formation

of a queue on the device hosting the process that requires this time. It is important to note

that in this particular scenario, we have assumed that the devices are capable of simultaneously

handling both communication and inference tasks independently.
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1.3.3 Partial offloading: DNN-partitioning and dimensionality reduction

In literature, solutions considering the entire offloading of inputs to server has been analyzed

as a suitable solution when handling resource-constrained devices. However, complete offloading

of the entire DNN to the server is not the sole viable approach. On the contrary, initiating

the inference at the edge and transferring intermediate activation vectors has proven to be

effective, offering advantages in terms of both privacy preservation (by transmitting activation

vectors instead of raw data) and optimal utilization of edge resources, thus we refer to Partial

Offloading (PO), as only one portion of the computation is offloaded.

Partitioning the DNN, which refers to the division of the model between the edge device and

the server/other devices, plays a critical role in this scenarios. It holds significant importance

in determining how the computational workload is distributed and allocated between these

entities. It basically consists in dividing the model in two parts: the Head Model (running on

the mobile device) and the Tail Model (in a general scenario running on the server).

Offloading becomes crucial in wireless communication scenarios where data transmission

can be the limiting factor for offloaded systems. This is especially true when dealing with high-

dimensional input data. As a result, the need for dimensionality reduction arises as a solution

to this challenge. In the context of neural networks, several common techniques are widely used

for dimensionality reduction, aiming to reduce the dimensionality of the input data while pre-

serving its essential information. Fully connected and convolutional autoencoders are especially

well-suited for this purpose: the purpose of the encoder is to compress the activation vector

by reducing its dimensionality, allowing for the transmission of smaller data and minimizing
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communication delays; subsequently, the decoder is employed to restore the encoded data back

to its original shape, enabling the continuation of inference using the remaining portion of the

neural network. A visual representation of this mechanism is illustrated in Figure 3.

Figure 3: Fully connected autoencoder applied to split computing.

1.4 Thesis structure

This document is organized as follows:

• Chapter 2 (Related works): In this chapter, we present a thorough review of the rele-

vant literature pertaining to our study. We not only explore systems that employ similar

techniques but also consider alternative approaches that influenced our decision-making

process. This comprehensive overview encompasses a wide range of possibilities, provid-

ing valuable insights into the rationale behind our choices. We will introduce the models

used in our research, including other lightweight models suitable for resource-constrained

devices. Furthermore, we will explore the techniques employed, such as Offloading, Dis-
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tributed Computing, and dimensionality reduction through autoencoders. Additionally,

we will introduce existing literature that describes systems similar to ours.

• Chapter 3 (Methodology): We introduce our multi-threaded algorithm, providing com-

prehensive details on the management of early exit decisions and the effective handling

of communicational and computational loads. We delve into the intricacies of our algo-

rithm, highlighting its ability to make informed decisions regarding early exit strategies.

Additionally, we discuss how our algorithm efficiently manages the communication and

computational loads, ensuring optimal performance and resource utilization.

• Chapter 4 (Experimental setup and implementation): We will delve into the details

of the two models utilized, namely MobileNetv2 and ResNet50. We will explain the

modifications we made to adapt them to our study. Additionally, we will provide a

thorough description of our system, with a particular focus on constructing the distributed

environment and on the tested topologies. Then, we will provide an in-depth description

of our implementation and an outline the physical setup utilized for our experiments.

• Chapter 5 (Results and analysis): This chapter will present the results obtained from

all the implemented scenarios. We will compare the performance of the two models and

our generalized system to state-of-the-art hierarchical approaches that incorporate the

usage of edge servers. Furthermore, a detailed analysis of the results will be provided.

• Chapter 6 (Conclusion): Finally, we will summarize our work and the results obtained.

We will also discuss potential avenues for future research and enhancements.



CHAPTER 2

RELATED WORK

Many researches aim at investigating techniques for mitigating inference latency on edge

devices, with a particular focus on applications commonly found in resource-constrained de-

vices such as mobile phones, IoT devices, drones, autonomous vehicles, and network elements.

Numerous studies have been conducted in this area, with the objective of enhancing the per-

formance of edge inference latency, as well as edge servers. The results obtained from these

studies have demonstrated notable improvements across various ecosystems.

In this chapter, we will give an overview of these techniques, dividing them in three main

categories: Local Computing (which is applied to a single device) Edge or Cloud Server

Offloading (which totally relies the computational capabilities of a server) and Split Com-

puting (SC) (which exploits the distribution of the computation over different devices), an

intuition of these techniques is reported in Figure 4. More advanced techniques/systems are

obtained as combination of these three.

2.1 Local computing

In the context of limited computational capabilities, such as those found in local computing

environments, the necessity arises to restrict the number of parameters and required opera-

tions (FLOPs) in neural network models. This requirement has prompted the development of

novel models explicitly designed for resource-constrained devices, we will refer to it as light

13
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Figure 4: Intuition of local computing, server offloading and split computing.
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DNN design. Additionally, techniques focusing on compressing existing DNN models, (DNN

compression), have been employed to address this challenge.

2.1.1 Light DNN design

When designing DNN specifically for resource-constrained devices, the key idea is to find a

trade-off between a good accuracy and limited memory requirement (small number of parame-

ters) and inference latency. In this section we will cite some examples of these DNN, whose key

aspects for reducing resource usage have to be find in their design: MobileNet [16], ShuffleNet

[17], SqueezeNet [18], EfficientNet [19], YOLO [20], TinyNAS [21].

MobileNet is a family of lightweight DNN models specifically designed for mobile and embed-

ded devices. These models employ depth-wise separable convolutions to reduce computational

complexity while maintaining reasonable accuracy. MobileNetv2 [22] uses Inverted Residuals

and Linear Bottlenecks, its architecture will be deeply analyzed in section 4.1.1.2. Thanks to

its design, it reaches an accuracy of 72% on ImageNet, which is only 5% than the accuracy

reached by ResNet101 [23], with a significant difference in terms of the number of parameters

(3.4 million vs 44.6 million) and FLOPs required for inference (300 million vs 7.8 billion).

ShuffleNet is another family of efficient DNN models designed for mobile and embedded de-

vices. These architectures utilize two new operations, pointwise group convolution and channel

shuffle, to reduce parameter count and computational complexity while maintaining accuracy

under the constraint of 40 million FLOPs.

SqueezeNet employs various techniques such as 1x1 convolutions, fire modules, and ag-

gressive downsampling to minimize the number of parameters and operations. In its basic
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implementations (without model compression), authors claimed to reach the same accuracy of

AlexNet [24] on ImageNet using 50x less parameters (1.25 million).

The EfficientNet family employ a compound scaling method that uniformly reduces depth,

width, and resolution to reduce computational demands. EfficientNet models offer a range of

model sizes depending on the compound coefficient, allowing adaptation to different resource

constraints. For instance, EfficientNet-B3 was able to reach the same accuracy of ResNet-152,

while requiring x7.6 less parameters and x16 less FLOPs for inference.

YOLO is a real-time object detection model that offers a trade-off between accuracy and

speed; YOLOv7 [25] can be considered as the state-of-the-art for computer vision tasks. It pro-

vides a single-pass approach for object detection, making it computationally efficient. YOLOv7

is claimed to perform better all others object detectors in both speed and accuracy in the range

from 5 FPS to 160 FPS, having the highest accuracy (56.8%).

Also Reinforcement Learning models have been proposed for resource constraint devices. An

example is TinyNAS: a Neural Architecture Search approach specifically targeting small models,

which utilizes reinforcement learning techniques to automatically discover compact network

architectures with optimized trade-offs between size, accuracy, and computational requirements.

2.1.2 Early exit

In the pursuit of reducing the burden on a single device, early exit has demonstrated its

ability to decrease the average number of FLOPs needed for inference. This achievement is

realized by effectively solving certain tasks without the utilization of all layers, as explained in

1.3.1. We will now cite some examples of how early exit can be implemented.
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BranchyNet [15] proposes a framework that enables DNN models to dynamically branch and

early exit during inference based on confidence thresholds. It demonstrates the effectiveness of

the early exit mechanism in reducing computation time while maintaining competitive accuracy

on various image classification tasks. Authors applied this mechanism to classification task on

CIFAR-10, obtaining speedup gains of 1.5-2.4x over AlexNet and 1.9x over ResNet, without

significant accuracy loss, thanks to the simplicity of the used dataset. In BranchyNet, the

confidence which defines the choice of exiting or not at a specific branch, is defined by the

entropy the output of the last layer before the branch (eq. Equation 2.1).

entropy(y) =
X

c∈C
yc log yc (2.1)

The one used in BranchyNet is not the only possible way to define the confidence level

of an early classification: for instance, Gormez et al. [26] propose the usage of Class Means

(E2CM): the probability of an input belonging to a specific class is obtained as the softmax (eq.

Equation 2.2) of the normalized euclidean distances between each layer j output and the mean

of all its outputs.

Softmax(xi) =
exp(xi)P
j exp(xj)

(2.2)

EE approaches have been extensively explored also for Natural Language Processing (NLP)

tasks, which typically involve higher computational demands than CV. For instance, state-of-

the-art models like BERT [27] can contain up to 355 million parameters, significantly surpassing
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the parameter count of image classification models used in split computing studies, such as

ResNet-152, which has 60 million parameters, thus eventually benefiting more than computer

vision from these techniques. In this field, high importance is given to latency. For instance,

Zhou et al. [28] propose a patience metric t and the early exit policy is in a cross-layer fashion.

The process of PABEE (Patience-based Early Exit) works as follow: an input instance x passes

through layers L1 to Ln and a regressor Rn to make predictions. Each layer Li is connected to

an internal classifier Ri. To determine when to stop the inference early, a counter is used. For

regression, if the difference between predicted values is below a threshold τ ; otherwise, it is reset

to 0. (the same mechanism is also applied to classification, where the counter is incremented

if the predicted class remains the same as the previous layer). Thus, when the counter reaches

the desired value, the output is obtained at the early exit point. This policy shows an inference

speed-up ratio between 1.30x and 1.96x, with respect to the original version of BERT.

In the literature, the usage of early exit has also been explored in combination with other

techniques feasible for resource-constrained devices. For instance, Gormez and Koyuncu in-

troduced an hybrid approach based on early exit and pruning in [29], demonstrating a 50%

reduction in computational cost at the expense of a 4% decrease in accuracy, conducting ex-

periments using ResNet-56 and the CIFAR-10 dataset.

2.2 Edge server computing

Despite the significant progress made in the field of lightweight models and compression

techniques, performing inference on edge devices remains a challenge, especially when real-time

constraints must be satisfied. One solution consists in computation offloading to cloud server.
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However, certain applications that demand quick response times or operate in environments

with limited connectivity to the cloud, such as drones or military settings, may not be suitable

for cloud-based solutions. To address this, the literature proposes the utilization of edge servers,

which are less powerful but closer in proximity to edge devices, resulting in reduced communi-

cation delays. Edge computing, which involves performing computation and data processing at

the edge of the network, has been a natural progression driven by the need to address latency,

bandwidth, and privacy concerns in various applications. The integration of neural networks

with edge computing has emerged as a practical approach to enable real-time and efficient

inference on resource-constrained devices.

The basic approach consists in offloading all the inference to the edge server, thus the edge

devices would only need to manage the communication (data sending and output reception).

To enhance this strategy, an initial refinement involves minimizing data redundancy to mitigate

communication delays. This is accomplished through data preprocessing techniques.

2.2.1 Resource management and Offloading

Considering that, in general, edge servers have to manage many different tasks from different

devices, a key aspect in edge server computing is a proper resource management. The most

effective way has been shown to be the flexibility of the DNN configuration based on resource

availability, delay requirements and accuracy requirements. Zhang et al. [30] investigated this

approach, creating a system able to adapt itself runtime. The authors design a framework that

dynamically adjusts the processing complexity and accuracy of video analytics algorithms based

on available resources and time constraints. By utilizing approximation techniques, the system
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trades off accuracy for reduced computational requirements, allowing for real-time analysis of

video streams at scale.

Despite significant efforts in resource management and load balancing, certain applications

necessitate the deployment of multiple servers. Various systems have been proposed to address

this requirement, incorporating numerous edge servers and, in some cases, even cloud servers.

This is particularly relevant in scenarios where edge devices have highly limited resources, such

as in IoT systems and smart city environments. As mentioned in [31], smart cities heavily rely

on server usage, especially when low-power devices are involved. The literature proposes various

architectures to address this, including the Cloud-Centric Architecture (which centralizes data

processing and storage in the cloud), the Fog Computing Architecture (which brings comput-

ing resources closer to edge devices, including edge devices with local processing capabilities),

the Hybrid Cloud-Fog Architecture (combining elements of both cloud-centric and fog comput-

ing models to offload tasks to the cloud while performing time-sensitive or resource-intensive

computations at the edge), and the Hierarchical Architecture (organizing the smart city infras-

tructure into multiple tiers based on proximity to edge devices, with each tier responsible for

specific tasks and data flowing between tiers based on processing requirements).

Nevertheless, these techniques are not only associated with the extra expenses incurred from

server usage but also may not be suitable in specific scenarios, such as remote or rural areas,

disaster-stricken regions, military operations, or situations involving autonomous vehicles and

drones. Hence, it becomes imperative to explore systems that can operate without depending

on cloud servers and, if possible, even exclude the use of edge servers.
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2.2.2 Input dimensionality reduction

When dealing with systems that handle a large volume of inputs and have the capabil-

ity to offload high-dimensional vectors, it becomes essential to discover methods for reducing

the communication load within the system. This is important in order to minimize commu-

nication delay and cost. Here, we will explore the commonly employed techniques: PCA and

Autoencoders.

Principal Component Analysis (PCA) [31], proposed more then a century ago, is a clas-

sical statistical technique that identifies the principal components in the input data, capturing

the maximum variance. By projecting the data onto a lower-dimensional subspace defined

by these components, PCA provides a linear transformation that maximizes the retention of

variance. It is extensively utilized for dimensionality reduction tasks.

Autoencoders are neural network architectures consisting of an encoder and a decoder.

They are trained to reconstruct the input data from a lower-dimensional latent space. The bot-

tleneck layer in the middle of the autoencoder represents the compressed representation of the

data. Autoencoders effectively reduce the dimensionality by learning to capture essential fea-

tures while minimizing the reconstruction error. Autoencoders have been designed for various

purposes, including signal denoising, speech recognition, text summarization, and sample gen-

eration using architectures like denoising autoencoders [32], sequence-to-sequence autoencoders

[33], and Generative Adversarial Networks (GANs) [34].

In this work, we specifically focus on the dimensionality reduction achieved through en-

coding. The two well-studied models for this purpose are fully connected autoencoders and
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convolutional autoencoders. Fully connected autoencoders [35] [36], also known as dense

autoencoders, consist solely of fully connected layers. The input data is flattened and passed

through multiple fully connected layers in the encoder, gradually reducing the dimensionality.

The decoder consists of fully connected layers that mirror the encoder’s structure, expanding

the compressed representation back to the original input shape. The training process utilizes a

loss function that encourages minimizing the difference between the input and the reconstructed

output.

Convolutional autoencoders [37] excel at processing structured data, particularly im-

ages. They employ convolutional layers for both the encoding and decoding processes, allowing

them to capture spatial relationships and local patterns within the data. In a convolutional

autoencoder, the encoder component typically consists of convolutional and pooling layers,

which are then followed by fully connected layers to produce a compressed representation. The

decoder mirrors the encoder’s structure but employs deconvolutional layers (transpose convo-

lutional layers) to reconstruct the original input. Similar to fully connected autoencoders, the

training process of convolutional autoencoders minimizes the reconstruction error through an

appropriate loss function.

These dimensionality reduction techniques will result very effective even when considering

split computing (Section 2.3) and Partial Offloading (Section 2.3.1).
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2.3 Split Computing

2.3.1 Partial offloading

The concept of offloading has been previously explored in systems that incorporate both

edge and cloud servers (as discussed in Section 2.2.1). In such scenarios, the primary objective

was to offload the entire DNN to a more capable device that could perform the inference tasks

that the edge device alone was unable to handle.

As mentioned in Section 2, complete offloading of the entire DNN to the server is not the sole

viable approach. On the contrary, initiating the inference at the edge has proven to be effective,

offering advantages in terms of both privacy preservation (by transmitting activation vectors

instead of raw data) and optimal utilization of edge resources, thus we refer to Partial Offloading,

as only one portion of the computation is offloaded. The first intuition of this concept, by Cuervo

et al. [38] introduced the MAUI framework, which enabled offloading computationally intensive

parts of mobile applications, including DNN models, to remote servers. Although it focuses on

general application code offloading, it laid the foundation for the concept of selectively offloading

DNN layers to servers while keeping the lighter layers on the edge device.

In the section 2.2.2, we discussed the application of autoencoders in a situation where the

input is transferred to a server. These types of architectures can also be employed to encode and

decrease the dimensionality of activation vectors obtained from intermediate layers, specifically

in a PO scenario.
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2.3.2 DNN-partitioning

To the best of our knowledge, Neurosurgeon [39] is regarded as the pioneering system that

specifically addresses DNN partitioning. The research paper focuses on diverse applications

within CV, speech recognition, and NLP domains. The significant contribution of Neurosurgeon

lies in the development of a scheduler capable of automatically partitioning DNN computations

at the granularity of individual DNN layers. Through evaluations conducted on various DNN

architectures, the authors reported substantial improvements, including an average 3.1x reduc-

tion in end-to-end latency, a 59.5% decrease in energy consumption, and a 1.5x enhancement

in datacenter throughput.

Regarding DNN partitioning, Edgent [40] is a notable system that introduces an innovative

approach by incorporating an online tuning stage. The underlying process involves initially

partitioning the employed DNN during a static offline stage. Afterwards, Edgent dynamically

evaluates the existing bandwidth conditions and jointly optimizes DNN partitioning and sizing.

This optimization is based on the specified timing requirement and the setup obtained during

the offline phase. The primary objective is to maximize the inference accuracy while adhering

to the specified latency requirement. This integrated approach allows Edgent to adaptively

adjust the DNN configuration in real-time, ensuring optimal performance in dynamic network

conditions.

2.3.3 Early Exit applied to Split Computing

A very interesting line of work on this field is the application of early exit techniques to split

computing and distributed computing. Teerapittayanon et al. [41], extend the concept intro-
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duced in BranchyNet [15] to mobile-edge-cloud computing systems. In their system (DNNN),

the mobile device is assigned the smallest neural model initially. If the model’s confidence for

the input falls below a certain threshold, the intermediate activation vectors are sent to the

edge server. Here, the computation continues using a larger DNN model with an additional

exit. If the desired confidence level is still not achieved, the intermediate output is further sent

to the cloud, where the largest DNN model is executed to perform inference. In contrast to the

conventional approach of offloading raw sensor data for cloud processing, DDNN (Distributed

Deep Neural Network) performs local processing of sensor data on end devices, achieving high

accuracy. This approach significantly reduces the communication cost by more than 20 times,

thanks both to the reduction of the dimension of sent messages (activation vectors instead of

raw data) and to early exit which reduces the need for server usage (and data transmission).

We will now investigate successful research which jointly apply split computing and early

exit to computer vision tasks, such as Image classification. SPINN [42] exploits cloud offload-

ing and a progressive inference reduce CNN inference in different scenarios. A key element

introduced in this work is the usage of an innovative scheduler that effectively optimizes the

early-exit policy and CNN splitting in real-time. This capability enables the system to adapt to

runtime conditions and efficiently fulfill user-defined service-level requirements. An important

introduction regards the definition of the Dynamic Scheduler, which is responsible for the dy-

namic distribution of the offloading from edge to cloud, also defining the early exit policy. The

novelty is the consideration of the server cost, in fact, this element minimizes a cost function

defined by latency, throughput, server cost, device cost and accuracy. Similar to most existing
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literature on the combined utilization of early exit and split computing, this work is limited in

its scope as it solely focuses on a topology consisting of a single edge device and a server.

Boomerang [43] leverages DNN right-sizing and DNN partitioning techniques to achieve

low-latency and accurate DNN inference. DNN right-sizing exploits the early-exit mechanism

to adjust the amount of DNN computation, thereby reducing the overall runtime. DNN par-

titioning dynamically distributes DNN computation between IoT devices and the edge server,

leveraging hybrid computing resources for immediate inference. By combining these techniques,

Boomerang selects the partition and exit points to maximize performance while ensuring effi-

ciency requirements are met. Authors define five exit points on AlexNet and shows that their

system is ale to meet strict delay constraints (200-400 ms) for inference of CIFAR-10 images,

exploiting one edge device (Raspberry Pi 3) and on edge server (desktop PC).

The placement of early exit points needs to be carefully determined based on the available

devices. To address this, Chiang et al. [44] extends BranchyNet by introducing an algorithm

that dynamically identifies the optimal branch. The authors propose a dynamic programming

solution to this NP-complete problem, allowing for efficient and effective placement of the early

exit points.

The combination of split computing and early exit has also been addressed by Ebrahimi

et al. [45]. The study focused on two simulated environments: a mobile topology comprising

a SmartWatch, SmartPhone, BaseStation, and Cloud Server, and an IoT topology consisting

of a Raspberry Pi, Micro Datacenter, and Cloud Servers. The primary contribution of their

work lies in the proposal of a performance model capable of estimating both inference latency
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and accuracy while considering various partitioning strategies and Early Exit placements. This

model enables the adaptation of each device within the topology to achieve an optimal tradeoff

between latency and accuracy.

An additional aspect that should be taken into account, considering the inherent instability

of edge networks, is the potential indirect redundancy introduced by split computing and early

exit techniques, which can prove beneficial in mobile edge networks. In the event of an internet

connection loss, for instance, the edge device can still provide local outputs, albeit with reduced

accuracy. This issue is addressed by Ju et al. in [46]. The authors proposed a system that can

save a significant portion, up to 100%, of the affected frames during handovers by leveraging

advanced frame saving schemes, frame choosing schemes, and frame repartition schemes. This

approach is particularly suitable in mitigating the impact of frame loss in scenarios such as

Vehicular Networks and applications involving drones, where handovers can lead to frame loss.

This theme is also considered in [47]. Authors proposed a novel algorithm called Scheduling

Early Exit (SEE), which utilizes dynamic programming techniques to determine the optimal

schedule with various early exit choices in the event of a service outage. This algorithmic

approach allows for efficient decision-making regarding early exit strategies, ensuring effective

DNN inference even when faced with service outage.

2.3.4 Distributed Computing

While previous research has primarily concentrated on hierarchical systems involving edge

servers and cloud servers, it is essential to recognize that this is not the sole solution. A

recent trend has emerged, focusing on edge device networks that do not incorporate servers.
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Consequently, we explore the concept of distributing different segments of the employed model

across multiple devices. This approach aims to leverage the unique capabilities of each device,

enabling them to perform computations on a subset of the DNN layers. As a result, it effectively

reduces the storage requirements for the model and minimizes the number of floating-point

operations (FLOPs) required per input.

One of the first works proposing this approach is MoDNN [48], which presents a solution

for accelerating DNN computations by partitioning pre-trained models onto multiple mobile

devices, thereby reducing device-level computing costs and memory usage. Experimental results

demonstrate the effectiveness of MoDNN: as the number of worker nodes increases from 2

(typical edge device - edge server topology) to 4, the system achieves a DNN computation

speedup of 2.17x - 4.28x. This acceleration is not solely attributed to parallel execution but

also to the reduction in data delivery time. The same key idea is behind Deepthings [49], which

aims at partitioning the deep learning model and distributing the computation across multiple

edge devices within a cluster. This allows the workload to be shared, enabling parallel and

efficient inference. The paper introduces a dynamic load balancing mechanism that adapts the

partitioning strategy based on the computational capabilities and availability of resources in

the edge cluster.

Although there is limited existing literature on the investigation of distributed computing

with partial offloading applied to various topologies comprising edge devices with different

capabilities, other studies have focused on harnessing the diverse computational and storage

capacities by utilizing different models for the same task, stored across multiple edge devices
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within a network. A noteworthy example is presented by Si Salem et al. [50]: the authors

proposed an inference network consisting of computing nodes, each capable of hosting specific

pre-trained ML models. While we consider distributed computing to be a more efficient solution,

the suggested topology served as inspiration for my research.

As anticipated in Section 2.3.3, [40] [41] [42] [45] have proposed the combined usage of early

exit and split computing. However, all of these systems are based on hierarchical design with

a pre-defined and static order of execution across devices (i.e. edge device − > edge server

− > cloud server). This work aims at filling this gap, generalizing to systems which can also

be only composed of edge devices, which cooperate in a dynamic way exploiting early exit and

distributed computing.



CHAPTER 3

METHODOLOGY

3.1 Design details

As previously mentioned, the objective of this work is to create a system that can utilize the

computation and communication abilities of a diverse range of devices with varying topologies.

The system aims to enable distributed inference, taking advantage of early exit to minimize

inference delay and reduce the overall system load. This is particularly important as the system

is expected to operate with limited computational capabilities.

Our algorithms are specifically crafted to address two prevalent constraints in this field; (i)

the accuracy constraint, which aims to achieve specific accuracy levels, and (ii) the input arrival

rate constraint, which involves adapting the inference process to find the optimal accuracy

tradeoff that satisfies the given rate of input arrivals.

Once the results for these two scenarios were gathered, we deploy systems that handle

incoming input based on a Poisson process. These systems possess predetermined lengths for

both input and output buffers. In case the output buffer reaches its maximum capacity, outputs

are transferred back to the input queue to allow for local processing to continue. Similarly, if

the input queue becomes full, new inputs are discarded. To address fluctuating input rates and

prevent input dropping, the system employs a dynamic early exit policy, which is elaborated

30
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in the following section. This policy adjusts the number of cases where early exit is performed

based on the current input rate.

3.1.1 Early Exit policy

In order to provide flexibility, the early exit policy does not depend on the architecture

and the number of early exit points. Early exit is achieved by introducing a fully connected

layer after a specific layer i to ensure that the output has the appropriate dimensionality

(corresponding to the number of classes). The decision to exit or continue the inference is

based on a policy that compares the confidence level of each particular exit to a threshold

value, denoted as T.

To calculate the confidence of each classification, the softmax function (as defined in

Equation 2.2) is applied to the classification vector, which has a dimensionality equivalent to

the number of classes in the dataset being used. The resulting value represents the probability

of the input belonging to the most probable class.

If the confidence exceeds the threshold value (T), the inference process is halted, and the

classification result is obtained. On the other hand, if the confidence falls below the threshold,

the activation vector obtained from layer i serves as input to the subsequent layers of the model,

allowing the inference to continue.

Focusing on threshold T, we implemented two approaches, corresponding to the two con-

straints previously introduced. The first system involves a fixed threshold value T and, sub-

sequently, a fixed accuracy, while the rate of the input images change. On the other hand,

the second one maintains a fixed rate of input images while varying the threshold value (T),
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resulting in varying levels of accuracy. These systems will be thoroughly explored and analyzed

in the upcoming sections.

3.2 Algorithms

The implementation of the codes in this work utilizes multithreaded programming. In this

section, tables are provided to illustrate the assignment of threads to different scenarios on each

device, along with the corresponding algorithms and functions employed. To comprehend these

tables, it is necessary to introduce several variables utilized in the algorithms:

• threshold T represents the confidence threshold utilized the early exit policy, as described

in section 3.1.1;

• interval refers to the inter-arrival rate at which input images are sequentially added to

the input queue;

• stats comprise statistics computed at regular intervals (typically every 1 second) to obtain

information about the state of each device. These statistics encompass the length of

the input queue, RAM usage, and the computation time compT imei (for device i) for

multiplying two 50x50 matrices. This matrix multiplication is performed to gather insights

into the machine’s state and inference speed;

• commTimei is the moving average over 5 seconds of the time required to complement the

exchange of a 50x50 matrix with node i.

In addition, there are several hyperparameters that can be configured:
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• a, b, and c represent coefficients that determine how the threshold T and the interval

are adjusted based on the system state. These coefficients provide various options for

adapting the reactivity speed. Excessively high values can result in system deadlock,

while overly small values can lead to slower adaptation. In algorithms 2, 3, 6, and 7, we

can customize these coefficients to achieve a faster or slower adjustment of the threshold

and inter-arrival interval. When the queue is empty or minimally loaded, we decrease the

inter-arrival interval or increase T by a factor of a. If it is slightly loaded, we employ

coefficient b, which is expected to be smaller than a. Conversely, when the input queue is

heavily loaded, we decrease T or increase the interval using coefficient c. In this scenario,

we select a single coefficient that enables rapid adaptation to prevent system deadlock,

as having excessive elements in the queue could lead to undesirable outcomes, which we

strive to avoid whenever feasible.

• minInterval denotes the minimum interval desired in the best-case scenario, when the

device is not heavily loaded. Setting this parameter helps avoid excessively small intervals

that could overload the system too quickly. In general, it should be declared as a value

greater than zero to prevent negative inter-arrival times, which could potentially lead to

exceptions when running the algorithms.

• tQueue1, tQueue2, and tQueue3 are thresholds for the load in the input and output

(only in the distributed scenario) queues, which influence the adjustment of T and the

interval. These thresholds can be correlated with application requirements (e.g., a maxi-

mum buffering delay) or device hardware constraints (e.g., memory). The thresholds are
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directly linked to coefficients a, b, and c. They are employed to ascertain when the algo-

rithm should increase or decrease T and the inter-arrival interval, as well as the extent

to which these adjustments are made.

• s1 and s2 determine the duration of the waiting periods during the execution of algorithms

2, 3, 6, and 7. s2 represents the time interval between each queue check, designed to avoid

unnecessary checks when the queue load changes gradually rather than instantaneously.

On the other hand, s1 represents the waiting time after an adaptation is made, allowing

the system sufficient time to react and consider the system’s behavior after the new value

is set, thereby preventing overly rapid modifications without proper consideration.

3.2.1 Local inference

Although the local inference is not the aim of this work, we will provide the algorithm we

developed to have a fair comparison to the algorithms used for distributed inference.

Table I outlines the tasks required for local inference. Each task is intended to be executed

independently and concurrently with the others. It includes the algorithms we designed, which

will be explained in this section.

TABLE I: LOCAL INFERENCE TASKS.

Task 1 Manages the inference function (algorithm 1)

Task 2 Computes and shows stats

Task 3 Manages the input queue inserting elements according to the defined interval

Task 4 Modifies interval (algorithm 2) or T (algorithm 3)
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Algorithms 1 manages the inference function: inference is performed on inputs stored in the

input queue sequentially, eventually applying EE. Algorithms 2 and 3 manage the adaptation of

the threshold and interval in the two scenarios to mitigate the possibility of reaching deadlock

state of the device caused by its overloading.

In the case of a fixed confidence threshold T (Algorithm 2), the inter-arrival interval is

decreased if the device is under a light load. This reduction in interval occurs in two distinct

situations, which are determined by two low load levels represented by thresholds tQueue1

and tQueue2. On the other hand, if the device is overloaded (indicated by the input queue

exceeding the threshold tQueue3), the interval is increased. This adjustment helps alleviate the

device’s load arising from incoming inputs. The same approach is exploited when considering

fixed interval and a variable confidence threshold T (Algorithm 3): lower T corresponds to more

early exit and consequently less computation.

The specific values for these thresholds (tQueue1, tQueue2, and tQueue3), can be cho-

sen based on the capabilities of the individual device, particularly with respect to memory

constraints.

Algorithm 1: Inference function in local scenario

while Input data is not the end flag do
Compute the classification
Store the used early exit point
Check if classification is correct

end
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Algorithm 2: inter-arrival interval adaptation

while Classification is running do
if length(input queue) < tQueue1 & interval > minInterval then

interval = interval - a*interval
sleep s1 seconds

end
else if length(input queue) ≥ tQueue1 & length(input queue) < tQueue2 & interval
> minInterval then
interval = interval - b*interval
sleep s1 seconds

end
else if length(input queue) > tQueue3 then

interval = interval + c*interval
sleep s1 seconds

end
sleep s2 seconds

end
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Algorithm 3: confidence threshold adaptation

while Classification is running do
if length(input queue) < tQueue1 then

T = min(1, T + a*T)
sleep s1 seconds

end
else if length(input queue) ≥ tQueue1 & length(input queue) < tQueue2 then

T = min(1, T + b*T)
sleep s1 seconds

end
else if length(input queue) > tQueue3 then

T = max(0.5, T - c*T)
sleep s1 seconds

end
sleep s2 seconds

end

3.2.2 Distributed inference

Regarding distributed inference, additional tasks need to be managed due to communication

and the distribution of inference. To handle this, we decided to establish separate connections

for each function and each device in the system. For example, there is a connection dedicated

to exchanging activation vectors with device A, another for exchanging activation vectors with

device B, and additional connections for exchanging statistics with device A, and so on. This

approach ensures that different communication queues are in place, preventing interference

between them. The algorithms 2 and 3 remain unchanged, except that the output queue is now

included when assessing device load (algorithms 6 and 7).

The codes executed on the different devices used in the experiments are nearly identical,

except for the presence of the original input data, which is exclusively owned by one device.
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The general approach is as follows: when the device is under a light load and capable of

handling the classification, we prioritize local execution. This is observed when using a smaller

confidence threshold (while maintaining a fixed accuracy constraint) or having a small input

rate (while keeping a fixed input rate), thus more classifications can be performed locally, as

shown in Algorithm 4: if the input queue is empty, the output is re-put in the input queue, which

means to continue the inference locally. However, if the device starts to become overloaded, we

shift our focus to leveraging other devices. Load balancing becomes a crucial tradeoff in this

process. Our objective is to respect the constraints while achieving optimal performance, while

also avoiding excessive load on the receivers. This is important to prevent deadlock situations

for both the receivers and the transmission channel.

In the next part of this section, we will illustrate our algorithms, highlighting the key aspects

that contribute to achieving our goals.

Table Table II provides a comprehensive overview of the tasks essential for distributed

inference. Each task is expected to be executed independently and simultaneously with the

others.

Algorithm 4 is responsible for overseeing the inference process. It operates by sequentially

analyzing each element present in the input queue. If the early exit mechanism is not applied,

the intermediate result is placed back into the input queue, allowing the inference process

to continue. However, if the input queue is not empty and the output queue has space, the

intermediate result is placed in the output queue, where it remains ready to be transmitted to

another device within the network.
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TABLE II: DISTRIBUTED INFERENCE TASKS.

Task 1 Manages the inference function (algorithm 4)

Task 2 Manage the communications to send activation vectors (algorithm 5)

Task 3 Manage the communications to receive classification outputs

Tasks 4 Manage the communications to receive stats

Task 5 Computes ti, ∀i (eq. Equation 3.1)

Task 6 Manages the input queue inserting elements according to the defined interval

Tasks 7 Manage the communications to receive activation vectors

Tasks 8 Compute and update commTimei, ∀i
Tasks 9 Modifies interval (algorithm 2) or T (algorithm 3)

Algorithm 5 is utilized to manage the transmission of activation vectors from the output

queue (populated by Algorithm 4) to other devices within the network. Several factors come

into play when determining the appropriate recipient device. Firstly, the load of the receiver

device is checked by examining the input queue of that device (data contained in the received

stats). If the input queue surpasses a predefined threshold, the device is not considered as a

potential receiver to avoid overloading it.

The selection of device j is performed with a probability of 1 only if its corresponding

tj (computed according to equation Equation 3.1) is the smallest among all ti values or if the

output queue is highly loaded (output queue > outputLoadThreshold), thus we aim at exploiting

as many receivers as possible. The significance of this criterion varies based on its computation:

it indicates that the device has a low load (small input queue), efficient communication with

the device, and low computational demand. This implies that the device is not heavily loaded
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Algorithm 4: Inference function in distributed scenario.

while Input data is not the end flag do
Compute the part of inference choosing the proper subnetwork1

if confidence > T then
Check if classification is correct

end
else

if Input queue is empty or Output queue ≥ tOutQueue then
Add the intermediate result to the input queue

end
else

Add the intermediate result to the output queue
end

end

end

1The selection of the specific subnetwork (i.e. the specific layers to be used for inference) is determined based
on the information associated with the input vector. This vector is flagged to indicate it is the original input
with flag value of 0, 1 represents the output after EE point 1, and so on.

and, in a heterogeneous scenario, possesses favorable computational capabilities compared to

other devices in the network.

Continuing with the aforementioned considerations, there are cases where device j is chosen

as a receiver even if its tj value is not the smallest. This selection is made with a probability

that is proportional to the ratio between the minimum ti and tj . The purpose of this approach

is to utilize all devices in the network and achieve a balanced distribution of the load. This

is particularly important in situations where ti values are similar to each other. By avoid-

ing a stringent policy that would exclude all devices except one, we ensure a more equitable

distribution of tasks across the network.
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Algorithm 5: Activation vectors sending management.

(Communication to node j)
while Input data is not the end flag do

if InputQueuej < tQueueJ then
if tj < ti, ∀i or output queue > outputLoadThreshold then

Send an activation vector from the output queue to device tj
end
else

Send an activation vector from the output queue to device j with probability
min(ti,∀i)

tj

end

end

end

ti = compT imei ∗ length(inputQueuei) + commTimei (3.1)
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Algorithms 6 and 7 outline the adaptation of the threshold and interval in the two scenarios:

fixed inter-arrival rate and fixed accuracy constraint. As already introduced, the primary

objective is to prevent overloading of the device and mitigate potential deadlock situations.

The exploited mechanisms are the same described in 3.2.1 for the local inference, with the

only difference that in this case the output queue dimension is also considering for threshold

and interval adaptations.

As in the local inference case, tQueue1, tQueue2, and tQueue3, are chosen according to the

capabilities of the used device, in particular considering its memory.

Algorithm 6: Inter-arrival interval adaptation

while Classification is running do
if length(input queue) + length(output queue) < tQueue1 & interval > minInterval
then
interval = interval - a*interval
sleep s1 seconds

end
else if length(input queue) + length(output queue) ≥ tQueue1 & length(input
queue) + length(output queue) < tQueue2 & interval > minInterval then
interval = interval - b*interval
sleep s1 seconds

end
else if length(input queue) + length(output queue) > tQueue3 then

interval = interval + c*interval
sleep s1 seconds

end
sleep s2 seconds

end
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Algorithm 7: confidence threshold adaptation

while Classification is running do
if length(input queue) + length(output queue) < then

T = min(1, T + a*T)
sleep s1 seconds

end
else if length(input queue) + length(output queue) ≥ tQueue1 & length(input
queue) + length(output queue) < tQueue2 then
T = min(1, T + b*T)
sleep s1 seconds

end
else if length(input queue) + length(output queue) > tQueue3 then

T = max(0.5, T - c*T)
sleep s1 seconds

end
sleep s2 seconds

end

3.2.3 Distributed inference and Poisson arrival process

After the design and testing of the aforementioned scenarios, we proceeded to evaluate our

system using a Poisson arrival rate. In this case, the early exit policy and load balancing

mechanisms remain the same as explained in section 3.2.2 for the fixed arrival rate scenario.

However, there are some notable differences.

Firstly, we impose a limit on the size of the input queue, called InputQueueSize, and of

the output queue. If the input queue becomes full, any new incoming inputs are dropped,

resulting in a decrease in accuracy. On the other hand, the output queues are not subject to

dropping. Instead, when an output queue reaches its limit, the inference process continues on
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the device without moving intermediate results to the output queue. This approach ensures

that the devices do not reach deadlock states as they are never overloaded.

Nevertheless, this adaptation introduces a tradeoff. As the number of dropped packets

increases due to the arrival rate, there is a proportional decrease in accuracy. However, the

devices avoids reaching deadlock situations and maintains performance by adjusting the confi-

dence threshold T .



CHAPTER 4

EXPERIMENTAL SETUP AND IMPLEMENTATION

This chapter focuses on the architecture-specific implementation that we have designed for

our study. We provide a detailed description of the models used and how we have adapted them

to suit our requirements. Additionally, we offer insights into the topologies we have designed

and tested. Furthermore, we elaborate on the implementation of the training process. Finally,

we provide a brief overview of the physical setup, including the specific machines utilized for

our experiments.

Once the system design was completed, we proceeded to implement it on actual devices that

communicate via wireless connection. We replicated scenarios involving three or five devices

with equivalent storage and computational capabilities, alongside an additional device featuring

an edge server. This setup allowed us to compare the utilization of what we can call Peer

Offloading (Partial Offloading to similar devices) with the more conventional hierarchical system

Offloading. To conduct our experiments, we utilized two well-established models, MobileNetv2

and ResNet50, adapting them to our specific scenario and subsequently retraining the modified

architectures.

4.1 Models

In this study, we chose to leverage two widely utilized lightweight models (introduced in Sec.

2.1.1) in edge computing with the goal of enhancing their performance using novel techniques

45
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not previously discussed in their original publications [22] [23]. We will begin by describing these

models in their original implementations, and subsequently, we will introduce the enhancements

that we have incorporated.

4.1.1 MobileNetv2

Figure 5 gives a visual representation of the original architecture and the one implemented

in this study.

Figure 5: MobileNetv2: original architecture and architecture with EE.
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4.1.1.1 Original implementation

The main idea behind MobileNetV2 is the use of a novel building block called the “inverted

residual with linear bottleneck” (or Inverted Residual Block). This block consists of three

main components: a lightweight depthwise separable convolution, an expansion layer, and a

projection layer. Let’s explore each of these components in more detail:

• Depthwise Separable Convolution: the depthwise separable convolution is a factorized

convolution technique that splits the standard convolution into two separate operations:

depthwise convolution and pointwise convolution. In the depthwise convolution, each

input channel is convolved with a single convolutional filter, while in the pointwise con-

volution, a 1x1 convolution is used to combine the output channels obtained from the

depthwise convolution. This separation significantly reduces the computational cost by

decreasing the number of parameters and operations.

• Expansion Layer: the expansion layer is responsible for increasing the number of channels

before applying the depthwise separable convolution. It uses a 1x1 convolutional layer

with a nonlinear activation function (typically ReLU) to increase the dimensionality of

the feature maps. This expansion helps capture more complex patterns and allows for

better information flow through the network.

• Projection Layer: the projection layer is applied after the depthwise separable convolution

to reduce the number of channels back to the desired value. It uses another 1x1 convolu-

tional layer to compress the feature maps while maintaining the necessary representational

capacity.
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4.1.1.2 Adaptation to this study

As previously mentioned, this study focuses on two main elements: early exit and dis-

tributed computing. Regarding distributed computing, no modifications are required in the

model architecture for it to function correctly. It suffices to divide the model into different

submodels that can be stored separately on distinct devices.

In contrast, implementing early exit necessitates modifications in the network architecture.

Specifically, to incorporate early exit points, the output of the hidden layers must be adjusted

to the desired dimensionality (e.g., the number of classes in classification tasks), and the ap-

propriate activation function must be applied to generate the desired output.

In this study, an early exit point is added after each Inverted Residual Block, except for

the last two blocks, which are always computed together without an early exit point between

them. This decision is based on the fact that only a few inputs result in the utilization of the

full model. Consequently, it was deemed more important to segment the model at the earlier

layers.

The choice of adding early exit points after entire Bottleneck Residual Blocks, without

splitting them, is driven by the nature of these blocks. They terminate in a sum operation with

the input of the block itself, as depicted in Figure 5.

4.1.2 ResNet

After evaluating ResNet50, ResNet101, and ResNet152, I concluded that ResNet50 provided

satisfactory accuracy for the given dataset, prompting my decision to choose it.
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Figure 6: ResNet50: original architecture, architecture with EE and autoencoder.

Figure 6 provides a graphical depiction of both the original architecture and the architecture

utilized in this study.

4.1.2.1 Original implementation

ResNet50 consists of 50 layers, hence its name. These layers can be broadly categorized into

several types:

• Convolutional Layers: the network starts with a convolutional layer that performs filtering

operations on the input image to extract low-level features. It is followed by several
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blocks, each containing multiple convolutional layers. These layers progressively extract

more complex and abstract features from the input data.

• Bottleneck Blocks: the core building blocks of ResNet50 are the bottleneck blocks. Each

block consists of three convolutional layers: a 1x1 projection layer to reduce the num-

ber of input channels, a 3x3 convolutional layer for feature extraction, and another 1x1

projection layer to restore the number of channels. These blocks help in reducing the

computational complexity of the network while maintaining expressive power.

• Identity Blocks: in addition to the bottleneck blocks, ResNet50 also includes identity

blocks. An identity block is similar to the bottleneck block but does not have the dimen-

sion reduction step. It consists of three convolutional layers with the same number of

input and output channels. Identity blocks allow the network to learn identity mappings,

facilitating the training of deeper architectures.

• Pooling Layers: after the convolutional layers, ResNet50 employs average pooling to re-

duce the spatial dimensions of the feature maps. This downsampling operation helps in

reducing the computational burden and capturing more global information.

• Fully Connected Layers: towards the end of the network, there are fully connected layers

responsible for performing classification. They take the flattened feature maps and map

them to the desired number of output classes.
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4.1.2.2 Adaptation to this study

The main aspects of distributed computing and early exit are similar to what is explained in

4.1.1.2 and 3.1.1, referring to MobileNetv2, including the early exit policy based on confidence

and threshold T.

In the case of MobileNetv2, the architecture incorporates Shortcut connections, which dic-

tate the placement of early exit points. After careful consideration, we opted to incorporate

three early exit points, with each one positioned after a set of identical Bottleneck Blocks.

Additionally, the decision to deviate from a regular placement of early exit points, considering

the required FLOPs, was driven by the observation that the initial layers are always computed,

while the subsequent layers become less relevant due to the preceding early exit points. Hence,

it seemed advantageous to offload the first subnetwork (layers before the first early exit point).

The positioning of early exit points must take into account both the computational reduc-

tion and accuracy of the network that incorporates them, requiring a tradeoff to be found.

Specifically, for this architecture, it could be suggested to introduce an additional early exit

point after the first convolutional layer, prior to the building blocks. Although we considered

this option, the results obtained over 10,000 samples led us to dismiss this solution. It should

be noted that, as depicted in Figure 7, a high level of confidence does not always correspond to

high accuracy. In fact, the proposed early early exit point (placed after the first convolutional

layer) resulted in an increased number of early exit points for each confidence threshold but

led to significantly lower accuracies (10-20% less). Despite the potential reduction in inference
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Figure 7: Accuracy and exits number with anticipated early exit and early exit after first Block
vs confidence thresholds.

delay offered by this early early exit point, we decided against its usage in order to maintain

higher accuracy levels after careful deliberation.

After conducting initial experiments in a distributed environment, it became evident that

the activation vector following the first early exit point was excessively large. As a result, the

message exchange between two devices, occurring after the first early exit point, emerged as a

performance bottleneck, significantly limiting the system’s overall performance. Consequently,

we made the decision to devise a lightweight autoencoder to diminish the dimensionality of

the messages, facilitating faster data exchange. The details of the autoencoder design can be

found in Figure 8. It is worth noting that the number of required Floating Point Operations

(FLOPs) differs between encoding and decoding. The encoding process entails approximately
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Figure 8: Autoencoder used with ResNet.

59 million FLOPs out of the total 807 million FLOPs of the first subnetwork (7.3%), whereas

decoding requires 218 million FLOPs. This asymmetry in computation allocation aligns with

the reasoning behind minimizing computations in the first subnetwork, which is more frequently

utilized.

In contrast to the conventional approach with autoencoders, we did not train these layers

independently by minimizing a similarity loss function. Instead, we trained them collectively

as part of the entire network. The main objective was not to achieve a precise reproduction

of the activation vector after encoding and decoding. Rather, the focus was on obtaining an

activation vector that could be correctly classified as the original one, thus they do have to be

as close as possible.

Utilizing the autoencoder architecture, we achieved a substantial reduction in dimensionality

for the activation vector after the initial subnetwork, shrinking it from (256, 56, 56) to (16, 14,

14). Consequently, the overall message dimensionality experienced a remarkable decrease from

3.2MB to 13.3KB, enabling significant compression. In the worst-case scenario, where the first
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(EE) is never utilized, and the full network is always exploited for inference, the employment

of the autoencoder results in a an accuracy loss up to 2.5%, however this effected is mitigated

by EE.

4.2 Topologies

As stated in section 2.3.3, based on our current understanding, there is a lack of existing liter-

ature on systems that combine early exit with distributed computing in flexible non-hierarchical

topologies. This work aims to address this gap by proposing a system that extends the approach

previously studied in the literature. The proposed system considers a network of heterogeneous

devices without any path constraints for inference execution.

In scenarios where devices exhibit significant differences in capabilities, the system will

naturally gravitate towards heavy utilization of the most capable device. This convergence

results in a typical system configuration consisting of one edge device and one edge server.

Considering the benefits of distributed computing alone, it already offers advantages in terms

of system load management by enabling parallelization of inference across different subnetworks

within the same model.

To showcase the flexibility and adaptability of our algorithms, we created four distinct

distributed environments in this study, as depicted in Figure 9. The environments consist of:

(1) a setup with a single edge device and an edge server, (2) two setups involving three wireless-

connected devices with different topologies, specifically a mesh topology and a unidirectional

ring topology considering the activation vectors, and (3) a mesh topology setup with five devices.

Each device incorporates subnetworks within their models, allowing them to process individual
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subnetworks and determine whether to apply the early exit or not. If necessary, they can

transmit activation vectors to another device or continue the inference process locally. The

only distinction between these devices is that only one of them stores the input data and thus

requires the first subnetwork. However, the system can be easily expanded to include more

devices with input data. By sharing the first device’s information (IP address and port), the

classification output can be sent to it regardless of where the inference process concludes.

In our study, we leveraged the memory capacities of the devices employed, enabling us to

store and utilize multiple subnetworks on each device. In a more restricted scenario, a simple

approach to reduce the memory requirement would be to allocate different subnetworks to

separate devices. However, this approach carries the inherent risk of an uneven distribution

of the computational workload, potentially leading to a device becoming a bottleneck for the

entire system.
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Figure 9: Distributed environments employed in this study.
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4.3 Training

Training in the distributed environment was not conducted for this work, as the main focus

was on inference. The training process was performed on a server, and the trained models were

subsequently loaded onto the devices used in the experiments.

Moreover, it is worth noting that the primary objective of this work was not to optimize

the training process itself. While it is possible to improve the accuracies of the models through

various training techniques, it is important to emphasize that the obtained results should be

interpreted in terms of a comparison between local and distributed moments, with or without

the use of EE. The focus is on evaluating the performance and efficiency of the distributed

inference framework, rather than achieving the highest absolute accuracy.

In our model training, we employed the widely used Cross Entropy Loss function (Equa-

tion 4.1), which is commonly utilized for classification tasks. This loss function quantifies

the disparity between the predicted class (ŷi) probabilities and the actual class labels (yi): it

increases as the predicted probability diverges from the actual label.

CrossEntropyLoss(y, ŷ) = −
NX

i=1

(yi log(ŷi) + (1− yi) log(1− ŷi)) (4.1)

Considering the presence of multiple classification points, including the outputs from early

exit points and the full model, we employed a cumulative loss approach. This method entailed

aggregating the losses from all classifications, utilizing the loss formulation defined in Equation

Equation 4.2. Within this equation, the coefficient ce was introduced to weigh the loss at
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each early exit point and the full network, enabling flexibility in assigning varying levels of

importance to different classification points. In our case, we set all ce equal to 1.

Loss(y, ŷ) =

EX

e=1

ce(−
NX

i=1

(yi log(ŷi) + (1− yi) log(1− ŷi))) (4.2)

4.4 Physical setup and codes implementation

To conduct our experiments, we utilized the NVIDIA® Jetson Nano™, a commonly used

platform for AI development on edge devices. The Jetson Nano™ is equipped with the NVIDIA

Maxwell architecture, featuring 128 NVIDIA CUDA® cores, a Quad-core ARM Cortex-A57

MPCore processor, and 4 GB of 64-bit LPDDR4 memory operating at 1600MHz with a band-

width of 25.6 GB/s. For our edge server, we employed a GS65 Stealth 9SE laptop. This laptop

is equipped with an Intel® i9-9880H processor and an NVIDIA® GeForce RTX™ 2060 graph-

ics card with 6GB GDDR6 memory. It also boasts 16 GB of DDR4-SDRAM memory. These

hardware configurations were chosen to support our experimental setup and ensure sufficient

computational power for the tasks at hand.

Regarding device communication, we utilized wireless connectivity for our experiments.

Specifically, we leveraged the UIC Wifi network to facilitate communication between the devices

involved in our setup.

The implementation of the ideas and algorithms presented in this work was done entirely

in Python. PyTorch was employed for implementing the Deep Neural Network (DNN) archi-

tectures. Socket and Pickle were used for communication purposes, facilitating the translation
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of data into and from bit representation. Additionally, multi-thread programming was accom-

plished using the Threading module.



CHAPTER 5

RESULTS AND ANALYSIS

1 In this chapter, we present the outcomes achieved by our system when utilizing CIFAR-10,

utilizing a dataset that comprises 10,000 test images. Each test has been performed five times,

and we report the average result along with its standard deviation. We employed the models

described in Section 4.1, namely MobileNetv2 and ResNet50, along with the configurations

specified in Section 4.2. Specifically, we refer to Figure 9 for the network topologies. Initially,

we evaluated our system on a single device with a fixed inter-arrival interval and fixed confidence

threshold T (consequently fixed accuracy). The obtained inter-arrival time when using fixed

confidence threshold is proportional to the inference time required for each image, and these

values are actually very similar. We also assessed it on the first three topologies, one which

consists of a device-edge server and two topologies composed of three devices. Subsequently, we

examined our system using a Poisson arrival rate and a limited input queue size, considering

all the presented topologies, including the mesh topology with five devices.

5.1 Fixed inter-arrival interval and fixed confidence threshold T

In this section, we will present the outcomes achieved for the initial two scenarios discussed

in Chapter 3.

1All the results depicted in the plots of this chapter are also provided as tables in the appendix.

60
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Table IV contains the chosen values for the hyperparameters and coefficients present in

the algorithms introduced in section 3.2, which are set to manage the load balancing and the

threshold T and interval adaptation. As a conservative choice, at the beginning of each test

with varying confidence threshold the value of T was set as 0.5 and the inter-arrival interval

was set as 50 ms when using fixed T .

TABLE III: HYPERPARAMETERS AND COEFFICIENTS USED IN TESTS.

tQueue1 10

tQueue2 30

tQueue3 60

tOutQueue 50

tQueueJ 50

a 0.2

b 0.1

c 0.2
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Figure 10: Results for MobileNetv2 with fixed confidence threshold T and varying inter-arrival
interval.

5.1.1 MobileNetv2

Figure 10 presents the outcomes achieved by employing various fixed confidence thresholds

(0.6, 0.7, 0.8, and 0.9) and for the model without early exit (referred to as ’no EE’), using Mo-

bileNetv2. As predicted, it is evident that the inference performed without early exit achieves

greater accuracy but requires a longer inference time. As expected, employing lower confidence

thresholds (resulting in decreased accuracies) enables the system to handle a larger input flow

(smaller inter-arrival interval) with reduced inference time. Specifically, when examining the

two topologies consisting of three devices (b and c), it is observed that employing a confidence
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threshold of 0.7, for instance (which results in approximately 4.3% accuracy loss compared to

inferences obtained with the full model), allows the system to achieve an inter-arrival interval

13.4% and 27.45% lower than when employing the full model. Even when considering a thresh-

old of 0.9, the advantage remains significant, with the interval being 11.5% and 16% lower while

experiencing only a 0.7% accuracy loss.

An intriguing observation is that topology a and topology c exhibit higher standard deviation

values. In our view, this can be attributed to the fact that, with the first device having only

one receiver device, the system is more susceptible to network variability and the influence of

input order. This makes it easier to overload the device, resulting in performance degradation.

Conversely, due to the conservative communication algorithm we implemented (where both

receivers are utilized for activation vectors if the output queue is sufficiently large), topology b

is less affected by differences in input sequence, resulting in a smaller standard deviation.

Regarding the system with a fixed and constant inter-arrival interval and varying threshold,

the corresponding results are depicted in Figure 11. It should be noted that the intervals’

values differ between different topologies. This deliberate variation aims to provide a clearer

understanding of the intervals wherein we observed rapid changes in behavior. As for the

minimal inter-arrival interval, the smallest value employed for each topology represents the

minimum limit (with granularity of 5 ms) we could utilize while avoiding deadlock. For example,

a 30 ms inter-arrival interval in topology a leads to deadlock due to excessive memory usage in

the queues. The same holds true for a 35 ms inter-arrival interval in topology c and so forth. It

is noteworthy that in topology a, the system can handle smaller inter-arrival intervals compared
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Figure 11: Results using MobileNetv2 with fixed inter-arrival interval and varying threshold T .

to topology c. This is related to the fact that, in the case of topology c, the second device of

the topology (which has lower capabilities than the edge server) is the one causing deadlock.

On the other hand, topology b can handle smaller inter-arrival intervals than topology a, as in

the latter case, it is the first device that experiences deadlock in the output queue management

due to having only one receiver. While it is possible to propose the use of different policies

and hyperparameters for each topology to optimize their performance individually, we opted

for using the same policies to ensure a fairer comparison between them.
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Comparing the performance of different topologies with fixed confidence thresholds, we ob-

serve that topology b exhibits superior performance, while topologies a and c display higher

standard deviations. Our algorithms enable the systems to outperform local inference, having

better inference delays and consequently higher accuracies. As an example, when considering a

shared inter-arrival interval of 55 ms, the distributed environment accuracies are significantly

higher, with topology a, b, and c achieving improvements of 7.2%, 11.3%, and 11.6%, respec-

tively.

5.1.2 ResNet50

When analyzing the results obtained from ResNet50, the first observation to note is that

the accuracy differs between local and distributed scenarios when using the same confidence

threshold. This is due to a decrease in accuracy in the distributed scenario caused by the

utilization of the autoencoder.

Let’s examine Figure 12, which displays the results obtained using a fixed confidence thresh-

old. Similarly to the previous case, we observe a higher standard deviation for topologies a and

b. This is particularly evident in topology a, which consists of only two devices, even though

one of them is an edge server. In general, the algorithms adapt well to all topologies, with the

distributed environment outperforming local inference. For instance, when comparing similar

accuracy levels, such as using T=0.7 for local inference and T=0.8 for distributed environments,

we observe significant improvements in terms of inter-arrival interval (and thus inference delay).

Specifically, topologies a, b, and c require inter-arrival times that are 41.6%, 54%, and 20.4%

shorter, respectively, while maintaining slightly higher accuracy (+0.32%).
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Figure 12: Results using ResNet50 with fixed confidence threshold T and varying inter-arrival
interval.

The usage of early exit proves to be highly effective. For example, considering the highest

tested confidence threshold (T=0.9), topologies b and c experience interval reductions of 76%

and 59%, respectively, compared to the inference performed using the full model. This comes

at the cost of only a 0.54% accuracy loss. When comparing the two extreme cases of local

inference without early exit and topology b using early exit, we observe a reduction of 84% in

the inter-arrival interval (with T =0.9) and an acceptable accuracy drop of 2.04%.

The results obtained when utilizing the full model versus early exit inferences are even better

than those obtained with MobileNetv2. This is related to the fact that, with ResNet50, the
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number of early exits is higher, reaching, for instance, (using T = 0.6, T = 0.7, T = 0.8 and T

= 0.9) 67%, 55%, 42%, and 27% inference performed at the first early exit point, compared to

24%, 13%, 7%, and 2% in the previous tested model.

Figure 13: Results using ResNet50 with fixed inter-arrival interval and varying threshold T .

The results presented in Figure 13 demonstrate the outcomes achieved by utilizing ResNet50

with varying confidence thresholds. Starting from the highest levels of accuracy, it is observed

that local inference, as previously discussed, yields superior accuracy due to the absence of
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the autoencoder required in a distributed environment. Consequently, for applications without

strict delay constraints (i.e., inter-arrival intervals larger than 40ms), this solution proves to be

the most optimal.

Nevertheless, when considering shorter inter-arrival intervals, better performance is ob-

served in the distributed environment. Specifically, the algorithms adapt well to all topologies,

resulting in improved performance for topology b, which can handle smaller intervals without

reaching a deadlock state as quickly as topology c. Interestingly, topology c reaches a deadlock

state at a larger interval compared to local inference, primarily because the second device is

the one causing the deadlock and due to the computational overhead related to autoencoder

usage and communication. This occurrence is absent in topology a, as the edge server possesses

greater resources than the second and third devices in topology c.

Topology a and c exhibit similar trends in their results. However, topology b surpasses

topology a due to superior management of the output queue, leveraging two receivers instead of

one. Consequently, it can be deduced that for topology a, the bottleneck is represented by the

first device, which only becomes the bottleneck for topology b at smaller intervals. This can be

observed when analyzing the accuracy achieved by the system at a 15 ms interval, where the

results obtained using the edge server or topology b are nearly identical in terms of accuracy.
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5.2 Poisson arrival rate

In this section, we will showcase the outcomes achieved while employing a Poisson arrival

rate for the input. Both the output queue and the input queue have a capacity of 60. It is

important to note that when the output queue becomes overloaded, intermediate vectors are

not dropped. Instead, if the output queue reaches its maximum capacity, the inference process

continues locally without adding intermediate outputs to the output queue for transmission.

Conversely, if the input queue becomes full, new inputs are discarded, resulting in a decrease

in accuracy. All the following experiments are performed starting with empty input queue.

Figure 14: Results for ResNet50 with Poisson arrival and varying threshold T .
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The results presented in Figure 14 are obtained by employing an input flow characterized

by inter-arrival times following a Poisson distribution. The average inter-arrival times (µ) are

set to 10ms, 20ms, 30ms, 40ms, 50ms, and 60ms for MobileNetv2, which correspond to image

rates of 16.7, 20, 25, 33.3, 50, and 100 images per second, respectively. In addition, topology

d, a mesh topology consisting of 5 edge devices, was also tested in this scenario.

As expected, our algorithms demonstrate that all distributed environments outperform local

inference in every case. An interesting observation is related to the edge server system, which

achieves a lower maximum accuracy. This outcome can be attributed to the less efficient

communication in this particular topology, resulting in a higher number of dropped packets.

Apart from this observation, the systems perform similarly under low arrival rates. However,

as the arrival rate increases, significant differences become apparent. For instance, topology b

achieves an accuracy that is three times higher than local inference when the rate is 100 images

per second. Even at µ = 50 (20 images per second), the distributed environments exhibit

accuracies that are 7.8%, 14.9%, 17.3%, and 17.5% higher than the local case.

Similarly to the previous cases analyzed, the more constrained topology c yields poorer

performance compared to the others, particularly when the arrival rate exceeds 40 ms. This

can be attributed to the limited resources of the second device, which affects the overall system

performance.

Contrary to our expectations, utilizing a larger number of devices (topology d) does not

yield better results. This is due to the fact that, with dedicated connections, the communi-

cation overhead becomes increasingly significant, leading to suboptimal resource utilization,
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especially for the first device, which becomes overloaded. On the other hand, topology b seems

to exploit the resources more effectively. These observations lead us to propose alternative to

the communication protocol employed, in section 6.1.

Figure 15: Results using MobileNetv2 with Poisson arrival and varying threshold T .

The results depicted in Figure 15 showcase the outcomes obtained by employing ResNet50

and a Poisson arrival rate with µ values of 10 ms, 20 ms, 30 ms, 40 ms, and 50 ms (corresponding

to input rates of 100, 50, 33.3, 25, and 20 images per second).
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In this scenario, we observe a consistent behavior across all topologies, aligning with our

expectations. Our algorithms enable each system to achieve higher accuracies compared to

local inference. For example, with an input rate of 50 images per second, the distributed

environments attain accuracies that are 10.2%, 10.8%, 9.6%, and 11.8% higher, while with 100

images per second, they demonstrate accuracies that are 15.3%, 17.5%, 13.7%, and 35% higher.

Moreover, in this particular case, topology d outperforms all the others. This can be at-

tributed to the utilization of the autoencoder, which facilitates a significant reduction in activa-

tion vector dimensions and enables topology d to effectively manage the output queue without

becoming overloaded, as observed when using MobileNetv2. Notably, at the highest input

rate (100 images per second), topology d achieves an accuracy that is 21.4% higher than the

second-best topology (topology b).



CHAPTER 6

FUTURE WORK AND CONCLUSION

6.1 Future work

We have successfully demonstrated the effective combination of distributed inference and

early exit across various topologies, even those that do not involve a dedicated server or hi-

erarchical systems. However, we have observed instances where an increase in the number of

devices involved can lead to a performance decrease, contrary to our expectations. We have

attributed this issue to the resources utilized by each device to handle communication and data

exchange with other devices in the network.

To address this, it would be valuable to introduce a logic within our system that dynamically

determines, in the context of a large mesh topology, whether all connections need to be utilized

or selectively maintained or discarded. This logic could be implemented in an online manner

and enhanced through the adoption of lightweight communication protocols, such as MQTT

commonly used in IoT. For instance, we could analyze the tradeoff obtained as the latency for

acquiring statistics and data from other devices increases (in contrast to our current approach

prioritizing low communication latency through Socket communication), while simultaneously

reducing the number of connections required. This would enable our system to scale effectively

to larger topologies while demanding fewer resources on each individual device.
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We are confident that these modifications, even with the inclusion of new communication pro-

tocols, would not hinder the proper functioning and adaptability of our algorithms to diverse

topologies. Our algorithms are designed to be directly independent of specific communication

protocols and mediums, allowing for seamless integration with the proposed modifications.

Furthermore, another enhancement that would increase the flexibility of our system is the

implementation of an automated method to determine early exit points. In existing literature,

many tests are conducted using fixed early exit points, such as at 15%, 30%, 45%, 60%, 75%, and

90% of the network. However, as demonstrated in 4.1.2.2, incorrect positioning of early exits

can result in significant decreases in accuracy. This is particularly true because high confidence

does not always correspond to high accuracy. Therefore, we believe that implementing a logic

that intelligently selects the optimal early exit points for any given model, without specific

predefined percentages, could improve accuracy outcomes.
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6.2 Conclusion

We introduced a novel system that integrates early exit and distributed learning techniques

to enable faster and collaborative inference in edge networks. Our objective was to propose

a comprehensive and flexible approach that is not limited to hierarchical networks like most

existing proposals in the literature. Instead, we aimed to develop a solution that can adapt

to diverse and heterogeneous topologies, accommodating devices with varying capabilities. In

order to accomplish this, we introduced generalized algorithms that are independent of specific

topologies, devices, or implementations. These algorithms only necessitate the configuration of

only a few hyperparameters that are tailored to the specific scenario.

The noteworthy aspect is that both the early exit policy and load balancing mechanisms

are dynamically adjusted in real-time. This adaptation is facilitated by the exchange of data

among all devices in the topology, considering the state and load of the network as well as

communication requirements, although this data exchange incurs a minimal overhead compared

to the data exchange necessary for the inference task. In particular, the early exit policy relies

on a confidence threshold, denoted as T , which determines whether the early exit should be

applied or not. This threshold is dynamically adjusted during runtime on each device, with

different devices potentially having different values of T , depending on their specific load. The

decision to continue the inference locally or to transmit intermediate activation vectors to

another device in the network for distributed computing is based on the collective knowledge

of all devices present in the network that can receive activation vectors from the sender.
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In the tested topologies, we observed that increasing the number of devices does not always

enhance the capability of the systems, especially when dealing with lightweight models like

MobileNetv2, which are already optimized for resource-constrained devices. However, when

handling larger models such as ResNet, noticeable improvements are evident, such as when

using a topology with five devices compared to one with only three devices. Nevertheless,

it is important to note that the devices we utilized are specifically designed for AI at the

edge and possess relatively good performance capabilities. It would be intriguing to evaluate

our system on larger topologies comprising more resource-constrained devices. In this scenario,

when dealing with a larger number of connections, particularly those associated with exchanging

statistics for each device, we believe that utilizing communication protocols like MQTT would

be a favorable option. Although there would be a tradeoff in terms of increased latency, it

would enable the system to scale effectively to accommodate a substantial number of receivers.

Furthermore, as we aimed not to achieve an exceptionally high absolute accuracy value,

we did not extensively explore modifying the training process of the models. Specifically, we

proposed a cost function with coefficients that could be utilized to prioritize certain early exit

points over others, potentially encouraging the system to perform early exits in specific points

more frequently than others. Consequently, it would be interesting to experiment with tailored

solutions that emphasize certain early exit points during training and observe the resulting

impact on the overall accuracy.

Our algorithms proved to be effective in all the tested topologies and with both models

utilized. Notably, significant improvements were observed, such as average inference times for



77

ResNet being approximately 6 times smaller when utilizing only 3 edge devices compared to

a non-distributed experiment without early exit on the same edge devices, with only a 1.8%

drop in accuracy. Additionally, a three-device system using MobileNetv2 was able to handle 2.2

times more images per second compared to a single device, while maintaining the same level of

accuracy.

In conclusion, we are confident that the concept presented in our research provides a founda-

tion for exploring new approaches in adapting to flexible environments and diverse topologies.

This concept holds potential for practical applications in various scenarios, such as military

operations or situations involving service outages characterized by low communication rates

and isolated local area networks (LANs) without access to cloud services. The proposed sys-

tem has the potential to significantly impact real-world applications by improving performance

in resource-constrained environments. It specifically addresses scalability and generalizability

concerns across different models and topologies, achieving notable advancements in inference

time while maintaining a tradeoff with accuracy.
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RESULTS FOR MOBILENETV2

TABLE B.I: MOBILENETV2 AND FIXED CONFIDENCE THRESHOLD T .

T = 0.6 T = 0.7 T = 0.8 T = 0.9 no EE

One device
Accuracy 78.24 81.92 84.53 85.50 86.20
Average interval [ms] 59.44 64.85 69.54 74.84 98.21
Interval stdev 0.14 0.26 0.19 0.12 0.22

Topology a
Accuracy 78.24 81.92 84.53 85.50
Average interval [ms] 38.73 44.45 57.62 58.85
Interval stdev 6.88 4.87 10.69 11.69

Topology b
Accuracy 78.24 81.92 84.53 85.50 86.20
Average interval [ms] 32.17 35.14 35.49 35.90 40.57
Interval stdev 1.60 0.57 0.53 0.46 1.41

Topology c
Accuracy 78.24 81.92 84.53 85.50 86.20
Average interval [ms] 33.60 36.10 36.98 41.81 49.76
Interval stdev 1.88 1.31 1.08 3.73 7.97
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TABLE B.II: MOBILENETV2 AND VARYING CONFIDENCE THRESHOLD T .

Interval [ms] 30 35 40 55 60 65 70

One device
Average accuracy 73.32 77.84 80.38 83.18
Accuracy stdev 0.065 0.30 0.44 0.26

Topology a
Average accuracy 74.91 75.95 80.54 85.15
Accuracy stdev 0.74 1.08 0.34 0.32

Topology b
Average accuracy 80.74 84.64 85.03 86.32 85.43
Accuracy stdev 0.58 0.13 0.074 0.045 0.23

Topology c
Average accuracy 83.59 84.91 85.51
Accuracy stdev 0.97 0.23 0.030

TABLE B.III: MOBILENETV2 AND POISSON ARRIVAL PROCESS.

Average interval [ms] 60 50 40 30 20 10

One device
Average accuracy 77.72 67.94 56.08 43.86 31.77 19.71
Accuracy stdev 0.56 0.98 0.57 0.42 0.38 0.35

Topology a
Average accuracy 78.64 75.75 71.22 58.92 49.32 33.46
Accuracy stdev 0.45 1.88 1.82 5.35 1.41 3.13

Topology b
Average accuracy 85.54 85.21 79.30 63.31 56.61 39.36
Accuracy stdev 0.09 0.12 3.41 1.83 0.89 2.10

Topology c
Average accuracy 82.93 82.79 79.63 66.43 35.64 22.32
Accuracy stdev 0.21 1.95 1.38 1.30 0.53 0.22

Topology d
Average accuracy 85.63 85.39 78.58 64.66 51.88 36.48
Accuracy stdev 0.14 0.08 5.56 1.59 1.02 0.46

.
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RESULTS FOR RESNET50

TABLE B.IV: RESNET50 AND FIXED CONFIDENCE THRESHOLD T .

T = 0.6 T = 0.7 T = 0.8 T = 0.9 no EE

One device
Accuracy 81.77 83.59 85.03 86.07 86.28
Average interval [ms] 29.86 34.80 42.08 51.45 101.99
Interval stdev 0.35 0.44 0.25 0.19 0.67

Topology a
Accuracy 81.32 82.89 83.91 84.24
Average interval [ms] 17.12 17.06 20.33 41.72
Interval stdev 0.14 0.30 5.13 13.99

Topology b
Accuracy 81.32 82.89 83.91 84.24 84.78
Average interval [ms] 15.80 15.83 15.98 16.30 67.99
Interval stdev 0.13 0.13 0.06 0.14 0.89

Topology c
Accuracy 81.32 82.89 83.91 84.24 84.78
Average interval [ms] 16.90 17.07 27.69 29.44 71.76
Interval stdev 0.26 0.16 1.02 3.06 0.75
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TABLE B.V: RESNET50 AND VARYING CONFIDENCE THRESHOLD T .

Interval [ms] 15 20 25 30 35 40 45 50 55 60

One device
Average accuracy 79.65 81.65 83.22 84.14 84.85 85.28 85.80 85.78
Accuracy stdev 0.08 0.09 0.10 0.19 0.15 0.08 0.04 0.03

Topology a
Average accuracy 78.77 81.58 82.11 82.87 83.89
Accuracy stdev 0 0.18 0.74 0.56 0.20

Topology b
Average accuracy 78.75 82.96 83.55 83.56 83.78
Accuracy stdev 1.36 0.07 0.44 0.60 0.48

Topology c
Average accuracy 82.55 83.25 83.77
Accuracy stdev 0.30 0.29 0.32

TABLE B.VI: RESNET50 AND POISSON ARRIVAL PROCESS.

Average interval [ms] 50 40 30 20 10

One device
Average accuracy 84.292 83.03 80.74 71.41 47.06
Accuracy stdev 0.20 0.28 0.25 0.64 0.57

Topology a
Average accuracy 83.09 82.29 80.40 81.62 62.36
Accuracy stdev 0.20 0.28 0.25 0.64 0.57

Topology b
Average accuracy 83.20 82.64 81.24 82.18 64.55
Accuracy stdev 0.10 0.35 0.95 0.19 0.60

Topology c
Average accuracy 82.99 82.56 81.19 80.05 60.79
Accuracy stdev 0.09 0.10 0.13 0.12 0.58

Topology d
Average accuracy 83.83 84.07 83.85 83.25 82.34
Accuracy stdev 0.99 0.01 0.11 0.28 0.09
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