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Summary

Therapeutic peptides are a unique class of pharmaceutical agents composed of
a series of well-ordered amino acids, usually with molecular weights of 500-5000
Da. Peptide drug development has made great progress in the last decade and
a wide variety of natural and modified peptides have been obtained and studied;
remarkable achievements have been made resulting in the approval of more than 80
peptide drugs worldwide. The development of peptide drugs has thus become one
of the hottest topics in pharmaceutical research. A performance evaluation of the
current state-of-the-art peptide-protein docking algorithms on approved peptide
drugs is therefore crucial to assess the quality of computational predictions. In this
study, a set of FDA-approved peptide drugs was tested against three of the best-
performing peptide-protein docking algorithms, and the quality of the predictions
was evaluated. To further analyze the performance of the docking methods, the
peptide conformations were altered using molecular dynamics simulation and
docked again. Finally, the results were compared to obtain valuable insights into
the predictive peculiarities of the examined protocols.
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Chapter 1

Computational methods

The results presented in this work have been obtained adopting computational
models and simulations, an exhaustive explanation is therefore required.

1.1 Molecular Docking
Molecular docking is an essential tool in computer-aided molecular biology, as it
attempts to predict the binding pose of two molecules where the ligand and the
target are supposed to form a stable complex. It is of pharmaceutical interest
the understanding of biologically relevant interactions such as ligand-protein, thus
trying to predict the most likely binding mode(s) of a ligand with a known three-
dimensional structure of a protein. Ligands input are usually sequences but 3D
structures provide useful insights on the native conformation which can be computed
together with the final results for a more complete analysis. Effective docking
systems effectively explore high-dimensional spaces and employ a scoring function
that appropriately ranks candidate dockings. Docking may be used to perform
virtual screening on vast libraries of compounds, rate the results, and provide
structural theories about how the ligands inhibit the target, which is extremely
useful in lead optimization. The idea behind molecular docking could be simply put
down with the lock-and-key model, where the ligand is the key and the procedure’s
purpose is to find the correct orientation (binding pose) in the lock (the receptor),
identifying docking as an optimization problem. However, since both the ligand
and the receptor are flexible another design could better represent their interaction,
the so called hand-in-glove model allows for the ligand and receptor to adjust
their conformation during the docking, aiming to minimize the free energy of
the system. Two approaches are particularly renowned, one describes ligand and
receptor as complementary surfaces, while the second reproduce the docking process
by calculating the energies of the interaction. on-the-fly
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1.2 Docking Approaches
1.2.1 Shape complementarity
Also known as geometric matching, these methods describe ligand and receptor as
a set of features with a certain propensity to achieve a successful dock. A common
example of these descriptors could be the molecular surface/complementary surface,
where the receptor is characterized in terms of solvent-accessible surface area and
the ligand’s molecular surface is characterized in terms of its matching surface
description, the complementarity between the two descriptors is then used to find
the best pose. Another approach is the modeling of hydrophobic features with
backbone atoms or Fourier transform descriptors. While being robust and allowing
rapid screenings of large libraries, this methods are often too simplistic and fail to
accurately represent the ligand flexibility.

1.2.2 Simulation
Simulating the docking process is a more challenging work. In this approach both
the ligand and receptor are represented as accurate entities and the ligand tries
multiple binding poses performing a certain number of moves in its conformational
space. The set of moves is comprehensive of external moves such as rotation and
translation as well as internal changes to the ligand conformation. The energy
of the system is calculated after every move and is the parameter assessing the
quality of each pose. Other than the obvious advantage of representing the ligand
flexibility, this approach also provides faithful models of reality, with the drawback
of being computationally expensive and slower.

1.3 Mechanics of docking
The structures of ligand and receptor are a vital part of the docking process and
are usually determined with biophysical methods such as X-ray crystallography,
Nuclear magnetic resonance (NMR) spectroscopy or cryo-electron microscopy (cryo-
EM), but can also be derived from computational models. The effectiveness of a
docking search is determined by two main factors: a search algorithm and a scoring
function.

1.3.1 Search algorithm
Searching for the most favorable interaction means to explore the conformational
space of both the ligand and the receptor. This term includes all of the possible
internal (ie. bond rotations) and external (ie. rotation, translation) arrangements

2
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of the structures in exam. Most docking algorithms employ this definition for the
ligand only, while usually the receptor is kept still and with a certain degree of
flexibility. The conformational space search is usually implemented with one of
three main methods:

1. Molecular dynamics simulations

2. Stochastic search

3. Systematic search

4. Genetic algorithms

Ligand flexibility

The ligand conformation may be determined in absence of the receptor and docked
afterwards or selected from a pool of configurations assumed inside of the binding
pocket. The best pose selection is usually selected according to the minimum free
energy but in specific cases a priori knowledge can be functional.

Receptor flexibility

Regardless of the drastic increase in computational capacity the degree of receptor
flexibility remains a challenging task due to the sheer number of degrees of freedom
that have to be taken into account. Many approaches have been presented without
reaching an all-purpose solution, from a fully rigid receptor, expanding the flexible
region around binding pockets until obtaining fully flexible structures.

1.3.2 Scoring function
Many are the factors at play when it comes to finding a function that takes two
positions as inputs and returns the plausibility of the pose. Most scoring functions
are force fields that compute the free energy of the pose within the binding site,
they could be roughly written as an additive equation:

∆Gbind = ∆Gsolvent + ∆Gconf + ∆Gint + ∆Grot + ∆Gt/t + ∆Gvib (1.1)

The free binding energy is therefore represented by a sum of the energies associated
with solvent effects, conformational changes, internal rotations, associated energy
from ligand and receptor to form a single complex and vibrational factors. There
are currently four main classes of scoring functions:

1. Force field: the quality of a pose is assessed using a force field, hence the
weight of intermolecular interactions (electrostatic and van der Waals) are
evaluated accordingly.

3
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2. Empirical: a specific interaction (ie. idrophobic, idrophilic, hydrogen) is chosen
and a score is assigned based off the number of occurrences.

3. Knowledge-based: starting from statistical observations of large datasets of
ligand-receptor complexes, statistical potentials are derived from the assump-
tions that frequent interactions are energetically favorable.

4. Machine learning: this unique method benefits from not assuming any binding
affinity between the two structures, therefore the quality of a pose is determined
directly from the data.

1.4 Docking assessment
The most common evaluation parameter in structural biology is without doubts
the Root Mean Square Deviation (RMSD) of atomic positions, a measure of the
distance between the atoms of superimposed structures.

RMSD =

öõõô 1
N

NØ
i=1

δ2
i (1.2)

Where N is the number of atoms and δi is the distance between the i-atom and
either a reference or the mean position of all the atoms in the structure. RMSD
is generally calculated over the backbone atoms Cα , C , N , O. Although it is
remarkably versatile, RMSD fails to highlight important details involved in a
reliable docking pose, hence other metrics have received attention for their increased
accuracy. Three are particularly valuable regarding of peptide-protein interactions:

1. Ligand RMSD (L-RMSD): the receptor is kept fixed and the RMSD is cal-
culated between each atom of the ligand native structure versus the model,
highlighting dissimilarities in the conformation or position in space of the
ligands.

2. Interface RMSD (i-RMSD): first an interface region is defined as all the atoms
of the receptor closer than 5 Åto the ligand, the RMSD of the examined region
is therefore calculated.

3. Root Mean Square Fluctuation (RMSF): same procedure is applied to the
L-RMSD but the analysis is performed on the time scale instead of the space
scale. Once selected the ligand, each atom is compared to itself throughout the
generated models, in this way each residue RMSD variation over the different
models is emphasized.
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1.5 Molecular Mechanics
Molecular mechanics (MM) is a computational method that adopts classical me-
chanics to reproduce molecular systems. It is based on the Born-Oppenheimer,
where the wave functions of atomic nuclei and electrons are treated separately, and
thus calculating the potential energy as a function of the nuclear coordinates. The
set of parameters assigned to the coordinates are named a force field. The general
properties of a MM simulation can summarized as:

1. Each atom is modeled by a particle and, if properly defined, a group of atoms
can be considered as a unique particle

2. For each atom type a set of properties is defined (ie. mass, hybridization,
charge)

3. Bonded interactions are modeled as springs, where the equilibrium point is
defined experimentally

According to these rules it is possible to evaluate the behavior of a molecular system
when interacting with an external perturbation or structure, or sample the space
of conformations.

1.5.1 Potential energy
With knowledge of the coordinates of the atoms in the system, the force field
calculates the total potential energy (U) as a sum of two factors: i) Covalent
interactions and ii) Non-covalent interactions.

Covalent interactions

Described by the formula:

Ucovalent = Ubond + Uangle + Udihedral + Uidihedral (1.3)

The Ubond term represents covalent bonds between two atoms and it is modeled as
a spring. The potential is therefore usually an harmonic function:

U(l) =
Ø

bonds

1
2kl[l − l0]2 (1.4)

Where Kl is the force constant, l0 is the reference bond length assumed when all
the other terms are set to zero and l is the bond length at the equilibrium. The
first two terms are derived empirically. The Bond interaction can be modeled in
several other ways, for example using a Morse potential (allowing bond breaking)
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or a Cubic potential (enhancing the accuracy of the model in the proximity of l0
but poor performances when the bond is stretched). The Uangle term models the
potential associated with the interaction of three atoms, once again modeled with
an harmonic function:

U(θ) =
Ø

angles

1
2kθ[θ − θ0]2 (1.5)

Where K[θ] is the force constant, θ0 is the reference bond angle assumed when
all the other terms are set to zero and θ is the bond angle at the equilibrium.
The dihedral angles are structures comprised of four bonded atoms describing the
relative position of two planes, hence steric effects are meant to be taken into
account. The general form is a series of cosines:

U(φ) =
Ø

dihedrals

Cncos(φ)n (1.6)

Where n is the multiplicity (number of energetic minima over a full rotation) and
Cn accounts for the energetic costs needed for the angle deformation and for the
position of the energy minima. Thus several possible values of the dihedral angle are
allowed. Improper dihedrals are a correction additional term required for limiting
the rotation, for example keeping the benzene ring on the same plane.

Non-covalent interactions

Described by the formula:

Unoncovalent = Uelectrostatics + UvdW (1.7)

Non-covalent interactions representation is a challenging task, their number in fact
grows rapidly with the system size and a perturbation will require for all of the terms
to be re-evaluated, making the calculation computationally costly. The two potential
functions are modelled as inversely proportional to the distance between two atoms.
The van der Waals (vdW) interactions can referred to any atom in the system
and are divided into attractive (London forces) and repulsive (where two atoms
overlap) according to the distance between the two atoms. The two contributions
are modeled with different functions, with a distance minimum representing the
equilibrium. The most employed function to model vdW interactions is the 6-12
Lennard-Jones (LJ):

U(r) = 4ε

C3
σ

r

412
−

3
σ

r

46
D

(1.8)

Where σ is the collision diameter (the distance where the vdW potential equals
zero) and ϵ is the well depth (vdW potential energy minima). The term on the left
models the repulsive interaction of higher magnitude, while the one on the right
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the weaker attractive contribution. No model perfectly depicts reality and other
functions better model certain aspects of vdW interactions, for example the Halgren
function manage to give a finite value of U(r) when r → 0. The Hydrogen bonds
potentials can be calculated using a modified version of LJ. Electrostatic potentials
are modeled using Coulomb’s Law, which can be combined with the LJ function
being dependent on r, adding the two charges of the atoms examined. Given the
large number of interactions at play the calculations are preferably performed on
electric moments (assigning partial charges) instead of single charges, allowing
for a drastic decrease in the number of evaluations. Usually the molecule is split
in fragments and the partial charges are obtained through various methods like
Molecular Dynamic or Monte Carlo simulations.

1.5.2 Environment and solvation
Biological structures are physiologically always surrounded by an aqueous environ-
ment and an accurate model should take into account the representation of this
feature. The representation is perilous for two major reasons: the sheer amount of
water molecules and the unique properties of water. In order to limit the number
of water molecules a solvation box is defined around the structure (ie. cubic, hexag-
onal, octahedron), virtually replicated multiple times and simulating an infinite
environment, avoiding boundary effects. Two are the main methods to simulate
the solvent effect:

1. Explicit solvent: high accuracy but computationally expensive. The water
molecules are explicitly represented and evaluated as independent objects.
TIP3P is the 3-site (three interaction points corresponding to the three atoms
) water model implemented in the CHARMM force field (with the slight
difference of placing LJ parameters on the hydrogens as well).

2. Implicit solvent: model the solvent as, a continuum with specific features,
largely improving the computational speed and reducing errors in statistical
averaging. This class of methods usually relies on solvent accessible surfa,ce
area (SASA) calculations or continuum electrostatics models.

1.5.3 Energy minimization
Thinking of energy potential as a landscape (also called Potential Energy Surface
or PES), the most feasible conformations of a structure are located in the minima.
It is therefore crucial to develop functions that can explore the PES seeking for
points of minimum. It is important to remark these points can be local (the lowest
point in a certain area) or global (lowest possible energy for a system), Energy
Minimization (EM) simulations are only able to explore local minima, lacking the
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ability to efficiently sample large portions of the energy landscape. Two are the
main EM approaches:

Non-derivative methods

The SIMPLEX approach works by building a geometric shape with N + 1 linked
vertices, where N is the dimension of the potential energy function. As an example,
for a two-dimensional function, the figure will Form a triangle with each vertex
representing a distinct coordinate set for which energy may be calculated. The geo-
metric figure is given a set of allowed moves (ie. reflection, contraption, expansion)
used to move on the PES, when a move leads to a lower energy point, the coordi-
nates are updated. On the other hand, the sequential univariate method selects a
coordinate from the system and generates two new structures each round altering
the coordinate, a parabola is then fitted between the three structures (original
and altered) and if the energy potential reached a minimum the coordinate is then
changed to the position of the minimum. The random movements of non-derivative
methods make them often inefficient and slow.

Derivative methods

Thanks to an understanding of the PES steepness this class of methods consistently
outperforms the non-derivative ones. They can be divided into:

• First order methods: such as Steepest Descent and Conjugate gradient ap-
proaches, the structure moves towards decreasing energy potentials drastically
reducing the simulation time.

• Second order methods: employ the inversion of the Hessian matrix, usually
reserved for relatively small systems due to the high computational costs.

1.5.4 Molecular Dynamics
Molecular Dynamics (MD) relies on MM representations of a molecular system
and provides an outlook on the dynamic evolution over time, letting the particles
interact and solving numerically Newton’s equations of motion instant by instant.
In order to deal with particle dynamics methods that make use of generalized
coordinates p and generalized momenta q., the p and q together determine a point
in the 6N-dimensional phase space. MD calculates the properties of a system
sampling the microstates in a specific statistical ensemble, where an ensemble is
a cluster of systems with different microscopic states but an identical macrostate.
The main ensemble are:
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1. Thermally isolated equilibrium (NVE): appropriate for isolated systems, all
the macrostate occupation probabilities are equal.

2. Thermal equilibrium with a heat reservoir (NVT): for systems in thermal
equilibrium with a reservoir at a specific temperature, the macrostates have
Boltzmann occupancies.

3. Isobaric-isothermal (NpT): fixed number of particles, pressure and tempera-
ture.

4. Grand canonical (muVT): fixed volume and temperature.

In order to sample the phase space many algorithm can be applied, such as Verlet,
Velocity Verlet or Leap-frog; they differ in what parameters they use to calculate
the future coordinates of the system. Essentially every MD algorithm pipeline can
be summarized as:

Atomic positions ri, Atomic velocities vi, Potential interaction U

Fi = − ∂U
∂ri

d2ri

dt2 = Fi

mi

ri, vi, Pressure, Temperature, Energy
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Chapter 2

An overview on therapeutic
peptides

Peptide therapeutics have played a major role in medicine since the introduction
of insulin therapy a century ago and after decades of feeble innovation driven by
technological limitations, a new era for peptide drugs is drawing near [1, 2]. The
current surging interest in this field could be traced back to novel discovery, pro-
duction, modification and delivery methods. Advancing further beyond endogenous
human peptides, we are witnessing an unprecedented amount of raw data coming
from the sequencing of structures from the animals and plants kingdom, as well as
artificially designed ones, which are rapidly becoming available. Furthermore new
efficient in silico and in vitro technologies are emerging, providing an essential tool
for addressing well-known drawbacks as the expensive manufacturing and unfavor-
able pharmacokinetic properties [3]. For example, some natural product peptides
(dietary-derived bioactive peptides) have been found to be orally bioavailable and
many peptide toxins have remarkable stability profiles. Furthermore, advances in
carriers able to efficiently deliver naturally active drugs such as siRNA or peptides
[Ebenezer2023-af] open the path for an easier administration. Such examples
yield the evidence that peptides can be optimized into effective and broadly ac-
tive pharmaceutical agents [4]. From macrocyclic and cysteine-rich peptides to
nonstandard chemistries, vaccines, carriers and antimicrobial peptides; the large
gap between small molecules (<500 Da) and biologics (>5000 Da) offers a huge
opportunity for peptides to find a prominent place in the pharmaceutical landscape
[5].

When compared to small molecules, peptide drugs show a large number of
advantages [6]. To begin with they have high safety and target affinity being
usually synthesized from endogenous peptides templates, are 2 times more likely
to be approved for marketing through clinical trials than small molecule drugs,
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and the average R&D cycle is 0.7 years less [4]. The biggest drawback of peptides
is the proteolytic degradation and the difficulty in crossing the intestinal mucosa,
hindering drug accumulation effects and affecting the choice of successful route of
administration. Despite low stability in serum and plasma medium, recent studies
recorded an increased stability in fresh blood, indicating how the worry and effort
put into increasing peptides stability may often be only relevant in vitro, but of
lower importance in vivo [7].

2.1 Properties
An ideal peptide drug should therefore possess certain characteristics [4]:

1. Agonist. Only low receptor occupancy (5–20%) is necessary for receptor
activation, whereas antagonists generally must occupy more than 50% of
receptors to be effective. Furthermore, antagonism can be achieved by allosteric
receptor interactions, leaving ample room for competing orally available small-
molecule drugs.

2. Antagonist/inhibitor for targets where a broad surface area provides an ad-
vantage over small-molecule drugs (for example, protein–protein interactions
and ion channels).

3. Stable due to rigid three-dimensional structure with secondary structural
motifs stabilized by disulfide bonds or cyclization.

4. Replacement of methionine residues (for example, with norleucine) to avoid
oxidative shelf-life problems.

5. Pharmacokinetics and dynamics matched with biological action, dose regime
and safety

6. Incorporation of fatty acids (C14/16), pegylation or protein conjugation to
evade renal clearance, if required.

7. Compatible with a delivery route/formulation strategy that maximizes patient
adherence.

Ideal peptide drug target:

1. Extracellular and peripheral to bypass delivery challenges.

2. Multiple receptor subtypes to exploit the selectivity advantages of peptides.

3. Targets that require a large surface area for a therapeutic response.
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In addition to the high binding affinity and low metabolic toxicity shared
with antibodies and the high stability and ease of manufacture shared with small
molecules, cyclic peptides have increasingly been developed in the last two decades
thanks to their unique characteristics. Cyclization improves not only the structural
properties of peptide chains but also the pharmacokinetic properties for absorption
and biological membrane permeability that is necessary for reaching protein targets.
Cyclic peptides can be further improved by the introduction of non-canonical
elements (improving both their pharmacokinetic and pharmacodynamic properties),
lipophilic side chains (avoid renal clearance and improves their pharmacokinetic
properties) or conjugated with albumin and immunoglobulin to extend the half-
life.[8]

2.2 Market trends
There are currently more than 80 peptide drugs in the global market, 170 at
an advanced stage of clinical testing. [9] Peptide therapeutics covers a market
size of USD 39 billion in 2021 and is expected to grow at a compound annual
growth rate of 6.4% in the next ten years, reaching a market size of almost USD
50 billion in the next five years.[10] Among the >60 FDA- and EMA-approved
peptides, two-thirds are in the cyclic form and have an important role in the modern
pharmaceutical industry. [8] The choice of these commercially available compounds
is also motivated by their relevance, the top three selling peptide drugs are in
fact GLP-1 analogues. An analysis of the literature suggests peptide therapeutic
agents are still strictly linked to the treatment of metabolic disorders ( conidition
worsened by unhealthy lifetsyles) occupying 35% of the market share in 2021, with
a rise of cancer drugs emerging as second best seller, the reasons could be found
in the patients concerns over the side effects of traditional therapies.[10] A global
increasing demand for efficient and safe therapeutics leads to the need of a robust
discovery pipeline, essential to further propel the progress.
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Chapter 3

Peptides Selection

After an analysis of the current trends in peptide drugs [9], 26 entries were chosen
from the Protein Data Bank filtering the available peptide-receptor complexes,
the criteria was a resolution < 2.5 Å (16 structures), of which a subset where the
resolution < 2 Å was extracted (10 structures). 2 Å is commonly accepted as a
reasonable threshold between good and poor quality models. Seven entries were
selected from the initial set because of their prominent role in the peptide drugs
market and their positive response to the tested docking algorithms. The selected
structures are derived from all of the three major research techniques in structural
biology (NMR, X-ray and EM). Essentially there is no optimal choice since all of the
aforementioned have their own unique advantages and disadvantages, nonetheless
some methods achieve a better resolution.

Peptide Method Resolution [Å]
Sincalide [11] Solution NMR high resolution
GLP-1 [12] X-ray diffraction 2.10
Semaglutide [13] X-ray diffraction 1.80
Salmon Calcitonin [14] X-ray diffraction 1.78
Secretin [15] EM 2.30
Arginine Vasopressin [16] EM 2.80
Oxytcin [17] EM 2.90

Table 3.1: Peptide structures methods and resolutions

Along with a brief description of the peptide drugs analyzed, three figures are
attached to each section: the 3D structure of the peptide, the peptide-receptor
complex and a last one emphasizing the interface showing the Interaction Surface.
This feature is obtained thanks to the Surfaces and Maps function implemented in
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MOE 2020.09, representing the van der Waals potential of a probe atom with the
receptor molecule, where on the interior of the surface vdW energy is positive and
on the exterior is negative. A surface highlighting the vdW radii closely resembles
the SASA of a structure. The distance cutoff between peptide and receptor atoms
has been set at 5 Å as it is implemented for the i-RMS calculations. Additionally
a color scheme has been generated where hydrophilic = purple and lipophilic =
green, providing a valuable insight on the different regions binding affinity.
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3.1 Sincalide
Sincalide is an injection-based medicine used to aid in the diagnosis of gallblad-
der and pancreatic problems. [18] It is the 8-amino acid C-terminal portion of
cholecystokinin, often known as CCK-8. Cholecystokinin is a naturally occurring
gastrointestinal peptide hormone that is generally required for accelerating protein
and fat digestion in the body. Sincalide, when given intravenously, causes the
gallbladder to constrict, resulting in a significant decrease in gallbladder size. The
resulting bile evacuation is analogous to what occurs physiologically in response to
endogenous cholecystokinin. Moreover, sincalide promotes pancreatic bicarbonate
and enzyme secretion. Sincalide, when administered intravenously, causes the
gallbladder to constrict, resulting in a significant decrease in gallbladder size. The
resulting bile evacuation is analogous to what occurs physiologically in response to
endogenous cholecystokinin. Sincalide, like cholecystokinin, promotes pancreatic
secretion; when combined with secretin, it enhances both the amount of pancreatic
secretion and the output of bicarbonate and protein (enzymes) by the gland. The
combined impact of secretin and sincalide allows for the assessment of particular
pancreatic function by duodenal aspirate measurement and analysis.

Figure 3.1: Sincalide
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Figure 3.2: Sincalide complex with CCK(1) receptor

Figure 3.3: Sincalide complex, the Interaction Surface is highlighted on the
receptor
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3.2 Semaglutide and Liraglutide
An introduction is required for these peptides, GLP-1 analogues have recently
been in the spotlight thanks to their weight control effect, promising to drastically
change the fight against obesity.[19]

Liraglutide[20, 21, 22] is 97% similar to native human GLP-1 analyzed in this
work, with the primary difference being the substitution of arginine for lysine at
position 34. Liraglutide is synthesized by attaching a C-16 fatty acid (palmitic acid)
with a glutamic acid spacer to the remaining lysine residue at position 26 of the
peptide precursor [23]. Previous research has shown that GLP-1 has anti-diabetic
effects on pancreatic beta cells, hence it was investigated further.[24] Liraglutide
is a once-daily GLP-1 derivative utilized to treat type 2 diabetes. Liraglutide’s
protracted effect is achieved by binding a fatty acid molecule to position 26 of the
GLP-1 molecule, allowing it to bind reversibly to albumin in the subcutaneous
tissue and circulation and be released slowly over time. As compared to GLP-1,
binding with albumin induces slower degradation and less elimination of liraglutide
from the bloodstream by the kidneys. Liraglutide causes increased insulin secretion
and reduced glucagon production in response to glucose, as well as delayed stomach
emptying. Liraglutide had no effect on glucagon release in response to low blood
sugar. Liraglutide is a GLP-1 agonist linked to adenylate cyclase. To improve
blood sugar regulation, an increase in cyclic AMP promotes the glucose-dependent
release of insulin, inhibits the glucose-dependent release of glucagon, and delays
stomach emptying.

Figure 3.4: GLP-1
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Figure 3.5: GLP-1 complex with GLP-1 receptor

Figure 3.6: GLP-1 complex, the Interaction Surface is highlighted on the receptor
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Semaglutide [25] is a glucagon-like peptide 1 (GLP-1) analog used to treat type
2 diabetes in conjunction with lifestyle modifications such as food restrictions and
increased physical activity.[26] Exenatide and Liraglutide are other elements of
this therapeutic class. Novo Nordisk developed semaglutide, which was approved
by the FDA for subcutaneous injection in December 2017. In September 2019,
the tablet formulation was authorized for oral use. Semaglutide stimulates insulin
production and lowers blood glucose levels by attaching to and activating the
GLP-1 receptor.[27] The subcutaneous injection is given once a week, and the pill
is taken once a day. Semaglutide has a strategic advantage over other diabetic
medications, which may require several daily doses. Clinical trials have shown
that this medicine decreases glycosylated hemoglobin (HbA1c) levels and body
weight, proving to be helpful for type 2 diabetic patients. The FDA authorized
semaglutide in June 2021 for chronic weight control in individuals with general
obesity or overweight who have at least one weight-related disease, making it the
first licensed medicine for such usage since 2014. Health Canada and the EMA
have both authorized the use of semaglutide in weight control as well.

Figure 3.7: Semaglutide
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Figure 3.8: Semaglutide complex with GLP-1 receptor

Figure 3.9: Semaglutide complex, the Interaction Surface is highlighted on the
receptor
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Mechanism of glycemic control GLP-1 is a physiological hormone that enhances
glycemic control through a variety of mechanisms, including insulin secretion,
slower stomach emptying, and decreased postprandial glucagon secretion. Glucose
homeostasis is dependent on hormones such as insulin and amylin, which are
released by pancreatic beta cells. Semaglutide is 94% identical to GLP-1 in humans.
Analogs of this hormone, such as semaglutide, enhance insulin 3 production by
activating pancreatic islet cells while decreasing glucagon release. They bind to the
GLP-1 receptor with high selectivity, resulting in a variety of positive downstream
actions that lower blood glucose in a glucose-dependent manner.[28, 29]

Mechanism of cardiovascular benefit and weight loss Semaglutide is thought to
slow the development of atherosclerosis in hypercholesterolemia through decreasing
intestinal permeability and inflammation. Weight loss is thought to occur as a
result of reduced appetite and food cravings following semaglutide therapy.[30]

3.3 Salmon calcitonin
A synthetic peptide version of calcitonin used to treat hypercalcemia, osteoporosis,
and Paget’s disease by inhibiting bone resorption [31]. Calcitonin reduces osteoclast-
mediated bone resorption by regulating osteoclast quantity and activity [32]. The
impact of human calcitonin on osteoclasts is caused by a breakdown in cytoskeletal
architecture, the distraction of actin rings, and the removal of osteoclast cellular
polarity. Calcitonin is thought to exert its function at the subcellular level by
regulating the cAMP-PKA signaling pathway.

Figure 3.10: Salmon calcitonin

21



Peptides Selection

Figure 3.11: Salmon calcitonin complex with human calcitonin receptor

Figure 3.12: Salmon calcitonin complex, the Interaction Surface is highlighted
on the receptor
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3.4 Secretin
Human secretin is a secretin hormone that is used to induce pancreatic or gastric
secretions in to detect exocrine pancreas dysfunction, gastrinoma, and bile and
pancreatic duct abnormalities [33]. Human secretin is a peptide hormone found in
the gastrointestinal tract that controls secretions in the stomach, pancreas, and
liver. In reaction to duodenal content with a pH less than 4.5, enterochromaffin
cells in the duodenum generate the hormone. [34]. Secretin’s primary activity is
to stimulate the pancreas to release pancreatic juice to regulate pH in the small
intestines. Secretin is also involved in fluid homeostasis and bile formation. While
secretin is a gastrointestinal hormone, it is also classified as a neuropeptide hormone
since it is expressed in the central nervous system. [35, 36, 37, 37].

Figure 3.13: Secretin
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Figure 3.14: Secretin complex with human secretin receptor

Figure 3.15: Secretin complex, the Interaction Surface is highlighted on the
receptor
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3.5 Arginine vasopressin
Vasopressin (AVP) is a peptide hormone that is used to increase blood pressure
in patients with vasodilatory shock who are resistant to fluid and catecholamine
treatments.[38, 39, 40, 41, 42] Vasopressin, Cyclo (1-6) L-Cysteinyl-L-Tyrosyl-L-
PhenylalanylL-Glutaminyl-L-Asparaginyl-L-Cysteinyl-L-Prolyl-L-Arginyl-L-Glycinamide,
is a cyclic nonapeptide hormone primarily produced by the supraoptic and periven-
tricular nuclei of the hypothalamus.[43] Vasopressin release is mediated by sensory
pathways, in which either a 2% increase in plasma osmolarity or a 10% decrease in
blood pressure causes the release of endogenous vasopressin [44].

Figure 3.16: AVP
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Figure 3.17: AVP complex with vasopressin receptor

Figure 3.18: AVP complex, the Interaction Surface is highlighted on the receptor

26



Peptides Selection

3.6 Oxytocin
Oxytocin [45] is a recombinant hormone used to induce or strengthen uterine
contractions in pregnant women to aid in labor and delivery or to control postpartum
bleeding [46, 47]. Oxytocin is a pleiotropic nonapeptide hormone with significant
physiological effects. It is most recognized for its ability to induce parturition
and breastfeeding, but it also has significant physiological effects on metabolic
and cardiovascular systems, sexual and maternal behavior, pair bonding, social
cognition, and fear conditioning [48, 49, 50, 51, 52]. It is worth noting that oxytocin
receptors are not limited to the reproductive system but can be found in many
peripheral tissues and in central nervous system structures including the brain
stem and amygdala [53].

Figure 3.19: Oxytocin
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Figure 3.20: Oxytocin complex with oxytocin receptor

Figure 3.21: Oxytocin complex, the Interaction Surface is highlighted on the
receptor

28



Peptides Selection

PD
B

en
tr

y
N

am
e

R
es

id
ue

s
nu

m
be

r
C

yc
lic

C
ys

te
in

nu
m

be
r

C
om

m
er

ci
al

na
m

e
1d

6g
C

C
K

-8
8

no
0

K
in

ev
ac

3i
ol

G
LP

-1
Li

ra
gl

ut
id

e*
30

no
0

V
ic

to
za

*

4z
gm

Se
m

ag
lu

tid
e

30
0

W
eg

ov
y

6p
fo

Sa
lm

on
C

al
ci

to
ni

n
27

ye
s

2
Fo

rt
ic

al

6w
zg

Se
cr

et
in

27
no

0
Se

cr
eF

lo
7k

h0
A

rg
in

in
e

Va
so

pr
es

sin
9

ye
s

2
VA

SO
ST

R
IC

T
7r

yc
O

xy
to

ci
n

9
ye

s
2

Pi
to

ci
n

T
ab

le
3.

2:
Se

le
ct

ed
pe

pt
id

es

29



Chapter 4

Computational methods

4.1 Peptide-protein docking

Occupying a middle ground in the biologic landscape, between the fairly simple
modeling of small molecules and the large protein-protein interactions, peptides
docking remains an arduous task. Peptides conformation predictions are indeed
particularly challenging because of their high flexibility and large size [54] and the
number of degrees of freedom drastically increases when combined with a protein
binding pocket [55, 56]

The quality of docking algorithms is of crucial importance to the development
of novel therapeutics; therefore, the spotlight on peptide drugs is at risk of fading
if computational predictions fail to meet market expectations. When working with
peptides, molecular docking studies often struggle to provide positive results; in
fact, peptides are generally more flexible than proteins and tend to adopt a broad
variety of conformations. At the same time, they are structurally much more
complex than small molecules, and the method of predicting their affinity with
receptors should be up to par. Novel docking methods are therefore focusing on
the unique properties of peptides and how to model their flexibility [57, 58].

Molecular docking methods can be classified into three main categories: i) protein-
peptide, ii) protein-protein, and iii) protein-small-molecule docking. Although
peptide therapeutics databases are not lacking in number, only a few algorithms
are currently specifically designed for peptide-protein docking. Previous studies
have observed how some methods, such as ZDOCK, despite being developed for
protein-protein docking, can also be used to dock peptides on a protein. Similarly,
some software developed for docking small molecules on a protein, such as AutoDock
and AutoDock Vina, can be adapted for peptide docking.

Protein-peptide interactions are modeled into the following three categories:
Template docking, Ensemble docking and de novo methods. Briefly summarized in
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the following table [59].

Category Flexibility Description
Template
docking

None or little Use sequence-based homology model to predict
docking

Ensemble
docking

Conformation
Ensemble

Prepare a conformation ensemble to describe pep-
tide, flexibility and then dock the conformations
back into receptor

de novo
methods

Fully flexible Fully flexible & Model peptide flexibility with the
respect to the receptor

Table 4.1: Protein-protein docking categories

Each of these methods has its own advantages and disadvantages and is not inher-
ently better in every situation, Template docking algorithms (eg. GalaxyPepDock,
FRODOCK) require homologue structures for both the receptor and the peptide,
thus limiting the range of their applicability. Ensemble docking methods sample
peptide conformations as a pre-processing step without knowledge of the receptor.
Next, these conformations are docked rigidly or semi-rigidly into the receptors (eg.
HPepDock, pepATTRACT). Despite these methods good accuracy for small and
medium sized peptides (typically le 9 amino acids), their success rates tend to
drop rapidly with longer peptides. Lastly, de novo methods sample the peptide’s
conformation during the docking process (eg. AutoDock CrankPep, FlexPepDock,
HADDOCK) While de novo methods yield high accuracy and are less affected by
the length of the peptides, these methods tend to be computationally expensive
and often rely on lengthy molecular dynamics simulations to refine solutions.

According to previous studies [60, 61] results; FRODOCK [62], AutoDock
CrankPep[63, 59], and HPepDock [64, 65, 66, 67, 68, 69, 70] web server were
chosen as the best-performing methods, each with a different approach in order to
cover a broader range of solutions. Seeking the highest customization level of the
algorithms parameters FRODOCK and ADCP were run through command line.
Due to the scalable properties this study is looking for, external Python scripts
were used whenever the methods would have required time-consuming operations
or the user intervention in order to obtain a smooth docking pipeline.

4.2 FRODOCK
The first algorithm tested focuses on the first stage of docking, which consists
on rigid-body orientational sampling of a ligand molecule with respect to a fixed
receptor molecule while a docking scoring function is maximized. The 6D sampling
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space of the relative orientations between ligand and receptor is huge, and therefore
computationally demanding [62]. Here, the molecules are represented by 3D
grids that carry information of the shape, the ligand and receptor grids are then
correlated using FFT to efficiently scan the translational space. After the Fourier-
based evaluation has been complemented by an implicit orientational search, a
large number of docked conformations with favorable surface complementarity can
be obtained. This initial shape-based scoring function has been further enhanced
by including additive correlation terms to consider electrostatics, solvation or even
statistical interaction potentials. This approach permitted a superior efficiency and
a more exhaustive search by speeding up the three rotational degrees of freedom
using SH and a convenient formulation of the 3D rotation group. This approach
permits a superior efficiency and a more exhaustive search by speeding up the
three rotational degrees of freedom using SH and a convenient formulation of the
3D rotation group. The application of Fast Rotational Method to protein–protein
docking has derived in new mathematical expressions, and hence in a new docking
method called FRODOCK (Fast ROtational DOCKing).

In contrast to other approaches, FRODOCK has the advantage of combining
the capability to express the interaction terms into 3D grid-based potentials with
the efficiency of a SH-based rotational search. The binding energy upon complex
formation is approximated by a sum of three types of potentials: van der Waals,
electrostatics and desolvation, each of which can be written as a correlation function.
These potentials are conveniently pre-calculated on a 3D grid, using appropriate
energy thresholds. The interaction energy minima, and hence the potential docking
solutions, are identified by a new fast and exhaustive rotational docking SH-
based search combined with a simple translational scanning. A parallel version
of FRODOCK can perform the docking search in just a few minutes, and the
competitive docking accuracy achieved on standard protein–protein benchmarks
demonstrates its applicability and robustness.

This method was run in parallel on ComputeCanada Graham cluster using
a single script split in three sections. First the ligand and receptor structures
are prepared using pdb2pqr, an helpful tool for reconstructing missing atoms,
adding hydrogens, assigning atomic charges and radii from specified force fields,
and generating PQR files, CHARMM27 was chosen as force field, indicating which
charge and radius parameters to use. Second a Python script (making use of the
BioPython library [71]) parsing the ligand’s PDB file and extracting the interface
coordinates. At last the job containing the FRODOCK algorithm is submitted
with ligand, receptor and interface coordinates as inputs. The main code is divided
in four steps:

1. frodockgrid: three grid potential maps are generated (van der Waals, electro-
static and desolvation) for the receptor and desolvation only for the ligand.
Atomic properties such as van der Waals radius, charges etc. are taken from
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CHARMM 19 force field and the SASA calculations were performed using
analytical methods. [72]

2. frodock: the docking 6D search is performed on the pre-calculated grid maps,
where the interface coordinates are given as inputs using the –around flag. The
Message Passing Interface (MPI) binary files allow the process parallelization,
thus a sensible time saving.

3. frodockcluster: the solutions generated by the docking algorithm are clustered,
a maximum of 100 clusters is allowed with an RMSD distance of 2 Åbetween
clusters.

4. frodockview: the best 100 models are saved, using the native peptide confor-
mation as reference for RMSD calculations.

For this experiment, a receptor center was considered more appropriate for blind
docking, and therefore no previous knowledge of the native peptide-protein inter-
action. Nonetheless an additional script calculating the interface center has been
created as well and can be found in Appendix A.

Listing 4.1: Retrieve the receptor center coordinates
1 from Bio import PDB
2 import sys
3 import os
4 import math
5

6 code = sys . argv [ 1 ]
7 code1 = [ ]
8 code1 . append ( code )
9 code1 . append ( ’−r e c . pdb ’ )

10 r e c = ’ ’ . j o i n ( code1 )
11 cente r = [ ]
12 par s e r = PDB. PDBParser (QUIET=True )
13

14 models = os . l i s t d i r ( ’ /home/ p i e t r o 5 /env/ f rodock / ’ )
15

16 # recep to r c ente r coo rd ina t e s
17 r e c ep to r = par se r . ge t_st ructure ( ’ r e c ’ , r e c )
18 t o t a l = [ ]
19 f o r model in r e c ep to r :
20 f o r chain in model :
21 f o r r e s i d u e in chain :
22 f o r atom in r e s i d u e :
23 cente r = atom . get_coord ( )
24 t o t a l . append ( cente r )
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25

26 #r e c _ l i s t = PDB. S e l e c t i o n . u n f o l d _ e n t i t i e s ( receptor , ’A ’ )
27 #t = [ ]
28 #f o r i in range ( l en ( r e c _ l i s t ) ) :
29 # c = r e c _ l i s t [ i ] . get_coord ( )
30 # t . append ( c )
31

32 rec_center = sum( t o t a l ) / l en ( t o t a l )
33 f oo = [ ]
34 f oo . append ( s t r ( round ( rec_center [ 0 ] , 1 ) ) )
35 f oo . append ( ’ , ’ )
36 f oo . append ( s t r ( round ( rec_center [ 1 ] , 1 ) ) )
37 f oo . append ( ’ , ’ )
38 f oo . append ( s t r ( round ( rec_center [ 2 ] , 1 ) ) )
39 coords = ’ ’ . j o i n ( foo )
40 pr in t ( coords )

4.3 AutoDock CrankPep
ADCP is a novel de novo method that folds the peptide in the energy landscape
generated by the receptor and based off CRANKITE, an efficient software package
originally developed for protein and peptide conformation sampling and folding [73,
74]. CRANKITE samples the conformational space of proteins or peptides using
a Metropolis Monte Carlo (MC) search and a Gō-Type representation of amino
acid side-chains [75, 76]. ADCP incorporates CRANKITE’s conformation sampling
ability with the grid-based AutoDock representation of a rigid receptor [77] to
optimize the peptide conformation and its interactions with the receptor, thus
yielding docking poses. The noteworthy modifications and additions are as follows:
(i) the addition of new MC moves to boost the exploration of peptide position
and orientation relative to the receptor; (ii) the addition of an energy term based
on the AutoDock affinity grids to describe the peptide-receptor interactions; (iii)
the use of a rotamer library [78] to interactively construct side-chain atoms; and
(iv) the addition of a pose cache swapping mechanism to enhance the search. The
overall workflow of the MC procedure implemented by ADCP could be condensed
in two phases. First, a randomly selected MC move is applied to alter the current
pose. The altered pose is then scored, and the move is either accepted or rejected
based on a metropolis-like MC criterion. If the move is rejected, the pose before
the move is restored and another move is attempted. If it is accepted, the altered
pose becomes the current one and is used to update the cache of docking poses.
This procedure repeats until one of the termination criteria is met. More details
about the various elements of this workflow are provided below. This method
requires both the peptide and the receptor to be processed by AutoGridFR [79]
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and AutoGrid4[74] respectively, generating the target files containing the affinity
maps, subsequently, the docking is performed using an extended set of MC moves
which further increment the range of conformations explored by the peptide. In
addition to the local alteration of the peptide structure, a new function called
translational jump allows the peptide to translate to another position if deemed
accurate by AutoGridFR [80]. The scoring function is composed by two terms,
referred correspondingly to the conformation of the peptide, derived from an
enhanced version of CRANKITE Go-Type potential [81, 77] and the interaction
between the peptide and the receptor, based off the AutoDock affinity grids. Like
in the previous test, the algorithm was incorporated in a script divided in three
sections in order to provide helpful data to the main code: i) a python script parsing
the PDB file of the ligand and output the amino acid sequence ii) a second python
script counting the number of residues of the ligand iii) ADCP pre-processing and
docking. The last section follows the guidelines recommended by the Center for
Computational Structural Biology (CCSB) and can be better described as:

1. reduce: uses a script found in the ADFRSuite to protonate both ligand and
receptor.

2. prepare_ligand and prepare_receptor: convert the PDB files into PDBQT
format (two columns for the partial charge and AutoDock atom type are
added), both scripts are included in the ADFRSuite)

3. agfr: generates the target files receiving as inputs the ligand and receptor
PDBQT files. Using a BioPython script the ligand size in residues is specified
through the -ls flag. The smallest box encompassing the receptor was used as
docking box and the binding pocket was identified as the one with the best
Autosite score.

4. adcp: docks the peptide from the sequence, specified in the -s flag, and receptor
coordinates file. The -cyc and -cys flags allow further customization of the
docking process, supporting tailored solutions for cyclic peptides through
backbone and CYS-S-S-CYS respectively. A native contacts cutoff of 0.8 was
used for clustering the solutions, generating 20 replicas performing a maximum
of 1000000 steps per replica.

Outlined below are two original scripts implemented in the docking pipeline.

Listing 4.2: Extract the FASTA sequence from a PDB file
1 from Bio import PDB
2 import sys
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3

4 d3to1 = { ’CYS ’ : ’C ’ , ’ASP ’ : ’D ’ , ’SER ’ : ’S ’ , ’GLN’ : ’Q ’ , ’GLU’ : ’E ’ ,
’LYS ’ : ’K ’ , ’MET’ : ’M’ , ’ ILE ’ : ’ I ’ , ’PRO’ : ’P ’ , ’PYL ’ : ’O ’ , ’THR’ :

’T ’ , ’PHE’ : ’F ’ , ’ASN ’ : ’N ’ , ’GLY’ : ’G’ , ’ HIS ’ : ’H ’ , ’LEU ’ : ’L ’ ,
’ARG’ : ’R ’ , ’TRP’ : ’W’ , ’ALA’ : ’A ’ , ’TYR’ : ’Y ’ , ’VAL’ : ’V ’ , ’SEC ’ :

’U ’ , ’ASX ’ : ’B ’ , ’GLX’ : ’Z ’ , ’XAA’ : ’X ’ , ’XLE ’ : ’ J ’ }
5

6 code = sys . argv [ 1 ]
7 code1 = [ ]
8 code1 . append ( code )
9 code1 . append ( ’− l i g . pdb ’ )

10 l i g = ’ ’ . j o i n ( code1 )
11

12 par s e r = PDB. PDBParser (QUIET=True , PERMISSIVE=True )
13 s t r u c t u r e = par s e r . ge t_st ructure ( ’ s t r u c t ’ , l i g )
14 seq = [ ]
15 f o r model in s t r u c t u r e :
16 f o r chain in model :
17 f o r r e s i d u e in chain :
18 i f r e s i d u e . resname in d3to1 :
19 l i g = seq . append ( d3to1 [ r e s i d u e . resname ] )
20 sequence = ( ’ ’ . j o i n ( seq ) )
21 pr in t ( sequence . lower ( ) )

Listing 4.3: Count the number of AA in the peptide
1 from Bio import PDB
2 import sys
3

4 par s e r = PDB. PDBParser (QUIET=True , PERMISSIVE=True )
5 code = sys . argv [ 1 ]
6 code1 = [ ]
7 code1 . append ( code )
8 code1 . append ( ’− l i g . pdb ’ )
9 l i g = ’ ’ . j o i n ( code1 )

10

11 d3to1 = { ’CYS ’ : ’C ’ , ’ASP ’ : ’D ’ , ’SER ’ : ’S ’ , ’GLN’ : ’Q ’ , ’GLU’ : ’E ’ ,
’LYS ’ : ’K ’ , ’MET’ : ’M’ , ’ ILE ’ : ’ I ’ , ’PRO’ : ’P ’ , ’PYL ’ : ’O ’ , ’THR’ :

’T ’ , ’PHE’ : ’F ’ , ’ASN ’ : ’N ’ , ’GLY’ : ’G’ , ’ HIS ’ : ’H ’ , ’LEU ’ : ’L ’ ,
’ARG’ : ’R ’ , ’TRP’ : ’W’ , ’ALA’ : ’A ’ , ’TYR’ : ’Y ’ , ’VAL’ : ’V ’ , ’SEC ’ :

’U ’ , ’ASX ’ : ’B ’ , ’GLX’ : ’Z ’ , ’XAA’ : ’X ’ , ’XLE ’ : ’ J ’ }
12

13 # clean C and N termin i i on s be f o r e running
14 l i gand = par s e r . ge t_st ructure ( ’ l i g ’ , l i g )
15 num = 0
16 f o r model in l i gand :
17 f o r chain in model :
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18 seq = [ ]
19 f o r r e s i d u e in chain :
20 i f r e s i d u e . resname in d3to1 :
21 seq . append ( d3to1 [ r e s i d u e . resname ] )
22 num = num + 1
23 sequence = ’ ’ . j o i n ( seq )
24 pr in t (num)

4.4 HPepDock
This protocol can be divided into three branches, combining MODPEP sampling
the space of conformations of the peptide, a revised version of MDOCK for the
docking procedure and a number of programs for structure modeling. In the first
place inputs are submitted to the server. If the receptor structure is provided it will
be used, otherwise, if only the sequence is available, a structure modeling server
will handle it using a homology modeling algorithm. After selecting a template
a combination of programs build the 3D structure. On the other hand, only
sequences are accepted as peptide input. Additional information about binding
sites or binding modes is optional. Subsequently 1000 peptide conformations are
generated using MODPEP, forming the ensemble that will be later submitted to
the docking program. The docking process is performed by a modified version of
MDock, employing a rigid docking protocol, where peptide flexibility is achieved by
running the simulation on the previously generated template. Whether information
regarding the binding site is provided or not, local spheres (around the binding
sites) or global spheres (covering the entirety of the receptor) are generated. In the
first case local docking will be performed, otherwise the spheres will be clustered
around the most probable binding sites. The modifications applied to MDock in
order to better portray peptide-protein interaction are two: p

1. Peptides are first docked as reduced models where each residue is represented
by the Ca atom and a center of mass atom for the rest of the residue, and
after the orientations are generated the atoms are replaced, highly facilitating
the calculations.

2. The original (ligand-protein) scoring function is replaced with a knowledge-
based (protein-protein) function

Finally, a SIMPLEX EM algorithm is performed on the system considering both the
peptide and the protein rigid bodies, aiming to minimize their binding energies.
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Chapter 5

Molecular Dynamics

5.1 Introduction

After testing out different algorithms a general quality assessment can already
be presumed, although in order to further improve the understanding an EM
and MD run were performed on the peptides, relaxing the structure in order to
mimic a physiological state. This way the goal becomes finding a robust algorithm
able to predict the correct docking pose starting from the bound drug, but to
extend the peptides pool to relaxed and energy minimized structures, more likely
to be found in existing databases. After performing an EM the peptides did
not go through any significant change of conformation, therefore a short MD
simulation was required to allow the structures to escape from the energy minima.
The AMBER package offers two major MD engines, in this study PMEMD was
employed; it is an extensively revised version of the other package (SANDER)
highly optimized to improve both single-processor performance and parallel scaling.
The process required two distinct steps: first ions and water are added until the
system reaches an equilibrium, the peptide structures tested in the previous chapter
were indeed only composed of residues atoms (downloaded from PDB with no
further modification), subsequently EM and MD simulations are performed and
the last frame extracted. MD simulations require a specific set of input files to give
reliable results and for complex structures with a considerable amount of missing
residues the best choice is usually to split the procedure into different steps.
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5.2 Molecular Dynamics simulation

5.2.1 Structure preparation
Because of the many naming conventions used in pdb files the peptides were
processed through the pdb4amber program, which makes the input files readable
by the AMBER packages renaming atom and residue names. [82, 83] The output
structure files were then given as inputs to tleap, generating a topology ( .parm7)
and a coordinates ( .rst7) file using a text-based interface. The protein force field
ff14SB is selected along with the the water model tip3p, the choice of a not so
recent force field is guided by its well-tested performances and compatibility with
the popular tip3p water model. Afterward, an octagonal box is created around
the structure, following solvation and charges equilibration with ions addiction.
The following sections have been run on the Beluga cluster of the Alliance Canada
which provided the necessary computational power, significantly shortening the
time needed. For each peptide a short protocol inspired by Ross Walker (2013)
AMBER advanced tutorial number 22, was executed, the steps as follows.

5.2.2 Minimization, heating, and equilibration
Before proceeding to the main simulations the system needs to be prepared, this
will help stabilize the native conformation in the solvent box. While starting a
simulation it is crucial to minimize the energy to avoid the generation of large
forces which can lead to a crash.

1. Water minimization: the water potential in the box is firstly minimized, the
peptide is restrained.

2. Water relaxation: the water is let free to move (NpT, 300K) while the protein
is restrained.

3. System minimization: for 2000 cycles the both the peptide and water are
minimized.

4. Heating: the system is heated up restraining the peptide position (NVT, 0K
to 300K).

5. Equilibration: system relaxation restraining the protein heavy atoms (NpT,
300K, 0.5ns).

This first part was compiled using the MPI executables of PMEMD called pmemd.mpi,
allocating 4 tasks, 1 cpu-per-task and 10G of memory size required per cpu. The
system is now ready for the EM and MD and simulations.
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5.2.3 Energy Minimization and Molecular Dynamics run
In this second phase the energy is first minimized relaxing the system and afterwards
an MD simulation provides an agitated state of the peptide, finally extracted as a
pdb file using ccptraj. PMEMD is run in its single-GPU accelerated version called
pmemd.cuda because of the significant higher required computational power.

1. Relaxation: relative to the whole system ((NpT, 300K, 5ns)

2. MD: after obtaining an initial relaxed structure a simulation is now performed
(NVT, 500ns), resulting in a perturbed system at the temperature of 300K

3. pdb file extraction: the last frame of the simulation is extracted with the
ccptraj command.

5.3 Comparison with the native structures
The relaxed peptides were finally analyzed to ensure the positive outcome of the
simulation. Graphic comparison and RMSD outlined below.
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(a) Native

(b) Altered

Figure 5.1: Sincalide, RMSD = 3.07 Å
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(a) Native

(b) Altered

Figure 5.2: GLP-1, RMSD = 5.35 Å

(a) Native

(b) Altered

Figure 5.3: Semaglutide, RMSD = 2.04 Å
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(a) Native

(b) Altered

Figure 5.4: Salmon calcitonin, RMSD = 4.38 Å

(a) Native

(b) Altered

Figure 5.5: Secretin, RMSD = 3.44 Å
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(a) Native

(b) Altered

Figure 5.6: AVP, RMSD = 1.57 Å

(a) Native

(b) Altered

Figure 5.7: Oxytocin, RMSD = 1.64 Å
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Chapter 6

Results

6.1 Native peptides
The peptides native structures were first docked to their receptors using ADCP,
FRODOCK and HpepDock using the parameters described in Chapter 3. The
analyzed parameters are i-RMSD, L-RMSD. A de novo (ADCP) and a rigid docking
(FRODOCK) method were additionally chosen to compare their RMSF. In order
to obtain accurate results ProFit Version 3.3 (Martin, A.C.R. and Porter, C.T.,
http://www.bioinf.org.uk/software/profit/), a dedicated protein least squares fitting
program, was employed. Fitting was performed by implementing the McLachlan
algorithm (McLachlan, A.D., 1982 “Rapid Comparison of Protein Structures”, Acta
Cryst A38, 871-873). Thanks to a user-friendly interface it is possible to isolate
specific zones of the analyzed molecules. Additionally, the -f flag allows to skip the
interactive mode making the analysis of large data sets smoother.

Listing 6.1: An example of the script submitted to ProFit to calculate L-RMSD
and RMSF for Sincalide

1 atoms Ca ,C,N,O
2 f i t
3 zone A10−A47
4 f i t
5 rzone B1−B8 : A1−A8
6 r e s i d u e
7 n f i t t e d

The calculations are referred to the backbone heavy atoms, first the receptors are
superposed (this RMSD value is close to zero) and subsequently the RMSD is
evaluated on the ligand residues. Finally the residue command plots the RMSD
value of each residue.
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Listing 6.2: An example of the script submitted to ProFit to calculate i-RMSD
for Sincalide

1 atoms Ca ,C,N,O
2 zone A38−A47
3 zone B1−B8 : A1−A8
4 f i t
5 n f i t t e d

Differently than the previous script, The residues corresponding to the peptide-
protein interface are all superposed and RMSD is evaluated. Finally, the raw data

outputs were processed by an original Python script, portraying the results as
scatter plots. In the L-RMSD and i-RMSD plots the x and y axis represent the
model number and RMSD respectively; while in the RMSF results residues are on
the x axis, RMSD on the y axis and each model is assigned a different color.
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.1: Sincalide i-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.2: GLP-1 i-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.3: Semaglutide i-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.4: Salmon calcitonin i-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.5: Secretin i-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.6: AVP i-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.7: Oxytocin i-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.8: Sincalide L-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.9: GLP-1 L-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.10: Semaglutide L-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.11: Salmon calcitonin L-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.12: Secretin L-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.13: AVP L-RMSD
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(a) ADCP

(b) FRODOCK

(c) HPepDock

Figure 6.14: Oxytocin L-RMSD
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(a) ADCP

(b) FRODOCK

Figure 6.15: Sincalide RMSF
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(a) ADCP

(b) FRODOCK

Figure 6.16: GLP-1 RMSF
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(a) ADCP

(b) FRODOCK

Figure 6.17: Semaglutide RMSF
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(a) ADCP

(b) FRODOCK

Figure 6.18: Salmon calcitonin RMSF
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(a) ADCP

(b) FRODOCK

Figure 6.19: Secretin RMSF
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(a) ADCP

(b) FRODOCK

Figure 6.20: AVP RMSF
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(a) ADCP

(b) FRODOCK

Figure 6.21: Oxytocin RMSF
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6.2 Altered peptides
The following plots are the results from docking simulations on the relaxed peptides
with their native receptors, seeking an impartial outlook on the docking performance
of unbound peptides. The relaxed peptides were submitted only to the best-
performing algorithm of each kind (FRODOCK and HPepDock).
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(a) FRODOCK

(b) HPepDock

Figure 6.22: Altered sincalide i-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.23: Altered GLP-1 i-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.24: Altered semaglutide i-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.25: Altered salmon calcitonin i-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.26: Altered secretin i-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.27: Altered AVP i-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.28: Altered oxytocin i-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.29: Altered sincalide L-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.30: Altered GLP-1 L-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.31: Altered semaglutide L-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.32: Altered salmon calcitonin L-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.33: Altered secretin L-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.34: Altered AVP L-RMSD
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(a) FRODOCK

(b) HPepDock

Figure 6.35: Altered oxytocin L-RMSD
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Conclusions

The docking results can be summarized in the tables presented below, showing the
best score for each of the two considered RMSD, relative to native and altered
input peptides. ADCP showed inferior quality for both the examined parameters
and further tuning of the docking parameters might be beneficial. Average RMSD
increase is evaluated in order to highlight the behavior of a protocol over a set of
ligands when changing any of the docking parameters. FRODOCK consistently
outperformed the other two methods when provided the bound ligand structure, but
the quality of predictions decreases with altered structures: moderately for what it
concerns the i-RMSD (successfully reproducing the peptide-receptor interaction,
ai-RMSD = 0.8 Å) and significantly relative to the L-RMSD (aL-RMSD = 5.9
Å). HPepDock managed to dock native and altered conformation, achieving an
ai-RMSD of 1.4 Å and aL-RMSD of 0.8 Å relative to the change of input peptides.
It is worthy of consideration how the cysteine-rich peptides (possessing a cyclic
structure) salmon calcitonin, AVP and oxytocin averaged better RMSD scores
(especially with HPepDock) compared to the rest, but did not perform better when
altered (ai-RMSD = 1 Å, aL-RMSD = 9 Å with FRODOCK and ai-RMSD = 1.4 Å,
iL-RMSD = 1.2 Å with HPepDock. Ultimately, an additional feature related to the
predictive accuracy of docking methods is the type of peptide-protein interaction,
where an increased binding surface leads to better results.
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Peptide ADCP FRODOCK HPepDock
Sincalide 3.2 1.8 0.6
GLP-1 8.4 0.5 0.9
Semaglutide 6.6 0.9 3.5
Salmon calcitonin 5.2 0.8 1.6
Secretin 7.2 1.8 1.4
AVP 2.6 2.1 0.6
Oxytocin 2.5 1.9 0.3

Table 7.1: i-RMSD [Å] of native peptides docked on their receptors

Peptide ADCP FRODOCK HPepDock
Sincalide 5.9 4.9 2.0
GLP-1 11.8 0.8 5.7
Semaglutide 12.3 2.8 6.4
Salmon calcitonin 11.5 1.1 5.5
Secretin 16.1 3.4 5.1
AVP 7.5 1.0 1.6
Oxytocin 6.8 1.1 1.0

Table 7.2: L-RMSD [Å] of native peptides docked on their receptors
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Peptide FRODOCK HPepDock
Sincalide 1.2 3.1
GLP-1 1.9 2.7
Semaglutide 2.3 2.0
Salmon calcitonin 1.7 3.4
Secretin 2.4 4.4
AVP 3.9 1.6
Oxytocin 2.2 1.7

Table 7.3: i-RMSD [Å] of altered peptides docked on their receptors

Peptide FRODOCK HPepDock
Sincalide 10.1 5.9
GLP-1 6.4 5.1
Semaglutide 5.0 7.4
Salmon calcitonin 13.8 4.7
Secretin 5.1 2.4
AVP 11.9 3.8
Oxytocin 4.7 2.4

Table 7.4: L-RMSD [Å] of altered peptides docked on their receptors
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Appendix A

Additional resources

Listing A.1: Extract the coordinates of the center from two structures interface
1 from Bio import PDB
2 import sys
3 import os
4 import math
5

6 de f unique ( l i s t 1 ) :
7

8 # i n s e r t the l i s t to the s e t
9 l i s t _ s e t = s e t ( l i s t 1 )

10 # convert the s e t to the l i s t
11 un ique_l i s t = ( l i s t ( l i s t _ s e t ) )
12 re turn un ique_l i s t
13

14 code = sys . argv [ 1 ]
15 code1 = [ ]
16 code1 . append ( code )
17 code1 . append ( ’−r e c . pdb ’ )
18 r e c = ’ ’ . j o i n ( code1 )
19 cente r = [ ]
20 par s e r = PDB. PDBParser (QUIET=True )
21

22 models = os . l i s t d i r ( ’ /home/ p i e t r o 5 /env/ f rodock ’ )
23

24 # i n t e r f a c e cente r coo rd ina t e s
25 code2 = [ ]
26 code2 . append ( code )
27 code2 . append ( ’− l i g . pdb ’ )
28 l i g = ’ ’ . j o i n ( code2 )
29 l i gand = par s e r . ge t_st ructure ( ’ r e c ’ , l i g )
30 a _ l i s t = PDB. S e l e c t i o n . u n f o l d _ e n t i t i e s ( l igand , ’A ’ )
31 b_l i s t = PDB. S e l e c t i o n . u n f o l d _ e n t i t i e s ( receptor , ’A ’ )
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32

33 f o r i in range (0 , l en ( a _ l i s t ) ) :
34 cente r = a _ l i s t [ i ] . get_coord ( )
35 ns = PDB. NeighborSearch ( b_ l i s t )
36 ne ighbors = ns . s earch ( center , 1 0 . 0 )
37 close_to_a = unique ( ne ighbors )
38

39 f o r i in range (0 , l en ( b_ l i s t ) ) :
40 cente r = b_l i s t [ i ] . get_coord ( )
41 ns = PDB. NeighborSearch ( a _ l i s t )
42 ne ighbors = ns . s earch ( center , 1 0 . 0 )
43 close_to_b = unique ( ne ighbors )
44

45 i n t e r f a c e = close_to_a + close_to_b
46 int_coord = [ ]
47 to t = [ ]
48 f o r atom in i n t e r f a c e :
49 int_coord = atom . get_coord ( )
50 to t . append ( int_coord )
51

52 in t_center = sum( to t ) / l en ( to t )
53 f oo = [ ]
54 f oo . append ( s t r ( round ( int_center [ 0 ] , 1 ) ) )
55 f oo . append ( ’ , ’ )
56 f oo . append ( s t r ( round ( int_center [ 1 ] , 1 ) ) )
57 f oo . append ( ’ , ’ )
58 f oo . append ( s t r ( round ( int_center [ 2 ] , 1 ) ) )
59 coords = ’ ’ . j o i n ( foo )
60 pr in t ( coords )
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