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”Se il risultato conferma ['ipotesi, allora hai appena fatto una misura.
Se il risultato e contrario alle ipotesi, allora hai fatto una scoperta.”

Enrico Fermi



Abstract

Proton radiotherapy represents one of the most advanced methods for treating treat-
ment of cancer patients. Treatment with proton beams is a strategy therapy that
is receiving considerable interest in the clinical field and in research. The most in-
novative aspect of proton therapy is the ability to deposit the energy of ionizing
radiation in a highly precise and finite way. This advantage, compared with other
types of external radiation therapy, is due to the very nature of proton transport in
matter. The protons release the greatest amount of energy at the end of their path
through the matter. By adjusting the energy of the beam, it is therefore possible
to target the tumor mass, significantly limiting the amount of the dose deposited
in healthy tissues. Proton therapy is performed thanks to the beam generated by
a particles accelerator. The cost and complexity of a facility, capable of generating
a beam of protons at very high energies, remain two of the main obstacles to the
spread of this oncology treatment technique.

The treatment plan, performed at the beginning of therapy, is evaluated by models
of inverse planning that allow the beam characteristics to be defined, in order to
perform the correct irradiation of the target. The treatment plan is defined starting
from the axial Computed Tomography (CT) scan of the patient and the dose of ion-
izing radiation intended to be deposited in diseased tissues. The analytical methods
that are used, however, are sensitive to physical and physiological uncertainties that
may occur in the patient during treatment sessions. It is possible, with the help of
algorithms termed ’direct’ to verify the distribution of dose obtained from the treat-
ment plan. It is possible to check that any uncertainties do not compromise the
effectiveness of the therapy. The direct models are principally two: the analytical
method and the method based on a Monte Carlo simulation.

The purpose of this work is to evaluate the effects of uncertainties in the distribution
effective dose within the domain. The perturbations are introduced by modifying
the density values of the tissues of the patient. By acting on the characteristics of
the CT scan, two perturbed scenarios are considered: one, in which the tissues are
denser than actual ones, and the other, in which they are less dense. The objective
is to verify, through the direct methods, with the same treatment plan, the pertur-
bation of the dose distribution in the two scenarios in which the uncertainties on
the density are introduced. In this way, it becomes possible to predict whether the
treatment plan is still valid or whether it is compromised. In the second case, it will
be necessary to make a new plan. Finally, the purpose is to compare the sensitivity
of the direct methods used as a control tool. Starting from the characteristics of the
two methods, it is necessary to understand which one is the most suitable for the
simulation of cancer treatment.



Estratto

La Radioterapia protonica rappresenta uno dei metodi pit avanzati per il tratta-
mento di pazienti oncologici. Il trattamento con fasci di protoni € una strategia
terapeutica che riscuote un notevole interesse nel campo clinico e nei progetti di
ricerca. L’aspetto maggiormente innovativo della Protonterapia e la capacita di
depositare ’energia delle radiazioni ionizzanti in maniera altamente precisa e cir-
coscritta. Questo vantaggio, rispetto ad altre tipologie di radioterapia esterna, e
dovuto alla natura stessa del trasporto protonico nella materia. I protoni rilasciano
la maggior aliquota di energia alla fine del loro percorso di attraversamento della
materia. Regolando I’energia del fascio, € dunque possibile colpire in maniera mirata
la massa tumorale, limitando sensibilmente la quota di dose depositata nei tessuti
sani. La terapia protonica viene eseguita grazie al fascio generato da un acceleratore
di particelle. Il costo e la complessita di un impianto, in grado di generare un fascio
di protoni ad energie molto alte, rimangono due dei principali ostacoli alla diffusione
di questa tecnica di cura oncologica.

Il piano di trattamento, eseguito all’inizio della terapia, viene valutato da modelli
di pianificazione inversa che permettono di definire le caratteristiche del fascio, nec-
essarie al corretto irraggiamento del target. Il piano di trattamento e definito a
partire dalla Tomografia Assiale Computerizzata (TAC) del paziente e dalla dose di
radiazioni ionizzanti che si intende depositare nei tessuti malati. I metodi analitici
che vengono utilizzati risultano, pero, sensibili ad incertezze fisiche e fisiologiche che
possono presentarsi nel paziente durante le sedute di trattamento.

E possibile, con l'ausilio di algoritmi definiti 'diretti’, verificare la distribuzione di
dose ottenuta a partire dal piano di trattamento, controllando che eventuali in-
certezze non compromettano l'efficacia della terapia. I modelli diretti sono prin-
cipalmente due: il metodo analitico e il metodo basato su una simulazione Monte
Carlo.

Lo scopo di questo lavoro e valutare gli effetti delle incertezze nella distribuzione
effettiva della dose all’interno del dominio. Le perturbazioni sono introdotte modif-
icando i valori di densita dei tessuti del paziente. Agendo sulle caratteristiche della
TAC, si considerano due scenari perturbati: uno, in cui i tessuti sono piu densi di
quelli reali, e ’altro, in cui sono meno densi. L’obiettivo e di verificare, attraverso i
metodi diretti, a parita di piano di trattamento, la perturbazione della distribuzione
di dose nei due scenari in cui sono state introdotte le incertezze sui valori di den-
sita. In questo modo, risulta possibile prevedere se il piano di trattamento e ancora
valido o se risulta compromesso. Nel secondo caso sara necessario effettuare un
nuovo piano. Infine, si vuole confrontare la sensibilita dei metodi diretti usati come
strumento di controllo. A partire dalle caratteristiche dei due metodi, si intende
comprendere quale sia il piu adatto per la simulazione del trattamento oncologico.
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1 RADIATION PHYSICS

1 Radiation physics
1.1 Radioactivity

Each nuclide is characterized by an atomic number and a mass number. Considering
a neutral nuclide, the atomic number (Z) is defined as the number of electrons or
the number of protons. The mass number (A) is defined as the sum of the number
of the protons and the number of the neutrons.
It is possible to represent a generic nuclide X as

X7

The atomic number is written as a subscript and the mass number as an apex.

The isotopes of an atom present the same atomic number and a different mass
number. The atomic number determines the chemical characteristics of a nuclide.
This means that the isotopes are considered identically from a chemical point of
view. In the next section, it will be clear why this characteristic of isotopes is really
important in the nuclides use in patient therapy.

Considering the simple schematic structure of an atom, it is composed of a nucleus
and an electronic cloud structured in orbitals around the nucleus. The nucleus is
composed of protons and neutrons and it represents the biggest fraction of mass
of the whole atom. Protons and neutrons are called “nucleons” and they are held
together by a strong force. The protons in the nucleus are subjected to a Coulomb
repulsion that increases with the increase of the number of protons present.

F =gF = 42}

ql and ¢2 are the charge values of the particles. £ is the Coulomb constant. r is the
distance between the two charged particles. ¢F is the force that a generic charged
particle receives from a generic electrical field.

The neutrons provide stability to the nucleus, especially in case of large nuclei. The
balance of the number of protons and the number of neutrons in a nucleus is a key
point for the stability of a nuclide.

The Segre chart (Figure 1) is a 2D plot based on the idea of plotting the nuclides on
a xy chart. The x axis represents the number of neutrons and the y axis represents
the number of protons.

The black line indicates the stable nuclei. It is possible to see that, for low values
of the number of neutrons, the behavior is almost linear. This means that until 20
protons, the same number of neutrons ensures stability to the nuclide.

11
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stable nuclides
p*.EC - decay

p~ - decay

o - decay
spontaneous fission
p - decay

100 —

50 <

0 50 100 150

Figure 1: Segre chart [50]

After around 20 protons, more than 20 neutrons are necessary to counterbalance
Coulomb repulsion and ensure stability to the nucleus.

As said previously, the black points represent nuclides in the stability condition. The
other colored parts are related to the unstable nuclides. These nuclides, differently
to the stable ones, decay in different ways in order to reach a stable condition. In
Figure 1, the different colors are related to different types of decay.

The stable condition, that is represented by the stability line, is the end target of
each decay process. This graphical reference, on Segre chart, is called ”stability
valley”. This name is really explanatory in order to give the idea that the unstable
nuclei tend all to that condition like rolling stones on the slopes of a steep valley.
This qualitative approach results clearly in Figure 2.

Experimental evidence shows that nuclei, with the number of protons and/or number
of neutrons equal to “magic numbers”, as 2, 8, 20, 28, 50, 82, 126, are particularly
stable.

The unstable nuclei, that decay to the stability condition, rearrange nucleons with
nuclear reactions releasing and/or absorbing particles. The activity of an unstable
nucleus that decays to reach stability is defined as “Radioactivity”. It is also possible
to define Radioactivity as the spontaneous process in which an unstable nucleus
emits particles becoming a more stable nucleus. It is crucial to highlight that not
in all cases an unstable nucleus, after a decay event, reaches stability, but at the
end of its decay chain it will do. This means that, in some cases, a lot of decay
steps are necessary in order to reach the stability valley. In a decay process, the
unstable nucleus is called “parent” and the more stable one is called “daughter”.

12



1.1 Radioactivity 1 RADIATION PHYSICS

Figure 2: 3D representation of “Stability valley” [76]

When a parent nucleus decays, the daughter one could be stable or unstable. If it is
stable, the decay chain stops, if it is still unstable, it will decay generating another
daughter, until reaching the stability condition. The unstable atoms are also called
“Radionuclides”.

Radioactivity is measured in Becquerel (Bq) that is defined as
1 Bgq=1 decay per second

1 Becquerel is a very small quantity, for this reason, the MBq (10° Bq) and the old
unit, the Curie, are widely used.

1 Curie = 37000 M Bq

There are different ways of decay, but all of these are characterized by a release of
energy. In medical application of the radiation, this energy deposition is used to
treat cancers.

Returning to the isotopes, considering two isotopes with the same atomic number,
one is stable and the other is unstable. If the radioactive one is intaken in the

13



1.2 Law of radioactive decay 1 RADIATION PHYSICS

body of the patient, it will be physiologically managed as the stable one, because,
chemically speaking, isotopes are equivalent. This aspect is very useful in case of
internal cancer treatment. It is possible to deposit energy on the malignant cells
concentrating the unstable nuclide close to the tumor. An example of this procedure
is the thyroid cancer treatment using lodine-131. The unstable atom of iodine is
concentrated in the thyroid in the same way as the stable one. Once reached the
thyroid, it decays and deposits energy to the malignant cells of the tumor.

1.2 Law of radioactive decay

Considering a generic decay process, it is possible to obtain the decay law, in order
to estimate the concentration of the nuclide in time. Np(t) is the concentration of
a generic parent nuclide as a function of time.

Np(t) = number of parent nuclei at time t

number of decay events in At = ANp(t)At

At is a finite time interval and ) is the decay constant related to the decay process.
The dimension of )\ is the inverse of a time, it describes the frequency of the decay
event.

A=[TY

At this point, it is necessary to consider the difference of the numbers of nuclides at
the time t and the same quantity at the time ¢t + At.

Np(t + At) — Np(t) = —ANp(t)At

Dividing both sides by At

N At)—N
p(t+ Ati p(t) _ —ANp(t)

If the time interval At is so small that it is possible to assume that it tends to zero

BH = —ANe(t)
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ANp(t) is the activity and it is measured in Becquerel.

The last equation is a differential equation that is possible to solve separating vari-
ables. Considering to know the initial condition of the number of the parent nuclide

Np(t =0) = N9

Np(t) = Nge*)‘t

The exponential equation is the radioactive decay law of an unstable parent nuclide.
This law has a decreasing exponential behavior, as it results from Figure 3.

exponential decay

________________________

At, St 6ts Tty
2 2 2 2

._t.

Figure 3: Plot of the Radioactive decay law [44]

In radioactive decay, a very useful quantity is the “half-life”. It is defined as the
time at which the number of nuclides is the half of the initial one. This quantity
is, for example, used in the “Carbon-14 dating” strategy. In order to obtain the
formula of the half-life, it is necessary to substitute in the decay law the half of the
starting nuclei.

170 0 ,—At

At this point, it is possible to simplify the initial value of nuclides on both sides and
explicit the time t.

—At

15



1.3 Radioactive decays 1 RADIATION PHYSICS

ln% = -\t
In2 =M\t
_ In2

The last equation is the formula of the half-life of a generic decay process. It is
possible to see the half-life point in Figure 4.

Figure 4: Plot of the Radioactive decay law with the detail on half life [44]

1.3 Radioactive decays

An unstable atom decays into a more stable one trying to reach the stability con-
dition. There are a lot of decay processes, each of these is typical of different
radionuclides.

In this section a brief description of each decay process is shown.

1.3.1 Alpha decay

The alpha decay is described by the following equation.

16



1.3 Radioactive decays 1 RADIATION PHYSICS

A _ A-4 4
Xz =Dz 5+

It consists of an unstable parent that decays in a more stable daughter nuclide. The
daughter has an atomic number decreased by two and a mass number decreased by
four. In the alpha decay process, there is the emission of a particle called “alpha
particle”. The alpha particle is an atom of helium that is characterized by an atomic
number equal to two and a mass number equal to four. The alpha particle emitted
is used, for example, in some internal radiotherapy applications.

The scheme of the alpha decay is shown in Figure 5.

Q- ¢

Parent Daughter Alpha
Particle
A A—4 E
7X - 55V +5He

Figure 5: Alpha decay scheme [49]

An example of radionuclide that decays emitting an alpha particle is Radium. The
following equation describes its decay chain.

226 __ 226 4
Ragg® = Rngg> + ag

1.3.2 Beta decay

Another important decay process is the beta decay. It is divided into two cases: the
case in which an electron is emitted and the case in which a positron is emitted.
The first case is called S~ and the second is called 5*. In both cases, the sum of
the atomic number and the mass number remains constant. The two cases of beta
decays are described by the following equations.

X? :D§+1+€7+V7e (B7)

Xg=Dj +et+v. (8)

In the 5~ case, the generic parent X decays in a daughter with the atomic number
increased by one and the mass number that does not change. In this case, an electron
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and an antineutrino are emitted.

In the 871 case, the parent decays in a daughter with the atomic number decreased
by one and the mass number that does not change, as in the previous case. In this
case, a positron and a neutrino are emitted. The positron emitted in the 57 decay
is used in the Positron Emission Tomography (PET), for example. A g% source
is intaken in the patient and the positron is emitted into the body. The positron
interacts with the electrons of the atoms doing annihilation. This process generates
the emission of two photons that could be detected by the external imaging facility
and perform a tomography scan. This procedure is used to individuate the position
of the cancer masses.

In Figure 6 and Figure 7 | it is possible to see the scheme of the two beta decays.

electron antineutrino
Parent

Daughter
A A - —
7X - z417 + B + Ve

Figure 6: [~ decay scheme|[51]

Carbon-10 Boron-10

Neutrino Positron
f"- R
+ § ._V/’ + 9

Beta-plus Decay

Figure 7: 1 decay scheme[42]

An example of radionuclide that decays emitting an electron is Phosphorus. The
following equation describes its decay chain.

Pg = Sig +e” + 7

An example of radionuclide that decays emitting a positron is Fluorine. The follow-
ing equation describes its decay chain.

F8 =D + e + 1.
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1.3.3 Electron capture

The electron capture is described by the following equation.
X? +e” = Dé_l + Ve

In this case, a proton rich parent catches its own inner shell electron and decays in
a daughter with the same mass number and the atomic number decreased by one.
A neutrino is emitted. An example of nuclide that decays capturing an electron is
the Carbon-11 and its decay reaction is shown in Figure 8.

Carbon-11 Boron-11
Electron Neutrino
+c = + ¢
& protons 5 protons
5 neutrons 6 neutrons

Figure 8: Electron capture decay scheme[35]

1.3.4 Gamma decay and internal conversion

An atom could be in a “metastable” condition. This means that it presents the same
mass number and atomic number of the stable isotope, but it has an energy content
that makes it not completely stable. This condition is also called an “excited state”.
This type of radionuclides decays in two ways: gamma decay or internal conversion.
In the gamma decay, the excess of energy is released emitting a photon. In the
internal conversion, the energy is released to an atomic electron.

The gamma decay and the internal conversion are described by the following equa-
tions. The asterisk indicates the metastable condition.

XA = X4 + v(photon)
XA = X4 +energy to an atomic electron

The emission of the photon, in the gamma decay, usually is instantaneous, but
there are some exceptions that are very useful for medical applications, such as
Technetium. This radionuclide is used to perform internal radiotherapy and it emits
a photon after six hours.

19



1.4 Interaction of radiation with matter 1 RADIATION PHYSICS

1.3.5 Others decays

There are other three decay mechanisms that are less interesting from an applicative
point of view, but that are listed for completeness.

The three processes are the proton emission, the neutron emission and the sponta-
neous fission.

These three processes are respectively described by the following equations.

Xz =Dyi+p
X4 =Dy '+n

X =D+ Dy

1.4 Interaction of radiation with matter

It is possible to consider radiation as a beam of particles. In order to simplify the
mathematical treatment, it is necessary to introduce the hypothesis of homogeneous
beam: all the particles have the same velocity and the same energy. The radiation
beam is characterized by two quantities: the particle density and the velocity of the
particles.

n = particle density = [L°]

v = velocity = [LT™!]

Starting from the density and the velocity definitions, it is possible to estimate the
intensity of the beam as follows.

I =nv=[L"2T"1

Performing the balance of the particles that cross a generic surface 9, it is possible
to define the intensity of the beam as the number of particles that cross a generic
surface S in a time interval dt divided by the product of S and dt.

I = number of particles that cross S in  dt
- Sdt

At this point, it is necessary to consider a generic target with which the particle
beam interacts, as it is shown in Figure 9.
Considering two generic points in the target: = and x + dz, it is possible to write
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Target nuclaus with
o = effective target area (cm®)
|

|| A = total target area {em®)

-

!

‘1"""*—5 \
/Ejected particles
/‘ {pariicles/s)

X =
Bisairi of target thickness (cm)
projectile particles

of Intensity = 1
(particles's)

Figure 9: Scheme of the interaction of the radiation with the target [68]

I(x +dx) = I(z) — I(x)nyodx

Where n; is the density of the target, dx is the distance between the two generic
points and o is the microscopic cross section. ¢ has the dimension of an area and
it is related to the probability, for the radiation, to interact with the particles of
the target. The macroscopic cross section p is the product of o with the density
of the target and it is defined as the probability per unit path that the particles
of the beam interact with the target. The macroscopic cross section is also called
“attenuation coefficient”.

Rearranging the terms of the previous equation and supposing to have an infinites-

imal distance between the two generic points considered, it is possible to write

dr _

o =—I(x)n0

This is a differential equation that is possible to solve separating variables. Consid-
ering to know the initial value of the intensity of the beam and to have a constant
value of u, it is possible to obtain the following law.

I(x) =1(0)e#*

This law has a decreasing exponential behavior.
If the attenuation coefficient is not constant and it is a function of x, the equation
becomes

I(z) = I(0)efo —#@)
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2 Effects of radiation

2.1 Ionizing radiation

The radiation could be divided into three categories that are characterized by dif-
ferent levels of energy: non-ionizing, ionizing and inducing artificial radioactivity.
These three categories are listed in order of increasing energy. The non-ionizing
radiation is characterized by long wavelength and low frequency, while the ionizing
one is characterized by higher frequency and shorter wavelength.

Remembering Planck’s Law, the energy E associated to an electromagnetic wave is
proportional to its frequency v.

E = hv

h = Planck constant = 6.62607015 - 10734 - s

This means that the non-ionizing radiation has a lower energy than the ionizing one.

Ionizing radiation has the capability to create ions at the molecular level and to
damage the DNA chain of the cells. Non-ionizing radiation, as the name suggests,
is not able to do this, but it can only deposit thermal energy on the tissues causing,
for example, skin burns. There are a lot of research studies based on the possible
damages to the cells caused by the non-ionizing radiation, but, up to now, there are
not experimental evidences.

Some examples of non-ionizing radiation are

e Ultraviolet

Visible spectrum

Infrared

e Lasers

Extremely Low Frequencies (ELF)

Radio frequencies

e Microwave frequencies
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Some examples of ionizing radiation are

e Gamma rays

e X-rays

Alpha particles

Beta particles

Neutrons

In Figure 10, it is possible to see the different types of radiation relating to the
energy levels.

Energy
Non-lonizing lonizing
SAFE AND BENEFICIAL ALMOST SAFE, DANGER SAFE ANMD BENEFICIAL EXTREMELY
IN APPROPRIATE DOSAGE" LOW DANGER IN APPROPRIATE DOSAGE" HARMFUL

DT LDBIRGFT@LPoc&F Y

ELF VLF LF RADIOFREGUENCES MICROWAVES INFRA-RED VISIBLE ULTRAVIOLET X-RAY GAMMA RAYS

50 Hz 1MHz  500MHz = 1GHz 10 GHz  30GHz 600THz 3PHz 300PHz  30EHz
(IS0 e 5 o O e B O O N O Y O O O e
WAVELENGHT 6000 km 300 m 60 cm 30cm Jcm 10 mm ~ 500mm 100 nm Tnm 10 pm

FREQUENCY

Figure 10: Scheme ionizing and non-ionizing radiation[52]

If the energy of the radiation is very high, a neutron could be captured by a stable
atom. Its mass number increases by one, but the atomic number remains constant.
This process makes the nuclide unstable and it becomes a radionuclide. This process
is defined as “activation” or “radioactivation” and it is related to very high energy
radiation. This process is typical of the rich neutron environment as the nuclear
reactors. An example of activation reaction is the interaction of the Cobalt-59 with
a neutron.

ny + Co* = Co®

23



2.1 Ionizing radiation 2 EFFECTS OF RADIATION

Cobalt-60 is a radionuclide and it decays in Nichel-60 emitting a beta particle and a
photon. The half-life is equal to 5272 years. The scheme of this reaction is reported
in Figure 11.

neutran \
@ 1 s e |l-.
.
Ll

.
*u

‘.
A

B and vy

Figure 11: Scheme of the Co-60 activation|[32]

Ionizing radiation could be divided into two branches: the directly ionizing radiation
and the indirectly ionizing radiation.

The directly ionizing radiation is represented by the condition in which a beam of
fast charged particles interacts directly with the charged particles of the matter,
with Coulomb interactions.

The indirectly ionizing radiation, instead, is related to the condition in which a
beam of uncharged particles, such as photons or neutrons, deposits its energy to the
charged particles of the matter and the resulting fast charged particles then deliver
their energy to the matter as the directly ionizing radiation case.

These two types of interactions between radiation and matter are shown in Figure
12.

Ionizing radiation is divided into two categories:

Directly Ionizing Indirectly Ionizing
alpha and beta photons and neutrons
lonizing Particle photon

4 9
A Hegative /'
s n 9 PE
¢
- ...
9. L

Gamma rays and neutrens release
charged particles in matter which

£ are themselves directly ionizing.
‘g‘“ IAEA .

Figure 12: Directly ionizing radiation and Indirectly ionizing radiation[59]
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2.2 Radiation measurement quantities

There are a lot of useful quantities that are used to estimate the energy deposition
in the matter and its effects on the tissues. In the following sections, the main ones
are presented.

2.2.1 ¢, and ¢

The first two quantities, related to the energy deposition, are the transferred energy
(é4-) and the imparted energy (€). The transferred energy is defined as the energy
transferred from photons to charged particles. It is the sum of initial kinetic energies
of all the charged particles released by uncharged ionizing radiation from an amount
of material of mass m. The imparted energy is defined as the total energy deposited
by the charged particles in a volume element of mass m. These two quantities are
necessary to define two widely used quantities: the dose and the kerma.

2.2.2 Dose and Kerma

The dose is, probably, the most used quantity to estimate the magnitude of the
radiation effects in the matter. It is defined as the ratio between the imparted

energy and the mass of the target. Its dimension is [J/kg]. The unit of measure of
the dose is the Gray (Gy) or the older one, the Rad (Absorbed Radiation Dose).

D = Dose = = = [J/kg]

1 J/kg=1 Gy=100 Rad

The dose is, more precisely, called “Absorbed dose”, in order to avoid confusing it
with the effective dose and the equivalent dose.

The kerma k (Kinetic Energy Released to MAtter) is defined, by the ICRU (Inter-
national Commission on Radiation Unit and measurement), as the ratio between
the transferred energy and the mass of the target. Also in this case, the unit of
measurement is an energy divided by a mass.

L — &=
m
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2.2.3 Equivalent dose

The absorbed dose is not sufficient to describe the radiation effects on the tissues.
The first limit of the absorbed dose definition is the fact that the same value of dose
of two different types of radiation causes different effects. The absorbed dose does
not take into account the type of radiation.

The equivalent dose H is based on the absorbed dose value, but it also takes into
account, with the introduction of a weighting factor Wx, the type of radiation. This
factor is called “Radiation weighting factor”. It is a dimensionless number. The
unit of measurement of the equivalent dose is the Sievert (Sv).

H=D Wg [Sv]

The factor Wgx depends on how the energy release of the radiation is distributed along
the path in the tissues. This aspect is estimable with a very important quantity,
the LET (Linear Energy Transfer). The unit of measurement of LET is KeV/um.
Higher is the value of LET and more energy is released in a short distance, lower
is the value of LET and less energy is released distributed over a long distance.
Radiations with high values of LET, such as protons or alpha particles, are related
to high values of Wg. In this case, these types of radiation release more energy in
a short path. Radiations with low values of LET, such as X-rays or beta particles,
are related to low values of Wg. In Table 1, the values of Wg of the most common
particles are shown.

Radiation type and energy range | Wg
photons - all energies 1
electrons - all energies 1
protons - with E>2MeV )
Alpha particles 20

Table 1: Radiation Weighting factors [60]

2.2.4 Effective dose

In order to estimate the biological effects of the radiation on human tissues, the
equivalent dose is still not sufficient. The same value of equivalent dose deposited
on different organs or tissues could cause different damages. Not all organs are
equally sensitive to radiation. For example, if a radiation hits the entire body in a
homogenous way, the effects are limited with respect to the case in which the same
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radiation beam hits a single organ in a precise way. In order to take into account
both the type of radiation and the type of tissues on which the dose is delivered,
the effective dose is necessary.

The effective dose E has the same dimension of the equivalent dose. It is calculated
by multiplying the equivalent dose by a weighting factor W, called “Tissues weight-
ing factor”. It takes into account the resistance of each organ or tissue in order to
weight the effect of the radiation with respect to the biological characteristics of the
target. Also Wr is a dimensionless number.

E=H-Wp=D Wy Wy

Higher is the value of W and more sensitive is the tissue to the radiation. Lower
is the value of W and more resistant is the tissue to the radiation. In Table 2, the
values of Wr of the most commonly considered organs and tissues are shown.

Tissue or body part | W
Gonads 0.20
Bone marrow 0.12
Colon 0.12
Lung 0.12
Stomach 0.12
Bladder 0.05
Breast 0.05
Liver 0.05
Oesophagus 0.05
Thyroid 0.05
Skin 0.01
Bone surface 0.01

Table 2: Tissues Weighting factors[60]

2.3 Biological effects

As explained in the previous section, the effects of the radiation on the tissues
depends on the type of the radiation, the tissue of the target and the magnitude
of the dose. The radiation interacts with the DNA damaging it, in two different
ways: directly and indirectly. In the direct case, the radiation interacts directly
with the DNA chains causing damages and the death of the cell. In the indirect
case, the radiation interacts with water generating free radicals that damage the
DNA structure and causing the death of the cell. In Figure 13, these two different
mechanisms are shown.
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Radiation

Indirect effect Radiation

Figure 13: Direct and Indirect interaction between radiation and DNA[85]

Regarding the effects on the human body, they are mainly of two different types:
stochastic and non-stochastic. Stochastic effects are further divided in stochastic
hereditary effects and stochastic somatic effects. The stochastic hereditary effects
do not appear on the exposed individual, but on its future generations. These
types of effects are mainly light genetic and somatic effects. Some examples are one
eye a different color from the other or, more grossly, one limb shorter or missing.
These effects are caused by a lot of factors and radiation is only one of these.
The probability to present stochastic hereditary effect is directly proportional to
the absorbed dose. The stochastic somatic effects are manifested on the exposed
individual as cancer appearance induction. As for the hereditary effects, cancer
appearance is caused by a lot of different factors, radiation is only one of these
and the probability is directly proportional to the absorbed dose. The extra cancer
risk, due to radiation, is estimable with statistical methods, but it is a very difficult
estimation. Stochastic effects have no threshold dose below which effects will not
occur. This means that there is not a minimum dose under which the exposed
individual is sure to avoid stochastic effects for him or for his future generations.

The non-stochastic effects, also called “deterministic”, appear in the highly exposed
individual. These effects are known as acute effects of radiation. Some examples
of the symptoms are skin burns, hair loss, sterility, vomiting and diarrhea. For the
deterministic effects, a threshold dose value exists. These symptoms were detected,
for the first time in history, after the Hiroshima and Nagasaki bombardments. In
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Table 3, dose thresholds related to some organs are shown.

Threshold dose (Gy) | Area irradiated | Effect

> 0.15 Testes Temporaly sterility
> 0.5 Eye Cataracts

> 2 Skin Burns

> 2.5 Gonads Permanent sterility
> 20 CNS Death in hours

Table 3: Threshold dose for different organs|60]

The scheme of the effects are shown in Figure 14.

[ lonising radiation J

v

l—[ Energy absorbed J

[Ionisation and excitation]—tl Chemical changes J

Direct 1 1 Indirect

{ Biological changes }

Hereditary effects Somatic effects
(Stochastic) (Stochastic)

v

(Non-stochastic)

Somatic effects }

Figure 14: Scheme of radiation effects|74]

Considering a generic dose D, it is possible to estimate the effects on the cells
evaluating the probability of death of them.

Pdeath = f(D)

In order to have quantitative information on the function f, it is possible to obtain
a mathematical relation. As said before, the interaction of the radiation with the
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cells consists of the damage to the DNA strands. Considering the double strand
structure of the DNA, there are three possible cases.

The first case is characterized by a particle of the beam that breaks only one strand
of the DNA. In this case, the other chain works as back-up and the repair of the
DNA structure is performed.

The second case is characterized by a particle of the beam that breaks the two
strands. This event is very rare and it is also called “magic bullet”. In this condition,
the repair of the DNA is not possible.

Finally, the third case is characterized by two particles of the beam that break one
strand each. This case is represented also by the situation in which each of the two
particles breaks a strand in different moments, but the interval time between the
first and the second particle is shorter than the repair time. Also in this last case,
the repair is not possible.

In Figure 15, two of the three cases listed above are shown.

Single Strand Break

Double Strand Break

Figure 15: Interaction of the particles with the DNA[55]

At this point, considering a particle that hits a cell, it is possible to define

p1 = probability that one strand is broken

1 — py = probability to survive

Considering N particles, it is possible to define the probability of survival to N
particles as

PN = (1 —Pl)N

Considering that p; << 1, it is possible to do the following approximation.

(1—p)V e ¥
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Remembering that

It is possible to define
e PN — o= em = probability of survival for 1 strand = pi s surv.
At this point, it is possible to estimate the magic bullet case.

probability to survive to magic bullet = e~ P2 = Dmb,surv

Redefining
PL o
€ - al
P2 _ o
€

Rewriting the probability of survival equations

__ ,—a1D
pl,str,surv =e

_ ,—aD
Pmb,surv = €

It is necessary to estimate the probability to break one strand.

_ —a1D
DPistrpreak = 1—e™™

At this point, it is possible to estimate the probability to break two strands.
Dastrpreak = (1 - e_alD)Q
It is necessary to estimate the probability to not break the two strands.

pQSt'I‘,surv - 1 —_ (1 — e*alD)Q
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Considering the probability to not break the two strands and the probability to
survive to the magic bullet event, it is possible to estimate the total probability to
survive.

psurv<D> = [1 - (1 — e‘alD)2]e—aD = e_O‘De—ﬂD2

This law is defined as “Linear quadratic formula for the cell survival probability”.
As it is clear from the formula, the behavior of the survival probability, with respect
to the dose, is decreasing exponential. Starting from this solution, it is possible to
obtain the plot of the fraction of survival cells with the increase of the dose. This
plot is shown in Figure 16.

1.0

0.5

Fractional Survival

0.0+ T T .
0 2 4 6 8

Radiation dose

Figure 16: Fraction of survival cells[7]

2.4 Dose limits

In order to avoid damages or side effects related to the ionizing radiation exposure,
dose limits are imposed for the population. These limits are set to totally avoid
non-stochastic effects and to minimize the probability of the stochastic ones. It is
important to remember that a threshold does not exist for stochastic effects to the
ionizing radiation exposure. The dose limits are usually imposed by the regulating
radiation protection commission of each state and they may be slightly different from
state to state. The dose limits are often expressed in terms of effective dose, speci-
fying the value for each organ or tissue. The values have, as unit of measurement,
the Sievert.
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An example of dose limit, related to the absolute whole body limit per year for the
population, is 50 mSv. This limit is, as an example, related to the value imposed by
the Nuclear Regulatory Commission (NRC) in the USA. It is important to underline
that the radioprotection commission of each state gives a very detailed report on
the dose limits imposed, differentiating the dose limit for the different categories of
the population. The categories are set considering the fragility of the individuals
of each category. For example, particular attention is spent to under 18 years old
individuals and for women of childbearing age.

In the Table 4, it is possible to see some dose limits related to the values imposed
by the NRC in the USA. The values reported are in [mSv].

Class. workers | Unclass. workers | Public
Whole body 20 6 1
Individual organ 500 150 50
Lens of eye 150 50 15
Fetus of pregnant workers | 1 1 /

Table 4: Dose limits for workers and public[74]

Regarding Table 4, the dose limits are different for three categories: classified work-
ers, unclassified workers and members of the public. The unclassified workers are
those individuals that are not exposed to ionizing radiation during their working
day and, for this reason, they are not medically checked to verify if they are suitable
to receive a higher dose with respect to the public. The classified workers, instead,
are people that, during their working day, are exposed to a higher dose with respect
to the public. An example of classified workers is the radiotherapist. These workers
are subjected to medical checks in order to ensure that they are quite healthy to
receive that dose.

In the previous table, there are different values for the whole body, for individual
organs, for the fetus and for the lens of the eye. It is necessary to consider that
these values are related to the effective dose. For this reason, each organ is differ-
ently radiosensitive according to its structure. The two factors that determine the
radiosensitivity of an organ or a tissue are the mitotic index and the specificity of
the cells. The higher the mitotic index and the specificity of the cells, the more
radiosensitive the organ. It is interesting to underline that, in case of treatment of a
patient with radiotherapy or imaging sessions using ionizing radiation, there is not
a dose limit. This aspect is very important because, in a clinically compromised
condition, in which a lot of imaging sessions or radiotherapy are necessary, the re-
sponsibility to find the trade-off between the absorbed dose and the benefits is of
the doctor.

In order to respect limits imposed, especially for classified workers, it is necessary to
perform both integral measures of the dose and instantaneous ones. The tools used
to perform measures are called “dosimeters”. There are different types of dosimeters
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that are based on different physical phenomena. The integral dosimeters perform
the measure of the absorbed dose during a time interval of exposure, they are useful
to estimate the dose received by a worker during a work session. The instantaneous
dosimeters measure the dose in that moment and they are useful, for example, to
screen some critical areas or to find “hot-spots”.
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3 Monte Carlo methods

3.1 The Monte Carlo approach

The Monte Carlo approach is a resolutive method widely used in different fields of
application. It gives the possibility to obtain a numerical solution of very complex
multidimensional problems. This type of approach is applied, for example, in math-
ematical analysis, financial economics, particle physics, fluid dynamics, optics and
medical physics. In each of these application fields, the phenomena of interest are
completely different, but the procedure approach is the same. It is important to
underline that the Monte Carlo method is not a discretization method based on an
analytical approach. It represents a revolutionary way of thinking based on the gen-
eration of a large number of random events. The methodology is characterized by
a statistical and probabilistic way of resolution. In order to understand the Monte
Carlo procedure, it is useful to think about a physical experiment of interest. Con-
sidering wanting to investigate a physical phenomenon of which the analytic law is
unknown, the only possible way is to perform a lot of experiments. When a suf-
ficient large number of experiences is reached, it is possible to extrapolate general
informations on the phenomenon of interest. The Monte Carlo approach is based
on this type of procedure, but experiments are performed virtually on a computer.
The statistical method, based on obtaining general information starting from a large
number of collected data, is called “statistical inference”.

Monte Carlo codes are very reliable, in order to solve complex systems, but a large
number of experiments is necessary. Generally speaking, Monte Carlo codes require
a great deal of computational effort. As it is clear from Figure 17, the more the com-
plexity of the problem increases, the more competitive the Monte Carlo approach
becomes with respect to deterministic methods.

F

Model problems Real life
——

Amnalytic!
deterministic

Monte Carlo

T'ime to solution

g
—/

Complexity of problem ( geometry)

Figure 17: Time to solution trend using Monte Carlo and deterministic/analytic
approaches [97]
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The main advantage of this type of approach is to understand the behavior of com-
plex systems starting from the simulation of basic physical phenomena. The col-
lected data must be generated randomly in the domain of interest, according to the
probability distribution of the phenomenon. A very important aspect, during the
generation of random data, is represented by the requirement that the random events
must describe all the possible different samples that are related to the domain. A
distorted sampling of the domain cases compromises all the results obtained by a
model. On the computer implementation of a Monte Carlo code, it is not possible
to generate pure random numbers. For this reason, “pseudorandom algorithms” are
used in order to ensure an independent generation of data. For brevity, data created
are usually defined as “random data” although they do not derive from a purely
random generation.

A classical example that is effective to present the Monte Carlo algorithm is the
estimation of the PI Greek value. Considering a square extended from -1 to 1 in
both directions with an inscribed circle of radius one, as it is shown in Figure 18, it
is possible to create an uniform distribution of points in the square.

Figure 18: Geometry scheme of the PI Greek estimation example [63]

Defining P as the probability that the point is in the circle, it is possible to write

P — Acircle — 7Tl_g — % (1)

AsquaTe

From (1), it is possible to get the PI Greek relation

T=P-4 (2)
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Calling N;, and N, , respectively the number of points inside the circle and the
number of total points in the square, it is possible to write a relation for the esti-
mation of the probability P.

P~ X (3)

Niot

Substituting the (3) equation in the (2) one, the approximated formula for PI Greek
is obtained.

T4 (4)

Increasing the number of points generated in the square, the estimation of PI Greek
becomes more precise.

3.2 Pseudo-random generation of numbers

As anticipated in the previous section, Monte Carlo algorithms are based on the
generation of random numbers. Implementing the models on a computer, it is
impossible to obtain a purely random set of numbers. The computer, in order to
generate random numbers, needs a suitable algorithm and it starts the generation
from an initial value. This procedure is intrinsically not purely random. For this
reason, these types of algorithms are called “pseudo-random numbers generators”
or more briefly “PRNG”. A way to understand why an algorithm is not capable of
generating purely random numbers is focusing the attention on the scheme procedure
that it follows. There are a lot of types of PRNG, but they are mainly based on
a mathematical formula that links the previous number with the value of the next
one. It is clear that this procedure could start only with the imposition of an initial
value, called “seed”. The seed is usually chosen by the user, but in some cases a
default value is just implemented in the algorithm. The aspect, that the generation
of the numbers is dependent on the seed value, shows clearly that the procedure is
intrinsically not purely random. The sequence of numbers is strictly linked to the
initial guess.

In order to understand the generation method, it could be useful to consider a very
general and simple case. Considering to start from an initial state Sy (the seed), a
finite set S of states is calculated by a function f that calculates the next number
starting from the previous one.

f:85—=9
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At this point, considering a function g, an output space U is generated starting from
the finite set S.

g:S—=U

According to these steps, it is possible to write:

Sn = f(Snfl)
n=1,23..

This very simple schematic example could be useful to understand that the sequence
of numbers is related to the initial value and to the choice of the generating functions.
In order to obtain a reliable Monte Carlo simulation, the quality of the PRNG is
one of the “load-bearing” pillars. The more the succession of numbers is close to a
purely random generation, the higher the quality of the PRNG. If the generation of
pseudo-random numbers is not very similar to a purely random one, there could be
some distortions in the results of the Monte Carlo model. There are a lot of types of
PRNG, some examples are the linear congruential generator, the multiple-recursive
generator and the combining generator. In order to ensure a reliable PRNG, it is
possible to do some tests to rank the different methods. The detailed analysis of
these tests are beyond the purposes of this work, but a very qualitative approach is
available.

Considering a X,, sequence of randomly distributed variables, it is possible to esti-
mate a sequence of random values Y,,.

Yn = f(x17$27 zn)

According to the Central Limit Theorem (CLT), the distribution of Y,, must tend
to the standard normal distribution. It is clear that this step is only a qualita-
tive and raw method, but it represents a useful check. As it results in Figure 19,
the distribution of Y,, tends to the standard normal one increasing the number of
samples.
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Figure 19: Random variables distribution increasing the number of samples [82]

3.3 Some historical references

The modern version of Monte Carlo methods was born in the last years of the second
World War, in the “Manhattan project” in Los Alamos, during the development of
the nuclear bomb. The name “Monte Carlo” was used to indicate some revolutionary
mathematical methods used for the first time, in the nuclear weapon project, by
some mathematicians such as Stanislaw Ulam, John von Neumann and Nicholas
Constantine Metropolis. This approach was used for the first time to solve some
physical processes about neutron diffusion. The characteristic name was chosen by
Ulam referring to the randomness linked to the game of poker in the Monte Carlo
casino.

Enrico Fermi, another important scientist of the Manhattan project, in the 1930s,
had applied some solution methods to the problem of neutron diffusion. The type
of approach he had used was very similar to the one later defined by Ulam as the
"Monte Carlo method”.

It is possible to conclude that, in the 20th century, the Monte Carlo algorithm was
born thanks to the necessity to solve particle transport in the matter.

Before the Fermi application, Comte de Buffon, in 1777, used a method that was very
similar to a pseudo-Monte Carlo algorithm. He wanted to estimate the probability
that a needle thrown on a sheet, marked by four equidistant lines, would fall on the
sheet crossing one of the four lines. In order to get this result, he tossed, as it is
shown in Figure 20, a large number of needles to obtain a mean value of probability.
One hundred years later, Pierre Simon Laplace, in 1886, demonstrated that the
experiment performed by Buffon was suitable to estimate the PI Greek value.
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Figure 20: Scheme of the Buffon experiment [63]

3.4 Medical physics applications

The Monte Carlo method, as mentioned above, is used in many different fields.
The first practical applications were used in the problems of interaction of particles
with matter. Increasing the number of experiments of the free flight of a particle,
it is possible to describe the behavior of a particle beam. This aspect confirms
that Monte Carlo algorithms are very suitable in medical physics applications, in
particular for radiotherapy and radiation dosimetry. Treating the radiation as a
beam of particles, it is possible to evaluate the interaction with the matter of a lot
of types of particles such as photons, electrons, positrons, neutrons, protons and
heavy ions. These classes of particles are widely used in radiotherapy applications.
The main purposes of the Monte Carlo simulations are to plan a correct treatment
strategy for a therapy session and to estimate the dose received by the patient.
This type of approach is essential to perform more accurate radiotherapy. The
Monte Carlo method, generally speaking, is applicable both to internal and external
radiotherapy.

One of the first fields of application of this kind of method was the study of the
photon beam generated by a Linear Accelerator used for external radiotherapy. The
important purposes were to evaluate the dose absorbed by the patient and to predict
the quality of the beam produced.

A very simple example is the interaction of a photon with the matter. The following
equation is the attenuation law of a generic particle.

p(s)ds = p(E)e ME)sds

It is crucial to remember that p(s) is the probability that the photon interacts
with the matter after a path s and u(FE) is the linear attenuation coefficient. The
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coefficient depends on the structure of the medium and on the energy of the incident
photon. This law links the physics of the phenomenon to the probability information,
that is crucial in the Monte Carlo model to generate random events.

In external radiotherapy, the Monte Carlo model is used to simulate the photons
or electrons beam generated by clinicals Linear Accelerators. For the calculation of
the patient dose, the physics of the process is based on the particle transport and
on the energy deposition in a heterogeneous medium, the patient body. The body
is defined as a radiation detector, in order to estimate the damages to the tissues.
In internal radiotherapy, the Monte Carlo approach is applied in Brachytherapy, for
example, to evaluate the dose distribution around the sealed source and to set an
appropriate treatment planning. An important field of application of Monte Carlo
packages, as Geant4 developed by CERN, is the radionuclide therapy that is better
described in the following section. The dose prediction and the simulation of the
current radiotherapy phenomena, with the Monte Carlo approach, is so effective
that also the advanced studies on the future radiotherapy systems are simulated
using this kind of methods.

3.5 External Radiotherapy applications

The most common type of radiotherapy performed is currently the external radio-
therapy. It consists of a radioactive source that is located outside of the patient.
The radiation beam hits the patient, depositing energy on its tissues. The purpose
of this type of therapy is to deposit energy on the malignant cells in order to kill
them. A more detailed description of the characteristics of the external radiotherapy
and the differences between the different types of treatment are shown, in this work,
in the following sections.

Generally speaking, there is always a part of healthy cells that will be hitted by
the particle beam, but the main purpose of the therapy planning is to minimize the
amount of energy deposited on the healthy cells. The goal of the radiotherapy doctor
is to reach, in a proper way, the cancer mass, reducing as much as possible the dose
received by the healthy tissues. The particles mainly used in external radiotherapy
are three: photons, electrons and hadrons.

The first type of external treatment that was performed was based on a photon beam
produced by LINAC (LINear ACcelerator). The traditional external radiotherapy
is divided in two subcategories: the high energy photons beam therapy, that uses
photons with energies of 4-25 Mev, and the low energy photons beam one. The most
diffused type is the high energy one.

The traditional treatment presents some drawbacks that will be presented in the
next sections, for this reason, a very innovative radiotherapy strategy is actually per-
formed, the Proton therapy, or more generally Hadron therapy. It is characterized
by a beam composed of positive ions or protons and it presents some revolutionary
advantages.
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Considering an historical reference, the first simplified models of photons beam for
LINACs was developed from the 1970s to 1990s.

The most powerful tool to analyze radiotherapy planning is the Monte Carlo simu-
lations because they are very reliable to model particle transport problems.

The radioactive source, used in external radiotherapy, is a beam of particles and,
for this reason, it is necessary to model a particle transport case. The resolutive
approach is based on the tracking of the particle transport estimating the energy
deposition of each particle. The geometry case is composed by a fixed radioactive
source and a hitten detector, the patient body. In the Monte Carlo model, it is
necessary to set a virtual radiation source in order to estimate the virtual detector
response. It is clear that, generally speaking, in the radiotherapy simulations, the
construction of the virtual patient body detector is a challenging step.

In Figure 21, it is possible to see the results of a Monte Carlo simulation of a proton
therapy treatment.

Figure 21: Graphic result of M.C. simulation of a proton therapy treatment[33]

3.6 Internal Radiotherapy applications

In some cases of cancer treatment, external irradiation is not sufficient. In these
cases, a possible strategy is to intake a radionuclide in a radiopharmaceutical, in
order to hit the tumor cells with an internal source. In this condition, the deposition
of energy, due to the radiation effect, is done near the malignant cells exploiting the
concentration of the radionuclide in the area of interest. The radionuclide could be
intaken orally or intravenously and they are usually alfa or beta emitters.

An example of internal radiotherapy is the treatment of thyroid cancer. The therapy
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is performed intaking iodine. The Iodine-131 is naturally concentrated in the thyroid
cells by the biological processes.

There are some important aspects to consider during the planning of an internal
radiotherapy. The first aspect to consider is that, during this type of therapy, the
radioactive source, once intaken, continues to emit following its decay law. Unlike an
external treatment, it is not possible to interrupt the energy deposition by removing
the patient from the particle beam path or by switching off the radioactive source.
The radiopharmaceutical emits particles, according to its decay, for the whole period
from the intake to the complete depletion. The decay law, in this case, is related to
two different phenomena: the radioactive decay of the radionuclide and the decay
related to the biological removal of the human body. For these applications, an
effective decay constant is calculated, in order to consider both phenomena. Another
complication is linked to the fact that each patient absorbs the radiopharmaceutical
in a different way and at different times. For this reason, a lot of simulations
are necessary to understand the real distribution of the radiopharmaceutical in the
body. The last aspect to underline is the fact that the radiopharmaceutical must be
concentrated in the right place and in the right moment in order to deposit a big
quantity of energy on the malignant cells, trying to reduce the component released
to the healthy cells. In order to respect this requirement, it is necessary to choose the
radionuclide with a proper decay constant, the right quantity and the right intake
position. As said before, a lot of predictive simulations are necessary to understand
in a proper way the distribution of the radionuclide in the human body during the
treatment. For this purpose, Monte Carlo simulations are useful and reliable.

The problem is complex, because it is necessary to link the radiation emission of
the radionuclide with the absorption and the diffusion of the drug in the body. The
solution of this complex condition will help doctors to carry out the best possible
therapy, optimizing the use of the radiopharmaceutical on malignant cells. In this
way, it could also be possible to control the eventual deposition of energy in areas
where it is not required.

3.7 GPU-based Monte Carlo simulations

3.7.1 Introduction

The Monte Carlo simulations are a very suitable tool to obtain a precise solution
of complex particle transport problems. This aspect makes this method suitable for
radiotherapy simulations. For example, the Monte Carlo model is considered as the
most accurate method for dosimetric dose calculations, but it is very suitable also
in Proton therapy and radiopharmaceutical therapy simulations. This approach is
based, as previously explained, on a stochastic process that requires a big number of
particle experiments and a heavy computational effort. In the standard Monte Carlo
models, the simulation is implemented on CPU (Central Processing Unit), but in
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this case, the computation time is usually long and it is not compatible with routine
clinical applications. This aspect limits the Monte Carlo use in the radiotherapy
field.

In order to obtain an efficient and fast simulation, it is necessary to perform parallel
processing techniques optimizing the computation time. In the last few years, the
main strategies adopted are the implementation on CPU clusters, cloud computing
and GPU (Graphical Processing Unit). The parallelization strategies are crucial to
perform more than one particle fly simultaneously and to increase the speed of the
Monte Carlo simulation. A very interesting and cheap possibility is to implement
the simulation model on the GPU, taking advantage of the large number of cores of
which it is composed.

3.7.2 CPU and GPU

CPU and GPU are two fundamental parts of a computer, they have a similar physical
construction, but they perform different works. Both are silicon-based microproces-
sors and both handle data, but they are constructed for different purposes. The
CPU is often considered as the brain of the computer and its work is related to
the computer operation and to the processes needed for the operating system. It is
composed of a small number of cores that often are concentrated on a single activity,
in order to maximize the execution velocity. It has a broad spectrum of work on
very varied activities. These features make the CPU fast and versatile and suitable
for serial processing.

The GPU is composed of many more cores than the CPU. It is structured in hun-
dreds of small cores and they are designed for very specialized activity. Its structure
is suitable for dividing the workload between the different cores. The graphical pro-
cessing unit was originally developed for 3D rendering tasks and for implementing
graphical user interfaces, but in recent years the latest models are very flexible.
The GPU remains a fundamental element for advanced graphic applications, but it
could be used in a lot of different fields as parallel processors. Being very suitable
for parallel computing, it represents a cost-effective alternative to CPU clusters.

It is crucial to evaluate if the algorithm, that it is necessary to implement on the
GPU, is suitable for that. Not all algorithm types can be implemented on a GPU.
GPU manufacturers, such as Nvidia for example, are trying to stimulate this widespread
use of their products, by developing some toolkits that make it possible to write C
and C++ code in a way that is directly implementable on a Graphics Processing
Unit. The toolkit developed, for example, by Nvidia is CUDA (Compute Unified
Device Architecture). A very effective definition was provided by Nvidia in a re-
sponse letter to an Intel lawsuit: “The CPU is the brain of the computer, the GPU
its soul”.
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3.7.3 Applications

In the first decade of the 2000s, the idea of implementing a particle transport Monte
Carlo code on a GPU was born to try to reduce the computation time of the stan-
dard simulations by exploiting GPU parallel processing capability.

The first idea was to develop some simplified models with the same base code of a
standard CPU-based Monte Carlo model. The main advantage of the GPU imple-
mentation is that, exploiting the parallel processing and the multi-core architecture,
it is possible to generate a lot of particles simultaneously on the different cores,
increasing the speed of the Monte Carlo simulations.

In 2008, the article “Parallel computing with graphics processing units for high-speed
Monte Carlo simulation of photon migration”, written by Erik Alerstam, Tomas
Svensson and Stefan Andersson-Engels, presented a very simple case study. It was
a simple ray-tracing model for photons migration with a very simple detector geom-
etry: a semi-infinite slab geometry, homogeneously scattering, and non-absorbing
media. The comparison of the results is performed between three Monte Carlo sim-
ulations: the WMC simulation (using a double precision) used as reference, the
CPU simulation and the GPU simulation. In order to compare the CPU and the
GPU results, both the simulations are performed using single precision. In this way,
the simulations performed with CPU and GPU are statistically equivalent and the
comparison of the computation times is consistent. As it results clear from Figure
23, the results of the three simulations are very similar, so the quality of the results
of the different simulations could be considered comparable.
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Figure 23: Intensity of the photon beam respect the photon time of flight, compar-
ison between the three simulations|[24]

Considering the CPU and the GPU simulations, the computation time related to
the GPU one results 1080 times shorter than the CPU one. This very interesting
analysis confirms that, if the Monte Carlo model is suitable, the implementation on
the Graphic Processing Unit is a very good and cheaper choice to reduce computa-
tion time of a particles transport simulations.

In this type of GPU-based simulations, the particle generation is so fast that the
standard pseudo-random numbers generator could show some problems. If the RNG
is seeded with a timestamp, during the parallel generation of particles, the simulta-
neously generated events could have exactly the same characteristics. This aspect
is a big problem for a Monte Carlo simulation because the samples generated are
not uniform over the domain of interest. The main problem is that the number
of parallel processes is large and, consequently, the number of random numbers re-
quested is too large, considering the short period of the RNG. In order to solve this
problem, it is possible to use random number generators with an extremely large
period, that are memory-hungry, or to adopt alternative and innovative strategies
for RNG suitable for GPU-based simulations, as the MWC (multiply-with-carry)
RNG used in the previous example.

Another very recent example of GPU-based Monte Carlo simulation is a GPU-
accelerated simulation of a CBCT (Cone-Beam Computed Tomography) performed
by researchers of University of Massachusetts Lowell with some international col-
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laborations [73]. This work is an example in which Monte Carlo simulation is used
to create an X-rays image, called “Computed Tomography”. The structure of the
case study is an X-rays source that, with a photon beam, hits the virtual phantom
(patient body). After the interaction of the particles with the phantom, the residual
photons are used to create the image. The photons released from the source are
called “primary photons” and the photons detected after the interaction are called
“secondary photons”. The comparison between the CPU-based simulation and the
GPU-based one, in this case, is performed using an hybrid strategy. The computa-
tion time comparison is done between a pure CPU implemented simulation and an
hybrid approach in which the generation of photons is implemented on the CPU and
the interactions of the particles with the phantom is performed on the GPU. The
GPU part is composed by a Geant4-based code implemented on an Nvidia Tesla
V100 GPU card.

The hybrid simulation framework is structured as follows. The primary photons
are generated by the CPU and emitted towards the phantom. Once reached the
phantom surface, the photons are saved in a user-defined batch until it is full. The
photon batch is saved in the GPU memory. At this point, the GPU is composed of
four kernels: the first treats the photon angle, the second manages the transport of
the photons through the phantom and the third and the fourth generate the pro-
jection image from the photons. The projection is saved in the CPU that after this
sequence could start with a new photon batch. The scheme of this procedure is
shown in Figure 24.
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Figure 24: Workflow of the GPU implementation of MV-CBCT simulation|73]

The comparison between the images generated by the CPU-based simulation and
by the hybrid simulation are in agreement. The image quality is not compromised,

47



3.8 Benchmarking and Validation 3 MONTE CARLO METHODS

but the most important aspect is that the use of the four kernels of the GPU causes
an acceleration factor of the simulation of values between 900 and 2300.

Another example recently developed is GGEMS (Gpu GEant4-based Monte carlo
Simulations). It is born from a French collaboration between CHRU-Brest and the
INSERM. It is a Monte Carlo simulation platform based on the well validated Geant4
physics model. GGEMS is written in C++ and it is able to be implemented both
on the CPU architecture and the GPU one thanks to the use of the OpenCL library.
The aim of the developers is to provide a faster alternative to the traditional Geant4
simulations. This tool could be reliable in different radiotherapy applications such
as external radiation, brachytherapy, CT (computed tomography) imaging, PET
(positron emission tomography) and SPECT (Single Photon Emission Computerized
Tomography).

3.8 Benchmarking and Validation

As previously described, a Monte Carlo simulation is the most accurate method to
perform the prediction of the dose distribution in a patient geometry case. The
large computational effort requested by a Monte Carlo algorithm justifies the devel-
opment of optimization-based algorithms or simplified Monte Carlo codes.

The simulations based on the Monte Carlo approach are characterized by the ex-
trapolation of information from a large number of experiments performed, virtually,
according to the probability of the physical phenomena that it is necessary to sim-
ulate. If the code is developed in a proper way, the results are predictive of the real
behavior because they are obtained starting from the real probability of the phe-
nomenon. Generally speaking, in order to be sure to obtain a very precise prediction,
the benchmarking and validation of the Monte Carlo model are necessary. The re-
sults of the simulation must be compared to the data obtained by a pre-validated
model that simulates the same physical phenomenon.

The benchmarking procedure, in this type of application, is defined as the compari-
son of the dose distribution calculated by a Monte Carlo code with the corresponding
values estimated by pre-validated codes or obtained experimentally. The two sources
that are used to perform benchmarking are data measured during an experimental
trial or the results of a simulation which has already been validated.

In case of simulations that estimate the dose distribution in a given domain, the
comparison is usually performed using the relative values of the dose. The results
are normalized to a reference dose level in order to get a more effective analysis. The
dose values, in the profile plots, are usually normalized to either the maximum value
at peak or to the plateau value at low depth. For example, the results, in the case
presented below, are normalized to the maximum value obtained. The case studies
used during the benchmarking could be created artificially, as a virtual target, or
could derive from real patient cases.

In Figure 25, it is possible to see the results of a validation study [18] performed by a
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group of Australian researchers. The validation approach is based on the comparison
of the results of a Monte Carlo code developed with the toolkit Geant4 and a pre-
validated code. The case study is the particle transport in the Microbeam Radiation
Therapy (MRT). The MRT is a therapy strategy to treat tumors that is based on
the use of a high-intensity beam produced in a synchrotron facility.
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Figure 25: Benchmarking study of a Monte Carlo simulation for dose distribution
in MRTY18]

In this case, the fitting of the results of the two models is very evident. On the
x-axis the penetration depth of the beam in the tissues is reported and on the y-axis
there is the dose normalized to a fixed value taken as a reference.
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4 Geant4

4.1 General characteristics

The Monte Carlo algorithms could be used in several ways. In order to obtain a
user-friendly result, they are usually implemented in commercial softwares with an
intuitive interface. This form is suitable for the final user that gives in input the
problem characteristics and that obtains the results, without being interested in the
structure of the code. For developer users, there are toolkits that can be written in
different types of code such as Fortran, C++, Java etc.

As previously anticipated, the Monte Carlo applications used in this work are de-
veloped with Geant4.

Geant4 is a free toolkit package developed by CERN with a lot of international col-
laborators and it is developed in order to solve problems related to the interaction of
the particles with matter. It is written in C++ and it is based on the object-oriented
approach. This kind of approach is very flexible and suitable for the definition of
very complex problems. Geant4 is composed of structured classes, in order to define
all the characteristics of the problem that the user wants to solve.

Geant4 gives the possibility to visualize the problem geometry and the particle beam
shape. This tool is very useful for obtaining a qualitative and visually striking result.
In Figure 26, an example of the graphical result of a very basic problem is shown.
The package is open source and it is based on the collaboration of the users. Each
of them could report any bugs or defects and the report is shared with the entire
community of users. The user support is composed by an internet based forum and
a FAQs section on the Geant4 website.

From the 2021, CERN has published five documents that are useful to support the
user from the first steps in the basic examples to the most advanced applications.
Currently, the toolkit is available for UNIX, LINUX, Mac OS X and Windows sys-
tems.

The history of Geant starts in 1993 with the birth of Geant3. This first release
was the result of the collaboration of CERN with the Japanese KEK (High Energy
Accelerator Research Organization) and it was structured with the programming
language Fortran. Geant3 was the milestone of this project and it began to be used
for modeling particle beams produced by accelerators. Comparing the experimental
data measured in the accelerators with the Geant3 results, it was possible to improve
the performance of the code in order to perform a validation of the simulation results.
In the late 90s, especially after 1998, thanks to a large international collaboration,
Geant4 was born. It was developed with a different programming language, C++.
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Figure 26: Graphic result of a simple simulation on Geant4 [38]

4.2 Model definition

The purpose of this section is not to explain the detailed procedure for defining a
particle transport problem on Geant4, but it may be useful to highlight the main
problem characteristics to be defined.

The physical definition of a Geant4 model is mainly based on three steps: the detec-
tor geometry definition, the particle definition and the physic process specification.
It could be useful to imagine a generic model as composed by two macroscopic ele-
ments: the particle beam and the detector. Following this approach, it is necessary
to set the characteristics of the two elements and the physical process that describes
the behavior of the particles interaction. In order to define the physical character-
istics of each element, suitable classes are implemented.

Starting from the definition of the detector geometry, the main characteristics to set
are:

e Shape

Material

e Name

Position

Orientation
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The material could be chosen from a database or defined following three possible
methods: the molecule definition, a mixture material defined according to fractional
masses and a simple material composed by only one element.

Considering the particle definition, there are two possibilities: the first is to choose
a pre-defined particle from a database and the second is to introduce a new particle
defining the physical properties. The main characteristics to set in order to define
a new particle are:

e Atomic mass

e Atomic number

e Excitation energy

The last aspect to set is the physic process. It is possible to choose from a database
with a lot of different interaction processes. Some examples of physical processes
are:

Electromagnetic

Hadronic

Transportation

e Decay

Optical

Obviously, in order to be able to construct a whole Geant4 model, a thorough study
of each class is necessary.
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5 Particles therapy

5.1 Introduction to external radiotherapy

The external radiotherapy is a form of therapy treating cancers using a beam to
deposit energy on the malignant cells. As previously said, the conventional external
radiotherapy is based on the use of photons or electrons beam, produced by LINACs.
The conventional radiotherapy is widely used and it represents a consolidated tech-
nology. The photons beam, thanks to its high penetrating capability, is used to
treat deep-seated tumors in the patient body. The electrons beam are adopted in
case of surficial cancers.

The facility used in the conventional radiotherapy is a linear particle accelerator that
is capable of producing photons and electrons beams with energy that are included
between 2 and 25 MeV.

A LINAC is a structure that is composed of a series of couples of electrodes. Elec-
trons are generated by an electron gun thanks to the thermionic effect. Once an
electron is produced, it is accelerated by the electrical field of each couple of elec-
trodes. The energy reached by the electron is proportional to the value of voltage
tension between the two electrodes. Considering that the maximum values of volt-
age difference that are possible to produce are of the order of 100 KeV, in order to
reach energy levels of the order of tens of MeV, a series of electrodes is necessary.
Electrodes are supplied by an oscillating electric source, an AC generator. This
aspect is necessary in order to invert the polarity at each step of acceleration.

In Figure 27 , the LINAC structure based on the series of accelerating electrodes is
shown.
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Figure 27:  Scheme of LINAC accelerating stages [56]

Once the electrons have reached a sufficiently high level of energy, they are directed
on a metallic target that emits X-rays. If the purpose is to perform the treatment
with the electrons beam, the last step is jumped. The photon beam, at this point,
is collimated and homogenized in order to hit the patient in a precise way.

In Figure 28, it is possible to see the photon beam generation phase and the colli-
mation of the beam directed to the patient.
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Figure 28: Graphic LINAC representation [77]

Particles therapy is an alternative approach to external radiotherapy, it is considered
as an advanced alternative to the conventional one performed using photons and
electrons. Particles therapy, as the same as the X-rays one, is based on the deposition
of energy on the malignant cells of the tumor, but, in this case, the cancer mass is
hitten with a beam of particles such as neutrons, protons and, generally speaking,
heavy ions.

The most promising and advanced therapy is that performed with protons and
heavy ions, it is called Hadron Therapy. This approach presents a very important
advantage regarding conventional radiotherapy. In order to treat a deep-seated
tumor in the body of a patient, the photons beam releases its energy during all the
transport path and the main part of energy is deposited in the first part of the region
of interaction with the tissues. This aspect is one of the main drawbacks related to
the photons radiotherapy, a relevant part of the dose is released before reaching the
tumor cells risking to damage healthy cells. This problem is often reduced by moving
the photons source around the patient, in order to minimize the dose deposited on
the healthy cells. This problem is almost negligible in case of superficial tumors,
but it is a non-negligible limitation for the treatment of internal tumors.

Considering the plot in Figure 29, it is possible to notice that, in case of Hadron
Therapy treatment, the main part of the dose is released at the end of the path.
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Figure 29: Dose distribution along the depth in patient tissues, comparison between
Ion beam and X-rays [62]

This aspect is the most important revolutionary advantage of the Hadron therapy.
In this way, regulating the emission energy of the ions, it is possible to set the peak
of the dose released, precisely, in the tumor location. This procedure drastically
reduces the energy deposited in the healthy tissues.

In the plot of Figure 29, that represents the behavior of the energy deposition with
respect to the depth in the body of the patient, the peak of the ion beam is called
“Bragg peak”. This type of treatment is really precise and it is possible to control
the penetration depth in order to treat also more extensive tumors. In order to
produce the ion beam, it is impossible to accelerate the hadrons with a LINAC
because they are too heavy. The facilities used in the Hadron Therapy field are
circular accelerators and synchrotrons.

A more detailed description of the hadron therapy facilities is present in the following
sections of this work.

The first idea to use particles to treat some deep-sealed cancers was initially pro-
posed in the 1940s, after the Second World War. The first facility that was able to
perform an ion beam treatment was developed by the Lawrence Berkeley Labora-
tory, Uppsala University and Harvard Cyclotron in the 1950s. The first exemplares
of facilities were able only to produce ion beams with low-energy particles. For
this reason, they were capable only to penetrate a few millimeters in the tissues
and they could treat some ocular cancers. For example, prostate cancer requests a
proton beam around 160 MeV, this means that these primordial facilities are not
sufficient to treat this type of cancer.

In the 1980s/1990s and in the first decade of the 2000s, the number of Hadron Ther-
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apy centers has increased and the accelerators facilities were improved. In 2014, only
in the USA, the Proton Therapy centers were 14 and 39 in the rest of the world.
In Figure 30, it is possible to appreciate the trend of the number of particle therapy
facilities in the world.

Particle therapy facilities in clinical operation
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Figure 30: Particle therapy facilities in clinical operation[29]

Actually, the ion beam reaches the same penetration depth of the conventional
radiotherapy. Proton Therapy, that is actually the most developed strategy, is
suitable to treat a lot of cancer forms as:

e Radio-resistant tumours

e Limbs and Spinal cancers

e Paediatric solid tumours

e Pelvic tumours

e Chest tumours

e Tumours of the brain

e Head and neck cancers
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5.2 Hadrontherapy

Hadrontherapy is currently the most promising form of external radiotherapy for
the treatment of particularly resistant tumors. It is widely used, for example, to
treat tumors that are resistant to X-rays treatment.

As previously explained, the most important improvement with respect to conven-
tional external radiotherapy is the behavior of the deposited energy along the path
of the particles in the tissues. The photons release its energy along the entire path,
from the skin surface to the cancer mass, causing damage to the healthy cells. The
hadrons release the maximum part of their energy at the end of the path, permitting
a very precise treatment and the minimization of the damages to the healthy tissues.
Considering the plot of the dose deposited with respect to the penetration depth for
the hadrons, at a precise value of depth in the tissue, there is a peak of deposited
dose that is called “Bragg peak”. One of the most important purposes of the plan-
ning of the therapy is to set the Bragg peak position in correspondence with the
position of the cancer mass.

If the cancer is extended, there is the necessity to move the position of the peak
in order to deposit energy on the whole cancer mass. This procedure is defined as
Spread-Out Bragg Peak (SOBP). In order to do this, there are two possibilities. The
first option consists of regulating the energy level of the emitted particles in order
to set the peak position in the right place. This approach is technically difficult
because it requests the modification of the acceleration phase during the particle
beam generation. The second strategy is based on the insertion of a wedge, that
presents a composition similar to the body of the patient, between the source and
the patient. In this way, it is possible to control the penetration depth of the beam
and the Bragg peak position moving the wedge. This tool is usually made of water.
In Figure 31, it is possible to see on the plot of the dose the movement of the Bragg
peak to cover the wall cancer mass.

An important step to perform, before the particle treatment, is the localization of
the tumor. In order to individuate the real position and dimension of the cancer,
it is possible to subject the patient to different imaging strategies: MRI (Magnetic
Resonance Imaging), CT (Computed Tomography) and PET (Positron Emission
Tomography).

Generally speaking, the hadrons are composite subatomic particles and they are
divided into two main categories: baryons and mesons. Hadrons are composed of
two or more quarks held by the strong interaction. The baryons are composed of
an odd number of quarks and mesons are composed of an even number of quarks.
The baryons are characterized by a spin with a module of &, while mesons are
characterized by integer values of spin. Two examples of hadrons, that are well
known, are protons and neutrons. In Figure 32, it is possible to see a schematic
representation of the mesons and baryons structure.
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Figure 32: Mesons and Baryons graphical representation[90]
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5.3 Particle accelerators

In order to reach the tumor cells with the protons beam, it is necessary to accelerate
the particles. Higher is the depth of the cancer and higher is the energy of the
particles that is necessary to set the Bragg peak in the right position.

The range of energies used in Proton therapy facilities is 70-250 MeV. For these
high levels of energy, the LINACs are not sufficient because, in order to reach these
values of energy, there would be a need for linear structures with lengths equal to
several miles. Until now, the facilities, that are necessary to treat patients with the
Proton therapy, are very expensive and this is the main aspect that slows down the
diffusion of this type of therapy.

The two types of facility, that are used to perform Hadron Therapy, are the cy-
clotrons and the synchrotrons. The cyclotrons are used to accelerate only protons,
while the synchrotrons are suitable to accelerate both protons and heavy ions, car-
bon ions for example. The trajectory shape of the particles is related to the principle
of operation of the facilities: the particles in the cyclotron have a spiral trajectory
while, in the synchrotron, the trajectory is circular.

The cyclotron was invented by Ernest Lawrence in 1932. The idea was to compact
the accelerator structure giving the possibility to reach higher values of energy. The
cyclotron, as it is shown in the Figure 33, is composed of two semi-circular D-shape
electrodes and two magnetic coils.

Cyclotrons

Spiral
beam pqlh
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2 G\ cavities
Target

Oscillator @ Exit beam

Figure 33: Scheme of a cyclotron facility[54]

The two D-shape electrodes generate an oscillating electric field between them and
the two magnetic coils impose a magnetic field that is perpendicular to the plane of
the electrodes. Considering to generate the particle to be accelerated in the center of
the cyclotron, it is subjected to the two fields: the magnetic field and the oscillating

29



5.3 Particle accelerators 5 PARTICLES THERAPY

electric one.

The magnetic field is different to zero in the entire plane of the electrodes, the
oscillating electric field is equal to zero in the electrodes and different to zero in the
gap between them. The particle, as in the LINAC case, is accelerated between the
two electrodes thanks to the differential potential generated between the two plates.
An electromagnetic field generates, on a moving particle, a Lorentz force equal to

F=qE+vAB)

In the electrodes, the electric field is equal to zero, so the force is only generated by
the magnetic field. The Lorentz force imposes a circular path to the particle. When
the particle reaches the gap between the electrodes, it is accelerated, so its velocity
increases.

Considering a generic circular motion, the radius of curvature is directly proportional
to the velocity of the body. This means that, at each passage of the particle in the
gap, the radius of the circular motion increases.

Considering the circular path imposed by the magnetic field and the increasing of
the radius due to the acceleration in the gap, the resulting trajectory of the particle

is a spiral path, as it is clearly represented in Figure 34.
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Figure 34: Trajectory of the particle in the cyclotron[45]

The target is positioned at the end of the spiral on the external side. In the cyclotron
operation, the frequency of the electric field and the frequency of the particle rotation
must be equal.

Considering the Lorentz force equation and the centripetal force on the particle
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m is the mass of the particle, v is its velocity, 7 is the radius of the circular motion,
B is the magnitude of the magnetic field and ¢ is the charge of the particle.

Dividing both sides by velocity and mass

3|
|
3|z
I
&

w is the angular velocity of the circular motion. It is necessary to remember that
the frequency of the circular motion is equal to

f=2

It is possible to conclude that
f= _Bq
2mm

From this last equation, it is possible to conclude that the frequency of rotation is
not dependent on the radius of the circular motion, so the frequency of the electric
field could be constant. This approach is valid for non-relativistic particles. If the
velocity of the particle is near the speed of the light, this treatment is not valid and
an alternative theory, with some corrections, is necessary. In the case of relativistic
particles, the frequency of the motion is not constant and it is necessary to change
the frequency of the oscillating electric field.

There are two possible strategies to maintain the cyclotron frequency equal to the
frequency of the circular motion: changing the frequency of the electric field, fol-
lowing the particle gyro-frequency, or varying the magnetic field. The facilities that
respect the frequency equality, varying the electric field frequency, are called syn-
chrocyclotrons. Those that vary the magnetic field are called isochronous cyclotron.
The synchrotron was invented by Edwin McMillan in 1945. It is structured in a
cyclic structure composed by accelerating sections and deflecting sections. As in the
cyclotron facility, the magnetic field is used in order to curve the trajectory of the
particle and the electric field is used to accelerate it. The action of the two fields
is synchronized in order to obtain a steady operation that is capable of accelerating
particles at high levels of energy. It is possible to see the structure of a synchrotron
in Figure 35.

61



5.3 Particle accelerators 5 PARTICLES THERAPY

Cavité d’accélération HF

Bobinages

Tube a vide

Synchrotron a protons

Section droite

Injecteur Electroaimant

Cavité d’accélération HF

Figure 35: Schematic structure of a synchrotron|37]

The main principle, on which the synchrotron operation is based, is the phase sta-
bility: the synchronism between the electric field and the frequency of revolution
of the particles is conserved. The circular structure of the synchrotron imposes a
constant value of the radius. The frequency of the circular motion is equal to

v
W, = —
¢ r

Considering that the radius is constant and the velocity increases during the accel-
eration phase, the frequency of the synchrotron oscillation must increase. In order
to follow the increase of the frequency of rotation, the magnetic field increases.
The synchrotron facility is composed of different parts that connect the particles
generation to the patient. The first part is an ion source in which the particles are
generated before the acceleration. Then the particles pass through two stages of
linear accelerators that pre-accelerate the particles before the injection in the syn-
chrotron structure. This step is necessary because the synchrotron is not able to
manage zero-kinetic energy particles. After the pre-accelerating phase, the particles
are injected in the circular structure of the synchrotron reaching, through the ac-
celerating and deflections sections, the energy level requested. In the next step, the
particles are injected in the treatment room beam lines that connect the output port
of the synchrotron with the treatment room. At the end of the chain, the treatment
room is the place in which the patient receives the dose of the particles. In Figure
36, it is possible to follow the whole path of the particles, from the source to the
patient body.
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Figure 36: Path of the particles in the synchrotron facility[79]

Another type of accelerator used in Hadrontherapy, but that it is still not widespread,
is the Cyclinac. It is a hybrid structure between a LINAC and a Cyclotron. The
relativistic acceleration is performed in a LINAC structure after a non-relativistic
acceleration section performed with a cyclotron. The main advantage of this solution
is the lower cost and the low power consumption. Figure 37 shows the simplified
representation of the structure of the Cyclinac.

cyclotron + linac

Figure 37: Structure of the Cyclinac[87]
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5.4 Treatment planning

5.4.1 Introduction to RTP

The RTP (Radiotherapy Treatment Planning) is a very important phase of the
external radiotherapy treatment of a patient. It represents the step in which the
radiotherapist plans the characteristics of the external beam to set during the whole
serie of therapy sessions. It is important to underline that RTP is a customized
process performed for each patient. The main purpose of the RTP is to understand
how to set the particle accelerators in order to obtain the prescribed dose distribution
in the tissues of the patient. RTP is fundamental in order to design the field of the
external treatment delivering high dose to the malignant cells and reducing as much
as possible the dose to the healthy cells. This approach allows to reduce the side-
effects of the Radiation Therapy and to increase the effectiveness of the treatment.
The input data of the RTP is represented by an imaging of the tumor position. The
main types of imaging strategies used are the Computed Tomography (CT), the
Magnetic Resonance Imaging (MRI) and Positron Emission Tomography (PET).
The CT is usually used as primary imaging in order to localize the tumor mass and
the MRI is used as secondary imaging to highlight the soft tissues. The use of PET,
up to now, is still not widespread. The first RTPs were performed manually on 2D
x-rays images. In the 1970s, the first computerized RTP was performed. Currently,
the RTP provides a 3D dose distribution and the tumor is characterized as a target
volume.

The workflow, on which the treatment planning is based, starts from the positioning
and immobilization of the patient and then with acquisition of the image of the
tumor, a CT image for example. At this point, the contouring of the tumor mass
is performed defining some characteristic volumes. After the contouring, the beam
setting and the dose prescription are defined and the simulation of the treatment
starts after the whole evaluation of the plan. After the end of the simulation, a
phase of verification and validation is necessary in order to check the goodness of
the results before performing the real Radiotherapy Treatment. In Figure 38, it is
possible to see the whole scheme of a course of Radiotherapy. The parts related to
the RTP are highlighted in red.
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Figure 38: Scheme of the course of Radiotherapy[61]

5.4.2 Computed Tomography

The Computed Tomography (CT) was invented in 1971 and, originally, it was lim-
ited only to axial imaging of the body of the patient. The development of this
imaging technique allows, currently, to obtain a 3D whole body imaging of a pa-
tient. Considering a z-axis passing through the body of the patient from the head
to the feet, as it is shown in Figure 39, CT consists of a scan along the z-axis.

The main elements of a CT device are the X-rays tube, the X-rays detectors, a
digital computer to process the data measured by the detectors and a system for
the visualization in greyscale.

The patient is placed in a gantry surrounded by a rotating ring composed of X-
rays sources and detectors. The CT device rotates around the patient generating
hundreds of 2D conventional X-rays images. A whole CT is composed of around
200-400 conventional images. For this reason, a whole CT must be prescribed by the
Radiologist only if it is strictly necessary because the patient receives a non-negligible
absorbed radiation dose. The hundreds of images of the slices are processed by a
computer that reconstructs the 3D image. A schematic representation of a CT
device (tomograph) and its components is available in Figures 40 and 41.
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Figure 40: Schematic representation of the components of a Tomograph|[43]

A source of X-rays generates a beam that hits the body of the patient with a beam
of intensity Iy. After the interaction of the beam with the tissues, the intensity of
the beam is attenuated and equal to I(x). The intensity of the attenuated beam de-
pends on the geometrical dimensions and characteristics of the crossed tissues. The
attenuated beam hits an X-rays detector that converts its magnitude into amplified
electrical pulses in order to estimate it and provide the information to the computer.
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Figure 41: Graphical representation of a Tomograph[40]

The operation of the CT facility is based on the Lambert-Beer’s Law. A more
detailed description of this law is available in section 1.4 of this work.

I(z) = I(0)e "
If the attenuation coefficient is a function of x, the general form is
I(x) = I(0)elo ~#(=)ds

In order to solve this equation, the domain is discretized in subdomains, called “vox-
els”, and knowing the magnitude of the unperturbed incident beam and detecting
the magnitude of the attenuated one, it is possible to estimate the attenuation co-
efficient of the crossed tissues.

In reality, the mathematical method to solve the last integral equation is not so
easy. It is possible to try to modify the last equation in order to estimate the linear
attenuation coefficient.

(i) = Jo il

In this form, it is possible to know the integral quantity of on the whole domain,
but it is necessary to obtain its distribution.
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The following description does not claim to provide a complete and exhaustive ex-
planation of the mathematical methods applied, but only to give a qualitative idea
of the approach adopted. A detailed description of the solution of the previous
equation is beyond the scope of this work.

The domain, as previously described, is discretized in subdomains and each of them
is irradiated. In order to irradiate each subdomain, the scanner rotates around each
of them.

Considering two systems of reference: the patient one that is fixed and the scanner
one that is movable, these two systems are in relative movement and there is an an-
gle between them. The scansion is performed along one direction in order to cover
the whole target. Once the target is fully covered along that direction, the angle
has changed and the detection is repeated along the new direction.

This approach generates a set of linear equations, but given that a lot of measure-
ments are performed, in this type of problem the number of equations is larger than
the number of unknowns. In this case, the system is not solvable performing the
standard back-substitution method and alternative approaches are necessary. Two
methods are suitable to solve this problem: the Least Squares Method (LSM) and
the Fourier Transform Method (FTM). In the real applications, the FTMs are more
suitable than the LSMs because the number of measurements is very large.

At this point, an explicit form of p, as a function of /y and I(z) is obtained. Follow-
ing this procedure, a matrix of the linear attenuation coefficients is obtained. The
value of this coefficient in each voxel permits reconstructing the internal structure
of the crossed body. Each type of tissue is characterized by a range of values of the
linear attenuation coefficient.

For example, bones are easily recognisable because they are characterized by very
large values of coefficient, muscle tissues have small values of the coefficient and air
presents a coefficient equal to zero.

If there is the need to highlight some types of tissues, it is possible to perform the
CT introducing a contrast agent in the body of the patient. This procedure allows
to increase the contrast of some parts of the body in order to improve the visualiza-
tion. The contrast agent is used to highlight, for example, veins, arteries and lymph
nodes.

Each voxel has a mean attenuation coefficient and the detail of the CT depends on
the level of refinement performed. In order to process the matrix of mean atten-
uation coefficients, it is adopted a particular scale, the “Hounsfield scale”. It was
invented by Sir. Godfrey Hounsfield. This scale is based on the Hounsfield units
(HU) that are defined as follows.

_ Mmat—HH50
HUmat - —lu’H20 . 1000

As it is clear from the last equation, the linear attenuation coefficient of the water
is used as a reference value and the HU of the water is equal to zero. The HU scale
starts from values of -1000 for the air and reaches values of around 2000-3000 for
bones and high density tissues. An example of interpretation of a CT image in terms
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of Hounsfield units is available in Figure 42.

The CT images must be univocally interpreted by the radiologists and the oncolo-
gists. For this reason, an international standard definition of the imaging charac-
teristics is necessary. This standard procedure is called DICOM (Digital Imaging
COmmunications in Medicine). It is an international standard for medical images
and it defines the formats for medical images that can be exchanged through spe-
cialists. DICOM imposes some data and quality levels that are necessary for clinical
use. These constraints must be respected by all devices. DICOM standard is imple-
mented in almost every radiology imaging device and from 1993, it presents a fully
digital workflow procedure.

CT Mumber Ranges in Hounsfield Units (HU)

—_— Bone +1000

== White matter +20 to 20
—_— Muscle +20 1o 40
= Gray matter +30 to 40
= Hemorrhage +65 to #95
= (5F |water) 0

T Fat =30 to -T0
e Air =-1000

Figure 42: Example of the interpretation of a CT in terms of Hounsfield units[5]

5.4.3 Contouring and volume definitions

The procedure of definition of the volume of the target is a key-step of the Radio-
therapy Treatment Planning and it is described in the published reports by ICRU
(International Commission on Radiation Units and measurements [61]). The ap-
proach is based on the definitions of different volumes with increasing sizes, starting
from the volume described by the CT image. This procedure is called “Contouring”.

The first step is to define a preliminary volume to describe the tumor mass. The
first volume is the gross visible extent of the tumor mass and it is called GTV (Gross
Target Volume). The GTV is defined basically starting from the image of the tumor
mass obtained from the CT, MRI or PET.
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The second step is based on the definition of a tissue volume that contains the GTV
and the subclinical microscopic malignant disease around the gross volume that are
necessary to treat. This second volume is called Clinical Target Volume (CTV).
At this point, a third volume is defined in order to compensate for expected phys-
iological movements and variations in size, shape and position of the CTV. This
volume is defined as Internal Target Volume (ITV).

The next volume is a geometrical concept set for the treatment, in order to select
the characteristics of the beam and consider eventual variations or uncertainties.
This volume is defined to ensure that the prescribed dose is delivered in the CTV.
This volume is defined as Planning Target Volume (PTV) and it is the tool used
in order to compensate for the uncertainties related to the treatment planning. To
compensate for the uncertainties means that some small changes of the condition of
the patient, during the sessions of treatment, do not compromise the whole plan.
At this point, it is necessary to underline that GTV and CTV are oncological con-
cepts based on the CT image. The ITV and the PTV are, instead, geometrical
concepts that are defined in order to reach an effective and robust treatment plan-
ning.

After the definition of the PTV, it is possible to define the tissue volume that is
planned to receive at least the dose prescribed by the radiation oncologist. This
volume is called Treated Volume (TV).

The last concentric volume defined is the tissue volume that receives a significant
dose respect to the normal tolerance for tissues, it is called Irradiated Volume (IV).
A very important volume to define during the contouring is the Organ At Risk
volume (OAR). It represents a volume that describes an organ whose radiation sen-
sitivity is such that the dose received during the treatment is significant.

In Figure 43, a graphical description of the volumes is reported.

ﬂRRADIATED VOLUME\
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Figure 43: Scheme of the volumes during the contouring phase[23]
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5.4.4 Simulation of the treatment, inverse and forward planning

There are two possible strategies to perform the planning of the real Radiation
Therapy. One is called “forward planning” and the other is called “inverse planning”.
In Figure 44, a scheme of the two different approaches is shown.

Set planning Setdesired

parameters

Calculate planning
parameters

Calculate
cdose distribution

Dose distribution

satisfactory?
YES | YES)
A 4 A 4
Treatment Treatment

Figure 44: Schemes of the forward planning approach (on the left) and the inverse
planning (on the right)[98]

The forward approaches are based on predictive methods that could be analytical
or statistical. An example of statistical based forward method is a Monte Carlo
simulation. The forward analytical methods are based on the discretization of the
target and on the model of the beam transport in terms of WEPL. This way to treat
the physics problem is the same adopted in the inverse approach and it is better
described below. For now, it is enough to underline that the forward analytical
methods, in general, do not treat the physics of the problem faithfully but perform
the calculation of the transport in WEPL.

The main characteristic of the forward approaches is that the input data of the
model are the setting characteristics of the external beam and the CT image of
the patient. The model performs the simulation providing the dose distribution in
the tissues of the patient. The Monte Carlo approach to the forward problem is
usually more reliable because, unlike the analytical methods, it is based on the real
physics of the transport phenomenon. Obviously, Monte Carlo methods for forward
planning require more computational effort than analytical methods.
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The inverse planning is based on the opposite approach: the input data of the
simulation are the prescribed dose distribution in the patient and the CT image of
the patient. This approach is a very quick analytical method, but it is not accurate
in all cases. It represents a key role in a fast and efficient clinical workflow because
provides the characteristics to set the treatment session in order to obtain the dose
distribution imposed. The inverse planning method starts from the discretization
of the tumor mass in subdomains called “voxels” and the first input data is the
magnitude of the deposition of energy prescribed in each voxel. The method, starting
from the dose distribution that the Radiotherapist wants to obtain in the tissues of
the patient, “inversely” calculates the energy of the particles and the intensity of
the beam. This method is based on the irradiation of the volume of the target with
a large number of beams, called “Pencil Beams” (PBs).

The first step is to map the target into a set of parallel homogenous iso-energy slabs,
in order to set the energies of the beams necessary to reach the depth of each slab.
At this point, each beam is transported through the target and the related deposited
dose is calculated with analytical equations for each voxel. In order to regulate the
magnitude of each beam, the weight of each PB is set in order to obtain the dose
distribution that it is requested. This step is also called “weight optimization”.
The inverse planning method works in terms of “Water Equivalent Path Length”
(WEPL) relating to the density of the tissues. It redefines the CT image in terms
of WEPL exploiting pre-computed dose curves constructed experimentally in water
samples.

A brief description of the mathematical method is reported below.
The input of the inverse planning simulation is the ideal dose distribution that the

Radiotherapist wants to obtain.

did = jideal dose distribution € R!

I = number of woxels
At this point, the beams are defined in a dose matrix.

[D] = dose matriz € RT*7

J = number of beams
It is necessary to assign to each beam a weighting factor.
w = weighting factors € R’
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The main problem is defined in the matrix form as follows.
dit = [D)w

This problem must be solved for w, but it is mathematically impossible.

The optimization approach is based, generally speaking, on the addition of an error
term that must be minimized.

did = [D)w + €

There are a lot of possible optimization methods to minimize the error e. The
description of these methods is beyond the purpose of this work.

The inverse planning method presents some limitations. For example, the transport
of the pencil beams and the range of them depends only on the tissues crossed
along the central axis of the voxel. This aspect is a limit because this approach
is completely insensitive to lateral inhomogeneities. This is the most important
key point that justify an inaccurate estimation of the dose distribution in case of
complex geometries and heterogeneous domains.

The forward and inverse analytical methods share the same discretization approach
based on voxels and the analysis of the physics in terms of WEPL. These methods
are really optimized and fast, but results are not precise.

The forward methods are used in order to check the effective dose behavior in the
patient tissues starting from the facility setting evaluated with the inverse planning.
A very interesting procedure is to perform the inverse planning simulation, that is
faster with respect to the Monte Carlo model, and after obtaining the characteristics
of the external particle beam, to perform the Monte Carlo forward simulation setting
the beam as imposed by the inverse planning simulation. In this way, the statistical
forward approach works as a double-check strategy to verify if the prescribed setting
of the beam allows to obtain the desired dose distribution.

Obviously, the fact that the Monte Carlo simulation is based on the real physics of
the problem makes this method much more effective than the analytical forward one
for checking the dose distribution.

5.5 Benchmarking of the Monte Carlo simulation

In section 3.8 of this work, the benchmarking of a Monte Carlo model is described.
The Monte Carlo model used in this work is based on a C++ script developed using
the package tool Geant4. This package is briefly presented in section 4.

In order to check the validity of the Monte Carlo simulation, two analyses are per-
formed. The manipulation of data is completely performed using Matlab. The
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comparison of data, in this case, is performed referring to the peak position, in or-
der to focus the attention on the point with the maximum release of energy.
Firstly, the C++ model developed by “I-See s.r.1.” and implemented in the web tool
is taken as reference. This Monte Carlo script simulates the transport phenomenon
of a beam of protons in the matter. The preliminary purpose is to perform simula-
tions for different levels of energy of the beam comparing the results of two versions
of Geant4. The two versions are ‘Geant4-v10.3.3” and ‘Geant4v11.0.3". It is neces-
sary to remember that a beam of protons releases its energy to matter mainly in
the last part of the path. This characteristic is well described, as previously said,
by the presence of a peak in the dose-depth plot. The comparison of the results of
the two Geant4 versions is performed comparing the behavior of the Bragg peaks.

The simulations are performed generating 100000 random events.

The energy range considered is between 50 MeV and 250 MeV, performing each
simulation increasing 10 MeV at each step.

The results of the comparison are shown in Figure 45.
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Figure 45: Comparison of the Bragg’s peaks of two versions of Geant4

The blue dashed line represents the results obtained with the older version of Geant4
and the orange continous line represents the ones related to the newer version. It is
possible to see clearly that the difference between the two versions is negligible.
Considering, as an example, the beam of 140 MeV, the peak obtained by the new
version is slightly lower than the old version. The discrepancy between the peaks is
represented in Figure 46 and the relative difference between the values of the dose
is of the order of 2%. In particular, the new version of Geant4 has a 2 percent lower
peak than the older version.
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Figure 46: Example of the discrepancy of the Bragg’s peaks for the different Geant4
versions

At this point, the second step is the benchmarking of the Monte Carlo model.

In order to validate the simulation, experimental results measured by CNAO in

Pavia are taken as reference. The results of the experimental measures performed
in the accelerator facility are shown in Figure 47.

Total dose deposited
I

[Dose-Gy]
w
I

150 250
[mm]

200

Figure 47: Experimental results of a proton beam transport at different levels of
energy in the CNAO facility

The data used to perform the benchmarking are those related to a beam of protons
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generated in the synchrotron facility at three different levels of energy: 118 MeV,
160 MeV and 173 MeV.

As explained in section 3.8, the values of the dose are normalized to the maxi-
mum value. In this way, the comparison is independent of the number of particles
generated in the Monte Carlo simulation and in the experimental experience.

In Figure 48, the results of the comparison between the relative doses of the exper-
imental data and those obtained by the Monte Carlo simulation are shown.

Relative dose deposited
I I
Monte Carlo

CNAO

[%dose]

(mm]

Figure 48: Plot of comparison of the experimental and simulation results of different
levels of energy proton beams transport

In the previous plot, it is possible to notice that the positions of the peaks are
slightly different. In the 173 MeV case, the difference between the positions of the
two peaks is negligible. In the 160 MeV case, the peak obtained by the Monte
Carlo simulation is at 173.6 mm and the one obtained in the synchrotron facility is
located at 173.9 mm. In the 118 MeV case, the peak obtained by the Monte Carlo
simulation is at 99.7 mm and the one obtained in the synchrotron facility is located
at 99.9 mm. The difference is of the order of tenths of a millimeter and corresponds
to a relative difference of about 0.5 percent.

In Figure 49, 50 and 51 it is possible to see the zoom of the difference between the
peaks for the three different levels of energy.
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Figure 50: Zoom of the difference between the peaks - 160 MeV
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Figure 51: Zoom of the difference between the peaks - 173 MeV

Considering that the difference between the peaks is less than a millimeter for all

the three cases, for the purposes of this work, it is possible to conclude that the
Monte Carlo model on which the web tool is based results validated.

It is important to highlight that, in these cases, in which the model is used for
clinical planning, the attention is focused on the peak position. The peak is the

most important aspect to consider because shows the behavior of the dose delivery
in correspondence of the target.
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6 Robustness analysis

6.1 Introduction to Robustness

The simulation performed during a RTP has, as its main target, the prediction of
the dose distribution in the tissues of the patient. The results given by the simula-
tion are affected and influenced by some uncertainties. Proton Therapy is sensitive
to changes in anatomical structure and the uncertainties could cause some not neg-
ligible deviations from the prescribed dose distribution. The risks related to this
phenomena are to release an insufficient dose to the tumor cells or to over irradiate
the OARs.

The variations are mainly of two types: intra-variations and inter-variations. The
intra-variations are, for example, the respiratory motion or the gastrointestinal
movement during the treatment. The inter-variations are setup errors of the treat-
ment or shape change of tumor or organs.

Some examples of these uncertainties are the patient geometry, the approximations
on the physic problem and the prediction of biological effects. The strategy, widely
used to manage the uncertainties, is to define, as previously described, the PTV. It
represents a geometrical concept that it is useful to set margins. This is the conven-
tional method to take into account errors in dose distribution, but this approach,
which was developed for the conventional Radiotherapy, is not sufficient for Proton
Therapy applications. In Proton Therapy, the very precise and narrow action of the
protons beam requests advanced methods to manage uncertainties.

The more recent solution to manage the uncertainties in the treatment planning is
to implement some mathematical methods in order to obtain “Robust Treatment
Planning” algorithms. The word "robust” means a plan in which the uncertainties
introduced lead to an acceptable perturbation in the dose distribution.

The uncertainties of the planning could derive from the phase of the target volume
definition or for example from the dose prescription.

Generally speaking, the uncertainties, in a RTP, are divided in two categories: the
biological uncertainties and the physics ones. The physics uncertainties are those
related to the prediction of the physical dose distribution delivered. The biological
ones are related to the uncertainties on the estimation of the effects of the dose on
the cells. This aspect is evaluated using the concept of Relative Biological Effec-
tiveness (RBE). An RBE model is implemented to manage the biological effects,
but these types of models are dependent on the LET distribution, characteristics of
the tissues and the dose. These input data are affected by uncertainties that cause
deviation during the evaluation of the biological effects.

The implementation of a Robust Treatment Planning permits to maintain a stable
result of the dose distribution in the tissues of the patient also in case of variations
and uncertainties in the input data of the simulation.
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In Figure 52, it is possible to appreciate the different effect of the uncertainties
(perturbed scenario) in case of the conventional model and in case of a Robust
Treatment Planning.

(c] Robust plan, nominal scenario (d] Robust plan, perturbed scenario

Figure 52: Comparison between a robust plan and a conventional plane in case of
a perturbed scenario[83]

In the conventional model, the perturbation causes a not negligible deviation of the
dose distribution, risking to over irradiate healthy tissues. In the robust case, the
distribution of the dose remains stable.

6.2 Analysis of the Robustness

6.2.1 Introduction

The aim of this work is to analyze the behavior of a Treatment Planning System
introducing uncertainties in the input of the model. The TPS used is structured in
two sections and permits to perform the inverse model simulation and the forward
Monte Carlo one. Initially, the attention is focused mainly on the analytical methods
because they are widely used in clinical planning.

The TPS user receives as input two data: the CT of the patient case and the
contouring file of the PTV and the organs. In order to produce regulated and
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comparable results, both of these input data are implemented in DICOM. The CT
is loaded as a series of DICOM images (.dcm) that represent the slices that are
necessary to visualize the target and the organs of interest.

In Figure 53 and Figure 54, an example of CT slices and of the contouring file are
reported. For the CT figure, only some exemplifying slices are reported. A whole
CT is composed of tens or hundreds slices according to the specific case. For the
contouring figure, the image shown is that one obtained by the contouring phase,
that information is then converted in DICOM.

Figure 53: Example of CT input for TPS
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Figure 54: Example of contouring input for TPS

In this analysis, the patient case is developed starting from a “virtual patient” 3D
model. In reality the contouring procedure is performed by the medical physicist,
starting from the real CT of the patient. The creation of the patient case from a
virtual 3D model allows one to obtain a clearer CT with respect to the real ones and
to have the contouring of the PTV and of the organs already constructed. The 3D
patient model permits to have the correct contouring of all the organs in the body.
This choice does not compromise the validity of the robustness analysis.

The uncertainties are introduced in the CT given as an input. Each slice of the CT
is discretized in voxels according to the resolution that it is necessary to obtain.
The information of each voxel is converted from greyscale to Hounsfield units (HUs).
The creation of the DICOM images of the slices is performed starting from the ma-
trix of the Hounsfield numbers in which the greyscale slice is converted. The DICOM
slices, once implemented on the TPS, are converted in terms of electron density that
is the form suitable for the simulation algorithms.

The purpose of this work is to introduce an uncertainty on the HUs in order to focus
the attention on the variation on the dose distribution that this perturbation causes.
During the compilation of the HUs matrix, the values are perturbed by 20%. The
comparison with respect to the unperturbed case is performed with respect to an
overshoot scenario, in which the perturbation is positive, and respect an undershoot
scenario, in which the perturbation is negative.

In the overshoot scenario, the HUs are incremented, this means that the tissues are
denser than the reference scenario. The perturbation expected in the dose distribu-
tion is the presence of some under-irradiated points, because the dose release is less
effective for dense tissues. In case of overshoot of the HUs, the CT image appears
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darker than the reference one.

In the undershoot scenario the HUs are decreased, so the tissues are less dense than
the unperturbed scenario. The perturbation expected, in this case, in the dose dis-
tribution, is the presence of hot-spots in which the dose deposited is larger than the
required one. In case of undershooting of the HUs, the CT image appears brighter
than the reference one.

The main target of the analysis is to estimate the perturbation of the dose distribu-
tion that the uncertainty on the HUs causes. If the results of each scenario are very
similar the TPS is robust, in the opposite case, it is necessary to understand how to
make the model more reliable. The main purpose is to use the forward methods to
verify the effect of the uncertainties.

The tools and the applications used in this analysis are described in the following
section.

6.2.2 TPS characteristics

The applications and the tools used in this work are developed by I-See s.r.l..

The CT is generated by the web application “Virtual Patient 3D” that is based
on an anthropomorphic virtual phantom (Figure 55). The Virtual Patient is a web
interface where it is possible to navigate through the body of a virtual patient and
it permits to position a tumor mass, defining its dimension and orientation. It is
also possible to model the cancer mass in a 3D software developer, like “Blender”,
for example, and import it in the web tool. Once positioned the target mass, the
Virtual Patient allows to generate and download the CT images set of the case study
of interest. An example of tumor mass positioned in the Virtual Patient is presented
in Figure 56.

The simulation tool used in this work is another web application developed by I-See
s.r.l., “4 See Plan”. This web tool receives as an input the CT images and the con-
touring file in DICOM and it allows to perform the simulation of the Radiotherapy
treatment. 4 See Plan gives the possibility to simulate the same case study both
with PB algorithms and Monte Carlo model.

The inverse planning algorithm (Fast Optimization) implemented on 4 See Plan, in
addition to the inputs described above (CT and contouring), receives, by the user,
information on the prescribed total dose to the target, the rotation of the couche,
the rotation of the gantry and the number of fractions of dose releases.

Fast optimization gives as output the dose matrix and the Dose Volume Histograms
(DVH) for each organ. DVHs could be of two types: cumulative DVHs and differen-
tial DHVs. In this work, the DVHs considered are cumulative. A DVH plot shows
on x-axis the dose and on y-axis the percentage of the volume of the tissue that
receives a certain value of dose. DVH represents a very useful 2D tool to estimate
the 3D dose release in the tissues of the patient during a Radiotherapy Treatment
Planning. Each organ taken into account during a RTP has its DVH. The attention
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Figure 55: Anthropomorphic virtual phantom [46]

is usually mainly focused on the DVH of the PTV and of the Organs At Risk (OAR).
In order to understand better the meaning of a DVH, it could be useful to suppose
that an OAR, for example the brain, must receive at most a prescribed cumulative
dose imposed by the medical physicist. An example of dose constraint is that at
most 40% of the brain (OAR) can receive 30 Gy. At the end of the simulation of
a RTP, it is possible to choose the corresponding curve and check if the prescribed
condition is satisfied.

In Figure 57, an example of DVH is shown.

The Monte Carlo model, instead, in addition to the input described above, receives
the field defined in the Fast Optimization phase. In 4 See Plan, in order to run
the Monte Carlo simulation, it is mandatory to perform before a Fast Optimization
process. The Monte Carlo gives as output the profile depth of the beam and the
dose distribution in the tissues of the patient.

The analytical forward method is not available from the 4SeePlan interface, but it
is externally implemented in a script developed by I See s.r.l..

The images generated by the Virtual Patient are not ready to load on 4SeePlan. The
CT slices must be manipulated in order to be in the right format for the simulation
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Figure 57: Example of DVH [§]

and the contouring must be performed. All the following steps are performed with
Matlab scripts developed by I-See s.r.l. .

As described previously, the Virtual Patient generates the slices of the CT for each
organ. The first step is to composite all the slices in greyscale images and generate
the matrix with the HUs. This procedure is implemented in the script ‘composit-
ing.m’. At this point, using the HUs matrix, a set of DICOM images is generated
and this set will be one of the two inputs for 4SeePlan. Starting, as in the previous
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step, from the slices generated by the Virtual Patient, the contouring is performed
and then it is converted in DICOM format. At this point, the two inputs necessary
for 4SeePlan are ready.

For brevity, the description of the steps between the Virtual Patient and 4SeePlan
is not detailed. Some specific documents produced by I-See s.r.l. are available to
understand each step.

In Figure 58, a scheme of the workflow followed is shown.

Virtual Patient 3D

Slices
Compositing Contouring
l HUs matrix l
DICOM Conversion DICOM Contouring
CT images (.dcm) Conturing file(.dcm) ‘
4 SeePlan

Figure 58: Workflow from VP3D to 4SP

The introduction of the uncertainties on HUs described in the previous section is
performed during the compositing phase.

6.2.3 Case study

The target used in the simulation is a centrally located brain tumor. The cancer
mass is positioned in the Virtual Patient frame. The target of the case study is
modeled by I-See s.r.l. using the 3D CAD tool “Blender”. In the tumor positioning
section of the Virtual Patient, it is only possible to model ellipsoidal targets. In
order to obtain more complex geometries, it is necessary to use a 3D CAD software
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and then import the model in the Virtual Patient.
In Figure 59, Figure 60 and Figure 61, it is possible to see the shape and the position
of the target chosen for this analysis.

Figure 59: Rear view of the target[46]

Figure 60: Lateral view of the target[46]



6.2 Analysis of the Robustness 6 ROBUSTNESS ANALYSIS

Figure 61: Isometric view of the target[46]

The grey grid represents the brain and the green mass represents the target.

Once the target is chosen, it is necessary to perform the sectioning. After checking
the correctness of the target definition, it is mandatory to set the number of slices
in which to section the target. For this analysis, the mass is sectioned into 20 slices.
At this point, the slices generated are the equivalent of the CT images created with
a Tomograph in reality. It is possible to download the slices from the Virtual Patient
and to perform the post-processing of the CT described in the previous section.
The dose requested in the target is 5 Gy and the treatment is performed imposing
the zero value to the angle of the couch and the angle of the gantry.

In Figure 62, the section of the target and PTV considered in this work is shown.
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Figure 62: Section of Target and PTV
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6.2.4 Workflow

The purpose of this section is to present the logical steps followed during this work,
in order to make easier the interpretation of the results.

It is crucial to remember that the inverse planning is used to set the therapy facility
in order to obtain the right dose distribution in the target. It is important to un-
derstand the effect of the introduction of uncertainties on the dose behavior starting
from the inverse plan.

The inverse method generates a file that lists the Pencil Beams that are necessary
to obtain the prescribed dose distribution. Each beam is characterized by position,
fluence, energy and deflection. The first target of this work is to perform four in-
verse simulations with different CT files keeping constant the contouring and the
dose value.

The four cases are:

e Unperturbed CT

e 20% Undershoot CT

e 20% Overshoot CT

e Uniform CT (HU = const = 1000)

The uniform case is composed by the head of the Virtual Patient in which the HUs
are constant to 1000. This case is used only an extreme case for the comparison. The
purpose of this part is to focus the attention on the energy of the beams, estimated
by the inverse planning, in order to monitor the sensitivity of the method.

At this point, the second step is to use the analytical forward method to verify how
the perturbation introduced influences the dose distribution.

The inverse method is not suitable to evaluate the effect of the perturbation because
the driver of this approach is the desired dose value in the target. Varying the CT
characteristic, the dose distribution will be the desired anyway. For this reason, in
order to highlight the variation in the dose distribution caused by the perturbation
introduced, forward methods are necessary. The analytical forward method receives
as input the CT and the beam file generated by the unperturbed inverse plan.

The analytical forward model is applied to two cases:

e 20% Overshoot CT
e 20% Undershoot CT

In both cases, the beam file used as an input is that related to the unperturbed
inverse plan. In this way, it is possible to estimate the effects of the uncertainties
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that could appear after the preliminary plan.

The last step of this work is to introduce the Monte Carlo method as a check of the
effects of the perturbations in the CT. The procedure followed is the same of the
analytical forward approach.

For the Monte Carlo method, three simulations are performed:

e Unperturbed CT
e 20% Overshoot CT
e 20% Undershoot CT

Also in this case, the beam file given as an input to the Monte Carlo algorithm is
the one related to the unperturbed inverse plan.

Finally, following this workflow, it is assumed to perform an inverse plan on a pa-
tient and set up the facility following the plan. At this point, it is assumed that
the patient presents some uncertainties during the various treatment sessions. The
objective is to highlight how, starting from the initial setup, the uncertainties intro-
duced compromise the dose distribution. In order to do this, the results of the two
forward methods are compared: the analytical and the Monte Carlo model.

An uncertainty of 20% on the HUs may appear, on a preliminary analysis, a decid-
edly excessive perturbation of the CT. Actually, the choice is justified by the fact
that the HUs, both in analytical and statistical models, are converted into density
values through the interpolation of the values of a calibration curve. A 20% pertur-
bation of the HUs corresponds to a lower uncertainty, as a percentage, of the density
values.

In Figure 63 and Figure 64, calibration curves used in this work are shown.
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Figure 63: Calibration curve used in the Analytical method
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Monte Carlo Calibration curve
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Figure 64: Calibration curve used in the Monte Carlo method

Considering, as an example, the calibration curve used in the analytical method and
the value of HU of the bone structures (HU=1000), it is useful to estimate the 20%
of perturbation how impacts on the density.

Performing the interpolation on the curve
HUygq = 1000 = pgqg = 1.61[g/cm?]
Introducing the perturbations

HUynger = HUgpq — (HUgq - 0.2) = 800

HUpper = HUgpg + (HUgq - 0.2) = 1200
Interpolating these values on the curve

HUynder = 800 = punder = 1.49[g/cm?]

HU per = 1200 = poyer = 1.73[g/cm?]

The Undershoot perturbation corresponds, in terms of density, to an uncertainty
of 8%. The Overshoot perturbation corresponds to an uncertainty of 7.5%. This
means that 20% of uncertainty on HUs corresponds, as a percentage, to less then
half perturbation in terms of density.
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6.3 Results

6.3.1 Introduction

In order to understand the results obtained in this work, it is necessary to specify
that all the results considered in this section are related to the same position. The
position chosen is defined calculating the half of the whole dimension of the CT in
all of the three directions. In this way, the position is exactly in the centre of the
domain.

In Figure 65, it is possible to see the position of the two axis of sectioning. In Figure
66, the CT slice considered in this work is shown.
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Figure 65: Position of the axis of sectioning

Another important aspect, that is necessary to underline, is that the dimensions of
the dose matrix obtained with the analytical and statistical method are different.
The inverse and forward analytical method consider only the part of the CT in
which is the body of the patient is present. In this case, the domain is discretized
in pixels: 59 along x, 66 along y and 19 along z. The Monte Carlo model works on
the whole CT and for this reason the domain is discretized according the resolution
imposed during the aquisition. In this case, the domain in the CT is discretized in
512 pixels along x, 512 along y and 20 along z. Taking into account this different
resolution between the models, it will be necessary to perform some adjustments
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Figure 66: CT slice of reference[46]

and translations in order to obtain a correct comparison.

In order to consider, during the comparison, the same positions in the two methods,
it is necessary to select the right slice along x,y and z. Considering the Monte Carlo
model results, it is sufficient to select the slice 256 along x and y and the slice
10 along z. Considering, instead, the analytical model results, the comparison is
effective selecting the slice 29 along x, the slice 33 along y and the slice 9 along z.
In x and y direction, the choice is driven by the purpose to select the position in the
centre of the domain. In z direction, the slice is the ninth because the domain of
analytical method is translated upward by 2cm. Obviously, the different resolution
requests some approximations in the choice of the position in the two different
domains.

In Figure 67, it is possible to appreciate the two different domains. The red one is
the limited one related to the analytic methods and the blue is the one related to
the Monte Carlo model.

In addition to the different domain size for the two computational methods, the
resolution of the two domains is also different. The Monte Carlo model domain is
discretized with pixels of 1.24 [mm]| along x and y, while the pixels along z are 3
[mm]. The domain of the analytical model is discretized with 3 [mm] pixels along
all three directions. The different resolution of the results will be very evident in
the dose distribution plots.
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Figure 67: Representation of the two different domains

6.3.2 Hounsfield units profile

The first target is to verify the correct introduction of the perturbation in the HUs
matrix of the CT. In order to do this, it is necessary to verify the behavior of the
HUs in the CT projecting the profile along an x and a y axis. The position that is
chosen is that indicated in the introduction of this section. The CT cases considered,
as previously described, are four.

Firstly, in Figure 68, it is possible to see the HUs profile along the x direction.
The behavior of the uniform case is constant and linear as it was predictable. The
others three plots are consistent with the perturbation introduced. The two sym-
metrical peaks are related to the walls of the skull. The two peaks reach values of
HU equal to 1000 that is the value typical of the bone structures. The symmetry of
the plot is consistent with the position of the projection axis and with the fact that
along the frontal plane the anatomy of the human head is symmetrical. The step
that is present in the central part of the plot is related to the presence of the target.
The uncertainty on the HUs is introduced also on the tumor mass, but , due to the
scaling of the plot, in this figure the perturbation introduced is not evident.

In Figure 69, the y projection is shown. The comments are the same made for the
previous plot. In this case, the plot is not symmetrical, as it was predictable. The
human head is not symmetrical along the sagittal plan. As in the previous plot, the
central step indicates the target and the peaks, with HUs equal to 1000, are related
to bone structures. An aspect that is important to underline is the presence, on the
left of the plot, of a drop to -1000. That section is related to the frontal part of the
head of the virtual patient and in that position there are paranasal sinuses. These
structures are empty bone cavities and for this reason in all cases considered,with
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the exception of the uniform case, the HUs are imposed equal to -1000. Remember

that this value is the characteristic one of the air.
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Figure 68: Projection along x of HUs profile
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Figure 69: Projection along y of HUs profile
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Finally, in Figure 70, it is possible to appreciate the 3D behaviour of the HUs in
the unperturbed Computed Tomography. The green part represents the bone of
the skull, the blue part represents the skin around the skull and it is possible to
appreciate, also in this 3D view, the detail of the paranasal sinuses. The purple
color indicates the HU value of -1000.
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Figure 70: 3D plot of HUs profile

The red lines are the graphical reference for the previous x and y projection.

6.3.3 Inverse plans

Once checked that the perturbation introduced in the HU profile is effective, it is
useful to monitor the results of the inverse plans. As previously described, this step
of the analysis is based on four CT cases.

Remembering that inverse plan receives as an input the DICOM files and the value
of the prescribed dose in the target, an useful aspect to monitor is the beam file
given as an output at the end of the inverse plan. The beam file is characterized by
the parameters of the beams that are necessary to obtain the prescribed behavior
of the dose. In particular, the beam file reports the position, the orientation, the
fluence, the energy and the deflection of each particle beam. Defining the Energy
Range of each case as the gap between the minimum and the maximum energy value
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of the beams, it is possible to perform a qualitative estimation of the effect of the
perturbation.

In Figure 71, it is possible to see the Energy Range of each case.
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Figure 71: Comparison of the energy ranges for the four CT cases

Considering the plot in Figure 71, the Uniform case, the orange line, presents the
highest energy range. This results is physically consistent because, in order to de-
posit the same dose value in a denser domain, it is necessary to generate beams with
high energies.

Considering the other three cases, the Energy Ranges are consistent with the per-
turbation introduced in the CT cases. For the same reason explained previously in
the Uniform case, the Overshoot case presents an Energy Range higher than the
Standard one. The Undershoot case presents a lower Energy Range, respect the
Standard one, because the tissues are less dense and lower energies of the beams are
necessary in order to deposit the same dose distribution in the target.

From this qualitative plot, it is possible to notice that the Undershoot perturbation
influences, more than the Overshoot one, the energy range respect the Standard
case, in particular comparing the maximum value of energy.

6.3.4 Forward analytical simulations

The forward approach is used as a post-planning check method in order to verify if
the beams, computed by the inverse method, are correct to obtain the desired dose
distribution. The main drawback of the analytical forward method is the aspect
that it is based on the same analytical and discretization approach used in the
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inverse plan. This means that, if no perturbation is introduced, the results of the
two analytical methods are equivalent. The dose distribution obtained in the inverse
plan with the Standard CT case is equal to the one obtained from the analytical
forward method.

In order to visualize the shape of the 3D dose distribution in a Proton Therapy
Treatment Planning System, in Figure 72, the dose distribution for the Standard
case is shown.
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Figure 72: 3D dose distribution of the analytical methods in the domain

In the yellow part, it is possible to notice that, in correspondence with the target,
the dose curve presents the characteristic Spread-Out Bragg Peak (SOBP).
Returning to the analytical forward approach, it could be used, in this case, decou-
pling the input data. This method receives as an input, as described above, the CT
and the beam file produced by the inverse plan. It is possible to decouple the input
data giving to the forward method, as an input, the perturbed CT cases and the
beam file obtained from the Standard inverse plan. In this way, it is possible to sim-
ulate the situation in which the plan is performed in nominal conditions, but during
the treatment sessions some uncertainties are introduced. This approach allows to
compare the dose distribution of the nominal scenario with the one obtained in the
two perturbed conditions: the Undershoot and the Overshoot cases.

It is crucial to repeat and underline that, in both cases, the beam file is related to
the nominal scenario and this approach is the same followed for the Monte Carlo
simulations.

In order to perform the comparison, the dose curve is sectioned along x and y axis.
The section is performed in the middle of the 3D domain. For example, sectioning
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along y, it is possible to appreciate the peak and its spreading in correspondence of
the target.

In Figure 73, the dose curve is plotted together with the HUs profile in the same
section.
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Figure 73: HUs profile and dose curve plot in nominal scenario

It is possible to notice the spreading of the peak in correspondence of the step in
the HUs profile caused by the presence of the tumor mass.

In Figure 74 and Figure 75, it is possible to see the comparison between the Under-
shoot case and the Standard case in the two sections.

Starting from the dose profile along y (Figure 74), the SOBP is evident in correspon-
dence of the target for both curves. The maximum value reached by the Undershoot
curve is is higher than that of the standard case of 10 cGy. The range of the dose
plot for the Undershoot case is shifted forward of around 1.8 [mm]. This result is
consistent with the perturbation introduced, because the tissues, in the Undershoot
case, are less dense and the peak reaches higher depths.

Considering the dose profile along x (Figure 75), the resulting plot could be coun-
terintuitive, because the curve of the Undershoot case is lower than the nominal
scenario one. This results is justified by the fact that the section is performed in
a point in which the Undershoot curve is farther from the peak than the Standard
one. The black dashed line in the y projection indicates the reference position for
the x projection.
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Figure 74: Undershoot and Standard case comparison of dose curve along y
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Figure 75: Undershoot and Standard case comparison of dose curve along x

Passing to the Overshoot case, in Figure 76 and Figure 77, it is possible to see the
same comparison performed for the Undershoot scenario.

Also in this case, the result is consistent with the perturbation introduced. Tissues
are denser than the Standard CT case and, for this reason, the peak is shifted
backward of about 1.4 [mm]. The curves reach the same maximum value of dose.
Considering Figure 77, the comments made previously for the Undershoot case are
also valid in this case.
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Figure 76: Overshoot and Standard case comparison of dose curve along y
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Figure 77: Overshoot and Standard case comparison of dose curve along x

The vertical dashed black line, that is reported in the y-projection plot, also in this
case, is only a reference of the position of the relative x-projection.

At this point, it is very interesting focusing the attention on the 2D dose distribution
in the slice of interest. In all 2D dose distribution plots shown in this work, the blue
line indicates the PTV.

Starting from the x-y plot of the nominal scenario, in Figure 78, it is possible to see
the 2D section of the dose behavior in the Standard CT case.
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Figure 78: 2D plot Dose behavior for the Standard case

From this plot, it is clear that the target is well centered by the particles beam and
the dose deposition is consistent with the desired value. It is possibe to conclude that
the PTV is well covered according to the value of dose prescribed by the treatment.
Now, it is necessary to move the attention on the dose distribution in the perturbed
CT cases. In Figure 79 and Figure 80, are reported, respectively the dose behavior
of the Undershoot case and the Overshoot one.

Dose distribution - Under case (Analyt. method) - Slice: z=9 [pixels]

370
360
350

— 340

[

E 330

5 320

b5t

£ 310

o

> 300
290
280
270

280 300 320 340 360 380
y direction - [mm]

Figure 79: 2D plot dose behavior for the Undershoot case
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Figure 80: 2D plot dose behavior for the Overshoot case

Starting from the Undershoot plot, it is evident that the beam field is shifted beyond
the PTV and this result is consistent with the physical uncertainty introduced.
Considering, viceversa, the Overshoot plot, the dose field is shifted backward respect
the PTV position. Also in this case, the result was predictable because the shift
is caused by the density increase of the tissues crossed by the particle beam. An
effective way to highlight the effect of the perturbation is plotting the punctual
difference for each perturbed scenario.

In Figure 81, the difference between the Undershoot CT case and the nominal one
is reported.
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Figure 81: 2D plot dose difference between the Undershoot case field and the Stan-
dard one
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From this plot, it is evident that there is an over irradiated area beyond the PTV.
This aspect could be a problem: it is related to the irradiation of healthy tissues. It
is important to monitor this effect spending particular attention to the presence of
any OARs. Considering the PTV, there is a light under irradiation on the left side
in the order of tenths of a Gray. As it is clear, this under irradiated area is caused
by the forward shifted of the dose field.

In Figure 82, the difference between the Standard CT case and the Overshoot one
is reported.
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Figure 82: 2D plot dose difference between the Standard case field and the Overshoot
one

The comments made for the previous plot are valid also in this case. In this case,
the shift of the dose field is backward. This aspect causes an under irradiated zone
beyond the target and a slight under irradiation in the PTV.

From a clinical point of view, it is possible to conclude that, the analytical forward
method highlights an over irradiation on the PTV in the Undershoot scenario. This
area receives a dose deposition that could cause some damages to healthy tissues.
Excluding this over irradiation, the perturbation of the dose deposition behaviour
in the PTV, for both perturbed cases, is very limited and in the order of tenths of
a Gray.

6.3.5 Monte Carlo simulations

In this section, the same workflow analysis adopted for the forward analytical
method results is followed for the Monte Carlo ones.
As a first key-point, it is important to remember that the quality of the Monte Carlo
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model results is strictly related to the number of events on which the inference anal-
ysis is based.

For all the Monte Carlo simulations the number of events adopted is equal to 3-106.
In order to visualize the 3D behaviour of the dose profile in a Monte Carlo simula-
tion, in Figure 83, the 3D dose profile of the Standard CT case is shown.

3D dose profile - Standard case (Monte Carlo method)
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Figure 83: 3D dose distribution of the Monte Carlo method in the domain

Comparing the same result obtained with the analytical method, it is possible to
qualitatively notice the different characteristics of the plot. In the Monte Carlo
model results, the behaviour is quite irregular and jagged, this aspect respects the
statistical and predictive nature of the Monte Carlo simulations. Also in this case,
the SOBP in correspondence of the target is evident.

At this point, it is necessary to perform some sections of the 3D plot in order to
highlight some interesting aspects. The first point to investigate is the position of
the dose plot respect to the HUs profile.

In Figure 84, this comparison is shown considering the projection along the y direc-
tion.

The dose plot is related to the Standard CT case. It is possible to notice that
the SOBP is located in correspondence of the step in the HU plot. This means
that the plan is corrected set in order to deposit the relevant part of the dose in
correspondence of the target. Another very important aspect to notice is how the
variation of HU, in correspondence of the paranasal sinus, influences the physical
transport of the particle beam.
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Figure 84: HUs profile and dose curve plot in nominal scenario (Monte Carlo)

In Figure 85 and Figure 86, it is possible to see, respectively, the y-projection dose

behaviour and the x-projection one comparing the Standard CT case and the Un-
dershoot one.
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Figure 85: Undershoot and Standard case comparison of dose curve along y (Monte
Carlo)
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Figure 86: Undershoot and Standard case comparison of dose curve along x (Monte
Carlo)

Qualitative comments, made for the analytical forward method, are valid also in this
case. From a quantitative point of view, the peak of the Undershoot case is shifted
of 1.8 [mm| and the maximum value of dose is lower than less that a tenth of a
Gray. The comments for the x-projection plot are the same made for the analytical
forward model results.

In Figure 87 and Figure 88, the y-projection of the dose profile and the x-projection
one are shown, comparing the Standard CT case and the Overshoot case.

Results are consistent with the perturbation introduced. From a qualitative point of
view, the comments made in the previous sections are also valid here. Quantitatively,
the peak of the Overshoot plot is backward shifted of 1.9 [mm] and the maximum
value of dose is lower than less than a tenth of a Gray.
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Figure 87: Overshoot and Standard case comparison of dose curve along y (Monte
Carlo)

Dose profile (Monte Carlo method) - Slice: y=256, z=10 [pixels]
T T I T

Overshoot - MC
Standard - MC

[Gy]
T

0 ! I /| ! ! !
0 100 200 300 400 500 600 700

x direction - [mm]

Figure 88: Overshoot and Standard case comparison of dose curve along x (Monte
Carlo)

At this point, as for the forward analytical method results, it is useful to focus the
attention on x-y dose behaviour in the slice taken as a reference in this work.
In Figure 89, the 2D dose distribution in the Standard scenario is shown.
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Figure 89: 2D plot Dose behavior for the Standard case (Monte Carlo)

This plot highlights that the PTV is not completely covered and it could be necessary
to correct the characteristics of the beams obtained as the result of the inverse plan.

In Figure 90 and Figure 91, the 2D dose plots, respectively, of the Undershoot case

and the Overshoot one are shown.
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Figure 90: 2D plot dose behavior for the Undershoot case (Monte Carlo)

In the Undershoot case distribution plot, the dose deposition profile is shifted for-
ward and this translation corrects the bad coverage noticed in the nominal scenario
plot. Considering, instead, the Overshoot case distribution plot, the dose profile is

shifted backward respect to the PTV and this aspect accentuates the uncoverage of
the PTV.
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Figure 91: 2D plot dose behavior for the Overshoot case (Monte Carlo)

In order to perform a more quantitative analysis of the perturbation introduction
effect, as made for the forward analytical method, it is useful to perform the punctual
difference of the previous plots. In Figure 92, the difference between the Undershoot
case 2D dose plot and the Standard case one is shown.
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Figure 92: 2D plot dose difference between the Undershoot case field and the Stan-
dard one (Monte Carlo)

This plot shows that the part of the PTV that is not well covered in the Standard
scenario is partly compensated, in the Undershoot one, by the forward shift. An
important point to underline is the presence, out of the PTV, of an over irradiated
area. Also in this case, this aspect could be a clinical problem because it could be
related to a dose delivery on healthy tissues.

110



6.3 Results 6 ROBUSTNESS ANALYSIS

In Figure 93, the difference between the Standard case 2D dose plot and the Over-
shoot case one is shown.
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Figure 93: 2D plot dose difference between the Standard case field and the Overshoot
one (Monte Carlo)

From this plot, it is possible to notice that the under irradiated part of the PTV,
present in the Standard scenario, is extended. This effect is related to the backward
shift of the dose distribution plot. The under irradiated part is also present out of
the PTV, but this aspect is not relevant for clinical purposes.

It is possible to conclude that the Monte Carlo model highlights that, also without
any perturbation in the CT characteristics, the inverse plan causes a not completely
correct coverage of the PTV.

6.3.6 Analytical and Monte Carlo comparison

One of the targets of this work is to compare the sensitivity respect uncertainties
of the two forward approaches. It is necessary to remember that the two methods
are based on completely different mathematical approach. In this analysis, both
methods receive, as an input, the beam file obtained from the inverse plan and the
CT of each perturbed case.

The analytical model is an optimized correction-based algorithm developed with
Pencil Beams method. The dose distribution is calculated thanks to dose kernels
that are estimated starting from the absorbed dose of a homogeneous medium, such
as water. The approach is the same followed in the inverse planning, but in the
opposite direction. This method is very fast, but it gives an ideal behaviour of the
results because is based on kernels calculated in a homogeneous medium. The inho-
mogeneity correction is only performed in the longitudinal direction. The correction
does not consider lateral scatter. This aspect causes errors in dose distribution cal-
culation in heterogeneous domains. The one-dimensional density correction is the
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main reason for its speed.

The Monte Carlo simulation is considered the most accurate method for estimating
dose distribution during a treatment plan. It models the real physics phenomenon
of transport by simulating the interaction of a large number of particles in the com-
putational domain. Obviously, the result of a Monte Carlo model is realistic and
predictive of the actual dose behaviour, but its quality is strictly related to the cor-
rectness of the statistical information of the physical phenomenon.

It is necessary to remember that the two models have different computational do-
main resolution. The mesh of the Monte Carlo model is finer than the analytical
one.

In all the curves considered in the comparison, the analytical method presents results
that are always smoother and more regular than those of Monte Carlo model. This
aspect is closely linked to the nature of the two calculation methods. The analyt-
ical method works only with longitudinal discontinuities by converting the domain
in terms of Water Equivalent Path Length (WEPL). The Monte Carlo method, on
the other hand, simulates real transport phenomenon of particles in matter. It is
possible to say that the statistical method results are more realistic while those of
the analytical model are idealized and less accurate.

The comparison between the results of the analytical simulation and the Monte
Carlo one is performed respecting the order in which the results are presented.

The first plot to consider is the one relating to the comparison between the dose
curve along y and the HUs profile (Figure 73 and Figure 84). The preliminary
aspect to underline is the maximum value of the dose plots. The maximum value
of the analytical model dose profile is equal to 5.1 [Gy] while the Monte Carlo one
is equal to 5.5 [Gy]. The Monte Carlo algorithm result shows an over-irradiation,
with respect to the prescribed dose (5 [Gy]), greater than that calculated by the
analytical method.

The second aspect to note is that, in correspondence of the paranasal sinuses, the
analytical model is almost unaffected by density discontinuities. The Monte Carlo
model, on the other hand, in that point, shows a great sensitivity to the variation
of density of the material. This confirms, that the statistical approach models the
physics of the problem more accurately than the analytical one. Both dose profile
plots refer to the Standard CT case.

The comments on the translation of the peaks and their maximum value for the
results of both models have already been performed in sections 6.3.4 and 6.3.5 of
this work.

As regards the 2D distribution of the dose in the slice of reference, it is not possible
to make a punctual comparison between the results of the two approaches due to
the different resolution of the calculation domain. For this reason, it is necessary to
make the comparison respect the dose value prescribed by the treatment. For this
type of plots, it is useful to focus the attention only on the area delimited by the
PTV profile.

Starting from the Undershoot case, in Figure 94 and Figure 95, the punctual differ-

112



6.3 Results

6 ROBUSTNESS ANALYSIS

ences of the dose distribution of the two methods and the prescribed dose value are

shown.
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Figure 94: 2D plot dose difference between the Undershoot case field and the pre-

scribed dose (Analytical)
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Figure 95: 2D plot dose difference between the Undershoot case field and the pre-
scribed dose (Monte Carlo)

As mentioned earlier, the two direct methods estimate the magnitude of dose field
shift due to perturbations differently. For example, the Monte Carlo model presents
incomplete coverage of the PTV, already in the unperturbed scenario, that the
analytical method does not show.

In this section, the target is not to focus on the PTV coverage, but mainly on the

dose values in the PTV.
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Starting from the Undershoot scenario, it is evident from Figure 94 that, within the
PTV, there are no critical points of over-irradiation. In the lower left part, there
is a limited area of under-irradiation, but mainly due to the translation described
above.

On the other hand, considering Figure 95, the Monte Carlo model results show
a large area, in the right part of the PTV, where the deposited dose is one Gray
higher than the prescribed dose. This aspect, which is not predicted by the analytical
method, could represent a critical aspect from the clinical point of view.

In Figure 96 and Figure 97, the same plots presented previously for the Undershoot
case are shown for the Overshoot one.
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Figure 96: 2D plot dose difference between the Overshoot case field and the pre-
scribed dose (Analytical)
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scribed dose (Monte Carlo)
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In this case, it results evident how the analytical model underestimates the extension
of the under-irradiated area of the PTV due to the backward shift.

Considering, as for the previous plot, the dose values, also in this case, the Monte
Carlo model results highlight an area in which the dose value is one Gray higher
than the prescribed dose. The analytical simulation does not present this area.
The presence of this area of over-radiation, in Monte Carlo simulations, appears
to be independent of the introduced perturbation. In both perturbed cases, it is
present a zone, in the right side of the PTV, where the dose values are greater than
the prescribed dose by about one unit. To test this hypothesis, the point difference
with the value of 5 [Gy] can also be performed for the Monte Carlo simulation with
the Standard CT. The result is shown in Figure 98.
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Figure 98: 2D plot dose difference between the Standard case field and the prescribed
dose (Monte Carlo)
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This plot confirms that the presence of the area in which there is an over-irradiation
of 1 [Gy] is independent of the perturbations introduced. This means that the Monte
Carlo simulation highlights an over-irradiation of about 20 percent compared with
the prescription.

6.3.7 DVHs analysis

In section 6.2.2 of this work, an output data of the TPS is described, DVHs. The
Dose Value Histograms are widely used in clinical evaluation because they provide
integrated and quickly assessable information on dose release in the PTV and in
the various Organs At Risk (OAR). In this analysis, PTV and brain DVHs are
considered.

In Figure 99, the comparison between the PTV DVH evaluated with the inverse
analytical method and the one evaluated with the Monte Carlo simulation is shown.
Both curves are relative to the Standard CT case.
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Figure 99: PTV DVHs comparison of Monte Carlo model and Analytical method
(Standard scenario)

This plot shows that the analytical method presents an ideal behaviour for a PTV,
because almost the 100 % of the PTV receives the prescribed dose of 5 [Gy]. Monte
Carlo plot, instead, presents a behaviour consistent with 2D dose distribution plot
obtained.

In Figure 89 in section 6.3.5, the dose distribution plot shows an under irradiated
part of the PTV.

Introducing perturbations in the CT, also DVHs behaviour is influenced.

In Figure 100, the DVHs of the Monte Carlo simulations for the three CT scenarios
are shown. Also in this case, the contour considered is the PTV.

From this plot, it is clear that, as was predictable, the Overshoot perturbation
increases the under irradiation of the PTV and the Undershoot one reduces it.
These results are consistent with the 2D dose plot in section 6.3.5 and they are
consistent with the physical perturbations introduced.

Focusing the attention on the brain DVH, it is possible to evaluate the effects of the
plan on a healthy tissue.

In Figure 101, the comparison between the Standard case results of the Monte Carlo
and the Inverse method is shown.
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Figure 100: PTV DVHs comparison of Monte Carlo model for the three CT scenarios
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Figure 101: Brain DVHs comparison of Monte Carlo model and Inverse method
(Standard scenario)

The Monte Carlo model results and the analytical ones are very similar, but the
Monte Carlo plot is slightly lower that the analytical one.

Considering the perturbed cases simulated with Monte Carlo simulations, from Fig-
ure 102, it is clear that there are no variations regarding the DVH of the brain.
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Figure 102: Brain DVHs comparison of Monte Carlo model for the three CT sce-
narios

6.3.8 PTYV coverage

In this section, the purpose is to perform a quantitative analysis of the correct cov-
erage of the PTV in each simulation case. The simulations considered are those
performed with direct methods: unperturbed CT, Undershoot one and Overshoot
one.

The main target is to confirm or not the qualitative coverage of the PTV evaluated
in the 2D plots. The estimation of the PTV coverage is performed writing a Matlab
script.

For each case, the slice of reference is selected from the dose 3D matrix. In this
way, it is possible to focus the attention on the 2D dose distribution. The script
constructs a geometrical shape from the contour of the PTV and, screening each
pixel of the slice selected, it checks, with the function ’inShape’, whether the pixel
is within the PTV or not. Once the point is verified to be within the PTV, the
next check is made to see if the dose value, in that pixel, is greater than or equal to
the 80 percent of the prescribed dose value (4 [Gy]). In this way, the percentage of
pixels sufficiently irradiated can be calculated.

It is necessary to underline that, in this case, the values, greater than the prescribed
one, are not of interest. This analysis is performed, for the cases listed above, for
both direct simulation methods. Obviously, the estimation performed for Monte
Carlo models is more accurate than the one calculated with the analytical simula-
tions. This aspect is due to the different resolution of the domains.

Results of these analysis are presented in Table 5.
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Simulation case Percentage of PTV coverage
Standard Analytical method 93.5%
Undershoot Analytical method 82.6%
Overshoot Analytical method 93.5%

Standard Monte Carlo method 92.6%
Undershoot Monte Carlo method | 96.3%
Overshoot Monte Carlo method 88.6%

Table 5: Percentage of PTV coverage for simulation cases

Values reported in the previous table must be compared with the qualitative be-
haviour shown in sections 6.3.4 and 6.3.5 of this work. Values computed confirm the
coverage of the PTV qualitatively evaluated form the 2D dose plots.

For convenience, a set of images of the relevant 2D plots is given below.
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Figure 103: 2D dose plots resume
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7 Importance of replanning

The prescribed dose distribution is estimated by medical staff. After the contouring
phase of the CT, the specialist evaluates the correct value of dose to deposit in the
PTV. Usually, the plan prescription is also composed of a maximum or minimum
volumetric percentage of each affected organ relative to a dose value that must be
received. Maximum volume percentage limits are imposed for OARs. For example,
less than 30% of the volume of the Organ At Risk must receive a certain dose value.
However, minimum volume percentage limits are defined for PTV. For example,
during a treatment, at least 95% of the PTV volume should receive the prescribed
dose value.

These limits are set to obtain, in the same treatment plan, the two most important
goals of a Radiotherapy treatment: deposit the right dose in the tumor mass, limiting
the irradiation of healthy tissues as much as possible. The balance between these
two objectives is a very complex evaluation to calculate. The balance between costs
and benefits of treatment is a specific aspect for each patient and for each different
condition that only specialized medical personnel can evaluate.

It is important to notice that the volumetric constraints are expressed following the
graphical structure of the DVHs. Obviously, limits are expressed consistently to
DVHs in order to simplify the control of the correctness of a treatment plan. If the
DVH, produced by an inverse plan or by a forward method used as a double check,
does not satisfy the constraints imposed by the treatment prescription, replanning
is necessary.

Causes of replanning:

e misalignment of the target

e significant changes in tumor volume

underestimation of physiological movement, for example breathing movement

bad acquisition during the imaging phase

e surgeries during the period of treatment sessions

In order to correct and take into account this type of perturbation of the patient
condition, it is necessary to repeat the Computed Tomography. There are different
studies that demonstrate the benefits of replanning during the treatment sessions.

For example, in Table 6, Quality of Life (QoL) indexes estimated from the patients
experience are shown. These results are presented in the paper by Haihua Yang et
al. [20]
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Parameter 6 mo after therapy | 12 mo after therapy
Global QoL (Non-Replanning) | 63.95 + 6.23 77.91 + 12.45

Global QoL (Replanning) 73.35 + 16.76 81.59 + 19.64

Phys. funct. (Non-Replanning) | 96.74 + 7.47 97.83 + 4.98

Phys. funct. (Replanning) 98.29 + 4.36 99.07 £+ 3.26

Table 6: Quality of Life for patients Replanning/Non-Replanning treatments|20]

These values are based on the replanning effect analysis on patients with Nasopha-
ryngeal carcinoma.

Another very interesting result is that presented in the study by X. Zhou et al. [100].
Among various findings presented in this study, the behaviour of the Local-regional
Recurrence Free Survival (LRFS) percentage is very explicative. This quantity is
used to monitor the long term effects of Radiotherapy, in particular the recurrence
of the disease from micrometastasis, for example.

In Figure 104, the comparison between the replanning based treatments and without
replanning ones is shown. This study is performed for IMRT.
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Figure 104: LRFS plots comparison between replanning and non-replanning treat-
ments [100]

The plot shows that the replanning has beneficial effects on decreasing the onset of
new long-term diseases. This improvement is related to a better irradiation of the
target and a reduction of the energy release in healthy tissues.
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8 Conclusions

Proton Therapy represents an expanding cancer treatment strategy. The advan-
tages, compared to the conventional external radiotherapy, are considerable. For
example, the amount of energy deposited in healthy tissues is very low and the
irradiation is really precise. Currently, Proton Therapy is the most promising ex-
ternal treatment method with ionizing radiation. The development of this therapy
strategy requires very advanced Treatment Planning Systems. Proton Therapy is
sensitive to the physical and biological uncertainties that may occur in the patient.
For this reason, it is necessary to have planning and control systems that are suitable
to perform the simulation of the real treatment and that are robust respect to the
perturbations that may occur in the patient.

The Inverse Planning method is the most efficient approach to obtain the character-
istics of the particle beam necessary to irradiate the target in the correct manner.
Introducing uncertainties on the density values, it became evident how, in order to
obtain the desired dose distribution in each perturbed scenario, the inverse model
sets the characteristics of the beams. The comparison of the Energy Ranges con-
firms the correctness of the introduction of perturbations. The scenario, in which
the density of the tissues is increased, requests higher energies than in the Standard
case. The scenario, in which the density of the tissues is decreased, requests lower
energies than in the Standard case.

Analytical methods, generally speaking, are very fast and light as computational
effort. For this reason, they are easily implemented in the clinical workflow, both as
a forward approach and as an inverse one. It is important, however, to remember
that analytical methods do not simulate the real physics of the problem and give an
idealized and inaccurate solution of the dose distribution in the tissues of the patient.
This limitation of the analytical methods is accentuated, for example, in cases where
the particle beam passes through sections which present inhomogeneities. Consid-
ering the dose profiles along y, obtained by the two different forward methods, the
behaviour of the two plots, in correspondence of the paranasal sinuses, is a con-
firmation. The dose profile of the analytical method was slightly affected by the
density discontinuity, whereas the Monte Carlo model showed a markedly discon-
tinuous trend at that point. The analytical model is almost insensitive to these
large material variations. This is one of the reasons why an advanced and physi-
cally consistent tool to accurately simulate 3D dose distribution within the patient
is necessary.

The Monte Carlo method is a valid alternative to the forward analytical method. It
adopts a statistical approach that extrapolates the macroscopic results from a large
number of experiments that are performed, at the microscopic level, by simulating
the transport of each individual particle. This characteristic ensures that the real
physics of the problem is modeled and that the quality of the results is strictly re-
lated to the number of events generated and the correct definition of the physical
problem. The statistical approach presents, as its main limitation, the great compu-
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tational effort it requires. For this reason, the implementation of the Monte Carlo
models on GPU represents a very interesting field of development for both graphic
unit manufacturers and researchers.

In this work, it is possible to conclude that the check, performed with the forward
methods, represents a fundamental passage in the planning of a Proton Therapy
treatment.

The analytical method shows a beam translation, due to the introduction of the per-
turbation in the C'T, which consequently causes a translation of the dose distribution
profile on the PTV. The translations are consistent with the physical uncertainties
introduced. In the Overshoot case, the translation is backward, while, in the Under-
shoot case, the translation is forward. As regards the dose values within the PTV,
the variation from the prescribed value is limited and in the order of tenths of a
Gray.

Considering, instead, the results of the Monte Carlo simulations, it is possible to
note that the translation of the dose profile is much more marked than that foreseen
by the analytical method. The analytical method underestimates the translations
due to the introduction of perturbations. In addition, it is interesting to note that,
even in the unperturbed scenario, the Monte Carlo simulation shows, within the
PTV, an area where the dose values exceed by 20% the dose prescribed by the
treatment. Moreover, it highlights how the treatment plan, inversely obtained, does
not irradiate the PTV perfectly. As mentioned above, these phenomena are inde-
pendent of the introduction of uncertainties. This result is very interesting because
it emphasizes that, even in the absence of perturbations, the Monte Carlo method
represents a very useful tool to verify that the prescribed dose, used as input of the
inverse planning, is actually obtained.

Considering PTV coverage, the Monte Carlo simulation highlights a lower percent-
age of irradiated area, in the Standard scenario, respect to the Analytical one. This
result confirms that it is necessary to check the treatment plan with a physically
consistent model, even without the introduction of uncertainties. As a further ex-
ample, the Monte Carlo simulation shows how the forward shift, that it is present
in the Undershoot case, partially compensates for the imperfect PTV coverage of
the Standard case.

This work can be expanded in several directions. For example, it is possible to com-
pare the two direct methods by improving the domain resolution of the analytical
method to the same detail as the Monte Carlo model. In this way, it is possible
to make a more accurate and punctual comparison for each voxel. The qualitative
comparison, carried out in this work, could give more quantitative information re-
garding the over-irradiated zones.

The perturbation, introduced in the CT, is not realistic, but it is sufficient to pre-
liminary investigate the answer of the planning systems. A possible further im-
provement, it is the introduction of a more realistic uncertainty. A possibility is
the variation of the dimension and the position of the tumor mass. For example, a
really interesting aspect to investigate is the effect of the pulmonary respiration in
the treatment planning of a lung cancer.
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