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Summary

The search for innovative and sustainable solutions in the field of mobility and
transport has become one of the main protagonist of the last decade. In this sense,
the Hyperloop concept is an interesting and emerging solution able to deliver speed
and sustainability to transport people and cargo alike. Such a technology offers
different advantages: high speed, low carbon emissions, weatherproof, low power
consumption, low cost on long run and so on.

Despite this, from a technical point of view, some points are still open and
the critical issues linked to the dynamics and the instability of the electrodynamic
levitation system represent certainly a challenge for the Hyperloop technology.

In such a context, the work that has been carried out try to give a small and
precious contribution to the problem. In particular, the main objective of the thesis
is the modeling and the identification of an electro-mechanical device for the ex-
perimental study and the validation of theoretical models related to electrodynamic
levitation phenomena.

The first part is dedicated to the description of the scale down model that simu-
lated the vertical dynamics of the pod; the chapters that immediately follow resume
and describe the multi-domain linear models used in the numerical simulation; the
last part of the thesis contains all the experimental measurements. Finally, the
fitting between the experimental results and numerical models have been described
and a suitable observer able to work in parallel with the scale down model has been
introduced.

The proposed work has been developed in the Politecnico di Torino in collabora-
tion with the US company Hyperloop Transportation Technologies.
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Chapter 1

Introduction

The main objective of this thesis work is the numerical modelling and the exper-
imental identification of an electro-mechanical device with permanent magnets
under electrodynamic phenomena. This physical scale model has been built in order
to simulate the static behaviour and the vertical dynamics of an electrodynamically
suspended rigid system translating along a track made of conductive material.

The following work is not self-contained and the researches carried out do not
lead to stand-alone results but, on the contrary, it can be framed in a broader
project that involves the American company Hyperloop Transportation Technology
(HTT) and the Italian technical university Politecnico di Torino for the study of
the stability of electrodynamic levitation-based transport systems. The theoretical
interest in the subject and the pragmatic need to develop innovative transport
systems in line with current trends have led to a strong cooperation between the two
institutions for the search for functional engineering solutions. For this reason, the
test bench mentioned above has been built in order to put the problem of instability
in evidence. On the other hand, numerical models capable of representing and
predicting the related static and dynamic behaviour have been developed. Since the
former has been thoroughly investigated in previous researches, the following thesis
is mainly focused on the latter aspect, continuously oscillating between theoretical
predictions and experimental discoveries.

1



Introduction

1.1 Literature review

Electrodynamic suspension (EDS) is nothing new in scientific literature. Ad-
vantages and drawbacks related to this magnetic levitation technique have been
extensively investigated in the field of rotodynamic and, in particular, for the
electrodynamic bearings (EDB). Numerical models as well as experimental val-
idations can be found in different engineering researche, so that it is possible to
inform about the intrinsic nature of dynamic instability of EDBs, solutions for
active damping method and reliable numerical results [1].

Recently, the global railway transportation industry is moving towards the use
of electrodynamic levitation aiming at reducing propulsion energy and achieving
higher cruising speed [2]. Although one might think of extending the already
achieved results of rotational dynamics to their translational counterpart, actually
there is a large hole on understanding and predicting the instability phenomena
associated with it: a great mismatch between theoretical studies and empirical
evidence on this topic can be found in literature.

Generally speaking, the basic principle of EBS is a well-established knowledge
and it can be represented by resorting to different numerical approaches. It is also
clear that electrodynamic levitation-based systems require stabilization since they
may present some instabilities. This is because the main acting forces depend on
different motion parameters and decrease exponentially with the distance from the
reference track. Even if it is possible to consider only the horizontal and vertical
dynamics, one can immediately realize that the lift force can’t be stabilized by only
the counter effect of the gravity force and that the drag force tends to decrease
with translational velocity; furthermore, the coupling of vibration modes and the
consequent mutual influence in terms of stability is still unexplored.

Electrodynamic suspension systems are often thought to be intrinsically stable.
This can be assumed to be a valid observation if static or steady-state conditions are
respected continuously. However, under the influence of no steady-state conditions,
a variety of factors, including damping mechanisms incorporated into the design,
can perturbates the system and lead to unstable responses. Francis Moon has been
discussed about the different type of instabilities of maglev system in his work [3].
In particular, he demonstrated that the instability is an increasing motion from the
equilibrium position that is only interrupted by some non-linearities in the system.

The lack of information about instability phenomena on EDS system is a general
problem to analyse that regards different type of magnetic levitation system, from
the oldest up to the newest technologies. For this purpose, Rote and Cai presented
in their work [4]. a review of the studies about the electrodynamic instability
carried out during the second half of 1900, focusing on the main results reached
both for large-scale vehicles and small-scale test benches. In the first case, dynamic
instability has not been detected since in all cases oscillations due to the track
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irregularities showed a decreasing trend with time. The only instability detected
was defined of "static" type since it was observed at low speed when the guidance
force is not stiff enough to prevent the roll-lateral swing motion [5]. On the other
hand, in contrast with the large-scale vehicles on linear test tracks, small scale
models demonstrated an intrinsically underdamped behaviour of EDS system for a
wide range of track configurations and vehicle design characteristics. However, the
light damping introduced in the magnetic domain is not enough to ensure stability
and it is linked the joule loss of energy in the guideway conductive materials. This
has been demonstrated experimentally by using simple long current loops and
pendulum-based model ([6], [7]). Zhu at al. [8] used a direct method to quantitative
estimate magnetic stiffness and damping associated to EBS by means of laboratory
experiences. It is worth to observe from those experiment that damping decreased
with velocity up to negative values. In the same contest, theoretical models were
proposed [9]. These were able to predict the presence of a negative damping above
a certain speed but without any experimental evidence. This was because of the
difficulty to measure the negative intrinsic damping force in presence of other
sources of damping, such as aerodynamic, mechanical structural and eddy-current
dissipating phenomena. However, an important observation for scale models was
the fact that the magnetic forces, that are motion dependent, caused different types
of instability in EDS system: this is the case, for example, of the existence of a
yaw instability induced by drag-forces [10]. In general, in all those experiments,
the presence of parallel damping phenomena prevented by well understanding the
condition and the characteristic of EDS instability. This was valid, in particular,
for large scale model where passive mechanism were present together with large
magnets and stiff and nonlinear forces that tend to stabilize the system at higher
speed.

In 1999 Post and Ryutov introduced the concept of the Inductrack as a simpler
approach to magnetic levitation [11]. According to that theory, the electrodynamic
suspension became fully passive technology that would only require the definition
of an appropriate array of permanent magnets (PM). Even in this contest, a theo-
retical representation of the Inductrack was proposed but the dynamic instability
was overlooked and superficially discussed. In one of this work [12], Richard Post
numerically predicted the existence of a small-growing oscillations at the natural
frequency of the suspended mass. However, the presence of auxiliary wheels was
enough to suppress the unwanted instability. In 2002, General Atomics carried
out some experimental tests aiming at realizing a large-scale prototype able to
work in safety conditions [13]. Unfortunately, no dynamic instability phenomena
were detected like most of the previous large-scale experiences. This is probably
because of the large air gap reached. However, it was clear that auxiliary stabilizing
mechanism would be necessary, most of them concerning active viscous dampers,
servo-controllers for added lift forces and a modulation of the phase of drive coils.
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In 2002, Storset and Paden discussed about the influence of theoretical model
assumptions on magnetic damping [14]. A difference between the finite and infinite
track hypothesis was considered. In particular, finite track models were lauded for
being computational advantageous, but it was highlighted a wrong representation
of the energy loss from eddy currents, an important aspect linked to stability
properties; on the other hand, infinite track models were defined as the continuous
counterpart able to take into account the dissipation of energy in the magnetic
equation. Despite this aspect regards a limited region around the PM pad, it was
stated to be sufficient to ensure low damping and stable mechanical behaviour
as experimental predict. At the same time, some necessary methods to increase
damping have been proposed. For example, it was underlined the advantages on
using both passive and dynamic dampers, whose performances were briefly and
qualitatively analysed.

Recently, the Hyperloop paradigm mentioned by SpaceX in a white paper [15]
has rekindled even more interest in electrodynamic suspension and its still un-
solved technical issues. This has been a source of motivation not only for railway
transportation industry but also for university and team students that, thanks to
the well-known Hyperloop Pod competition, has currently the opportunity to deal
with dynamic instabilities and other engineering related troubles. An interesting
example in this sense is the OrcaPod from Team Hyperloop India, described in its
design by Pradhan and Katyayan [16].

In 2020, a systematic approach to the instability of EBS systems has been pro-
posed by Galluzzi et al. [17]. Numerical simulations both for one and two degrees of
freedom levitating mechanical system have been carried out. It is worth to observe
that in the first case it has been demonstrated that the system is dynamically
unstable with the increasing of velocity and thus in the whole range of interest. It
has been reported the related root locus plot in which it is possible to appreciate
the dependence of the real part of mechanical poles with translating velocity, all
aspects that suggest the effectiveness of the proposed numerical model on dealing
with electrodynamic suspension.
summary, different numerical models of EBS systems can be found in literature
as well as some common aspects related to electrodynamic instability in most of
researches. It has been underlined the presence of intrinsic low magnetic damp-
ing, the stability under steady-state conditions, the decreasing of damping with
velocity, the effect of non-linearities, geometry of guideway and magnetic pad and
the dimension of the prototypes on the global behaviour of the system. Despite
these considerations, a mismatch between theoretical predictions and experimental
evidence is still present and the nature of electrodynamic instability phenomena
needs to be further investigated.
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1.2 State of art

The following thesis is part of a wider project involving Hyperloop Transportation
Technology and Politecnico di Torino. The starting point of all the researches
carried out can be identified in the paper “A Multi domain Approach to the Stabi-
lization of Electrodynamic Levitation Systems” by Galluzzi et al. [17].

The multi-domain integrated numerical model developed allows for the represen-
tation of the intrinsic instability typical of electrodynamic suspension. In particular,
since the model proposed is linear, it allows for the root locus analysis in order to
detect the presence of poles with positive real part as function of velocity. The
numerical simulation summarized in the paper demonstrate the effectiveness of
the approach adopted but, as the literature review can suggest, an experimental
validation might be necessary. Therefore, the whole project rapidly moved toward
the realization of laboratory prototypes.

In “Design and control of an experimental test system for a linear electrodynamic
levitation device” by Fanigliulo [18] the project and the realization of the small-scale
test bench has been summarized. It consists of a copper ring rigidly attached to
on aluminum turntable that is able to rotate inducing lift and drag forces on a
fixed measuring stage. The general outline of the project, the characteristics of the
layout, the bearings selection and the suspension design have been well highlighted
in the different chapters of the thesis work.

In July 2022, the static validation of the integrated numerical model have been
demonstrated by Bo and Conchin Gubernati ([19], [20]). Experimental drag and
lift forces curves as a function of different airgaps and steady-state track velocity
have been compared and matched with theoretical results for different type of Hall-
back arrays and guideway conductive materials. Considerations about the control
strategies and the estimation of states of the system as well as the identification of
the adopted active damper can be found in these reaserches.

Considering the current state of work, the validation of the dynamic behaviour
of the model proposed by Galluzzi et al. is the missing link of the whole project.
Thus, the following thesis comes in. The results that will be developed in the next
chapters describe the identification procedure of the experimental test bench, the
proper tuning of the numerical model and the choose of suitable observer able
to work in parallel with the physical system. Once the multi-domain approach
proposed at the beginning of the project will be validated, a reliable model able to
represent the intrinsic unstable nature characterizing the vertical dynamics of a
capsule moving along a conductive track could be found in literature: it could be
an interesting starting point for improving current railway technologies or even a
simple food for thought for more complex and sophisticated theoretical approaches;
furthermore, the linearity of the approach and the presence of an active damper in
the test bench will allow implementing different control and stability strategy, the
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analyses of which have already been started in the work of Pakštys [21].
Finally, the key word of the whole project sustained by HTT is the stability

of electrodynamic levitation-based system, that can be appreciated thanks to the
experimental test bench realized by researchers teams of Politecnico di Torino and
whose static and dynamic behaviour have been identified in the current and past
thesis works and scientific papers.

1.3 Thesis outline
The main guideline of this essay follows the identification and the modelling
of the experimental test bench mentioned above as well as the definition of a
suitable observer that can be used to implement future active control strategies.
From the numerical point of view, all the necessary codes have been developed
by using MatLab® and Simulink®; from the side of experimental measurements,
Texas LaunchXL-F281379D and dSpace MicrolabBox microcontrollers have been
extensively used. In particular, the former was involved in the active control the
electromagnetic damper of the dynamic stage; the latter has become the main
protagonist of the second part of the thesis dedicated to the analysis of state
observers. Each of these microcontrollers work in C language, so that it has been
required proper add on compilers to make possible reading the code written in
MatLab® and Simulink®.

Along the main path of the research, different indirect and transversal knowledge
have been required as well as lot of time has been spent to solve issues mainly
regarding the set-up of the measurement equipment, the communication protocol
between all the device involved, the search for proper instrument dedicated to signal
processing, the definition of measurement strategies, the need to avoid intrinsic
nonlinearities of the devices, the use of structural analysis and, in general, the
overcoming of all those obstacles necessary to achieve the real objective of the
thesis.

That being stated, researches carried out are summarized and organized in the
current thesis as follows. Chapter 2 contains a brief introduction to Hyperloop and
general electrodynamic transport system, focusing mainly on the description of the
components of the experimental test bench, from the static to the dynamic stage;
in Chapter 3 numerical models are summarized. In particular, equations related to
levitation as well as electro-mechanical systems are deeply analyzed and instability
conditions are highlighted. Furthermore, some state observers are introduced
and described from a theoretical point of view; Chapter 4 is fully dedicated to
experimental measurements and numerical simulations. The identification of the
main unknown parameters is described up to the fitting between the Frequency
Response Functions; in Chapter 5 a comparisons between the different state
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observers is discussed by resorting to numerical simulations. Experimental evidence
are summarized to confirm the choose of the most reliable predicting model. A
brief description of an active current control aiming to impose the optimal damping
to the system is introduced. Finally, Chapter 6 closes this thesis work underlining
the main results achieved and encouraging for further studies.
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Chapter 2

A test bench for
electrodynamic suspension

Since their invention, magnetic levitation or Maglev trains have been subject of
massive experimental studies. They have been commercially available only in the
early 21st century and still nowadays they are objective of researches on various
aspects, from the choose of the most convenient levitation system up to the contro-
versial issue of dynamic stability.

From the point of view of the experimental research, it is worth to say that
full-scale prototypes have been proved to be not suitable for detecting magnetic
levitation phenomena and, in particular, dynamic instability [4]. This is because
of the presence of unwanted real non-linearities and added damping effects, for
example those linked to aerodynamic friction. All these aspects make experimental
measurements difficult and prevent reliable results from being achieved. For these
reasons, different scale physical models have been introduced in the past years.

In this contest, the main characteristics and the general design of the experi-
mental test bench which is realized by Politecnico di Torino with the collaboration
of Hyperloop Transportation Technology [18] is described in this chapter. It is
important to underline that such a configuration allows to reproduce the vertical
behaviour of electrodynamic levitation-based system, without getting information
about the transversal or rotational motions. Thus, only the statics or the dynamics
due to lift and drag forces can be detected..
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In the author’s opinion, in order to better understand and appreciate the working
principle and the potentialities of the test bench, it should be clear the suspension
technology to which this thesis is referring. Therefore, the first paragraph contains
a short account on magnetic levitation, with particular attention to trains transport
system.

2.1 Magnetic levitation
Magnetic levitation has been identified as a possible solution able to improve train
transportation systems by now. It was pretty early on when one of the main goals
became that of increasing the cruising speed. This fact slowly led to think of
different solutions with respect to wheel transport which, due to the unavoidable
inertia, had always put a limit on the maximum achievable speed. Thus, the
first step was the removal of wheels and the introduction of different suspension
technologies, among which the magnetic levitation system has emerged as the
most convenient [22]. In fact, different advantages can be achieved: the absence
of mechanical contact allows the reduction of vibrations and maintenance, the
guideway don’t let Maglev train to be derailed, the curves radius became smaller
thanks to higher grades achieved, the load is well distributed so that the structural
design can be lightened and so on. What is certain is that, thanks to magnetic
levitation, trains have increased their speed. Currently, the world record belongs
to Shinkansen L0 Series in Japan which reached 603 km/h on April 2015.

Nonetheless, a reasonable doubt can be raised: is it possible to achieve even
higher speeds? In fact, one can note that another element introduces some limits to
propulsion in addition to the friction between wheel and rail: this is the aerodynamic
friction. In this contest, the “vactrain”, firstly described by the pioneer Robert
Goddard in 1900 and published by Salter then in 1972 [23], has been introduced as
the creative idea of a magnetically levitated capsule in evacuated tubes that would
allow theoretical speeds of thousands of kilometres per hour. By following what
was only an idea at the time, nowadays the hyperloop transport concept is arousing
more and more interest form public and companies as they see the possibility of
overcoming the current technology limits.

2.1.1 Review of Maglev trains technologies
Magnetic levitation is a physical phenomenon that requires the variation of the
magnetic flux in a volume. As it is well known from the theory of electromagnetism,
this generates a back-electromotive force (BEMF). Thus, if the material is a
conductive one, a current flow inside the same. Consequently, the interaction with
a magnetic field will result in repulsive forces in the mechanical domain. So, if
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Figure 2.1: Electromagnetic suspension. a) Levitation and guidance integrated.
b) Levitation and guidance separated.

in some way the guideway rail is made of conductive material and the source of
the magnetic field is mounted on a well-shaped capsule or vice versa, a magnetic
levitation transport system can be obtained.

Basically, there are three types of Maglev levitation technologies [24]:

1. Electromagnetic suspension (EMS);

2. Electrodynamic suspension (EDS);

3. Hybrid electromagnetic suspension (HEMS).

Typically, these technologies can easily be found in trains transport systems.
Electromagnetic suspension relies on the attraction force between rails made

of conductive materials and electromagnets. Since this levitation principle is
intrinsically unstable, EMS requires a proper control system that is able to guarantee
a uniform air gap.
In the contest of electromagnetic suspension, it is possible to find two different
technologies (figure 2.1): the levitation and guidance integrated type and the
levitation and guidance independent type. Examples of the former are the HSST
in Japan and the UTM in Korea; the German Transrapid is representative the
latter instead. Generally speaking, a levitation and guidance integrated EMS is
preferred at low speeds thanks to the reduction of power supply and the number of
controllers; as cruise velocity increases, the second technology type becomes more
favorable because of its design simplicity, even if at an higher cost. Let observe that
electromagnetic suspension can work even if no relative speed is present between
bogie and rail.

Electrodynamic suspension is based on repulsive force between the guideway
track and the capsule. In order to achieve the levitation, a relative velocity is
required. It means that this is a fully passive and stable suspension technology.
On the other hand, it should be observed that wheels are necessary at low speeds

10



A test bench for electrodynamic suspension

Figure 2.2: Electrodynamic suspension. a) Permanent magnets; b) Superconduc-
tive magnets.

and dynamic instability phenomena at higher and higher relative velocities are still
unknown. From a design point of view, the guideway can be made up of inducing
coils or conducting sheets; the bogie can implement permanent or superconducting
magnet (SCM) instead (figure 2.2). Example of the latter one is the Japanese
Shinkansen L0 Series mentioned above; on the other hand, no commercial trains
with PM are present nowadays, but the Inductrack project in USA and the Hyperloop
challenge are trying to develop such a technology.

Hybrid electromagnetic suspension implements permanent magnet partly used
with electromagnets (figure 2.3). This allow the reduction of electric power since
for a certain values of air gap, the PM is able to support the train alone. One of
the drawbacks of this levitation technology is linked to the fact that amplitude of
current control signals would need to be larger than that of traditional EMS one
since permanent magnet are permeable like air.

Figure 2.3: Hybrid electromagnetic suspension.
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2.1.2 The hyperloop concept

Hyperloop is an electrodynamic suspension train moving at speeds of order of
thousands of kilometers per hour inside ideally vacuum tubes (figure 2.4). Although
this technology was presented by Elon Musk [15] as an air-suspended capsule,
the technical and economic advantages related to the electrodynamic levitation
prevailed, especially for being passive system at high speeds. Furthermore, what
was at the beginning a single translating capsule, it has been transformed into a
bogie - pod system to increase dynamic stability.

From a physical point of view, the new version of hyperloop should exploit
inductrack concept: a passive levitation system that employs special arrays of
PM [12]. The relative velocity between the pod and the guideway makes the
magnetic flux of the array to vary inducing eddy current in the track itself. The
interaction with permanent magnet produces a strong lift force. Compared with
other magnetic levitation technologies, the ratio between lift and drag forces is
greater and, moreover, neither cooling system nor complex control circuits are
required. Currently, hyperloop is a technology under development about which
nothing can yet be concluded. This is no more than a matter of speculation
and massive scientific researches. Not only the innumerable advantages mainly
related to eco-sustainability and time saving on travels are discussed, but also some
drawbacks are highlighted. The investment costs are one of these for sure. They
were estimated a price tag of 7 billion dollars, but historically large infrastructure
projects always exceeded their budget. In fact, the economist UC Berkeley has
predicted a cost of 100 billion dollars [25]. On the other hand, even the aspect of
comfort has been pointed out, mainly questioning about the noisy of compressor
fans and the poor atmosphere and scenery expected inside steel tubes. Furthermore,
the maintenance of vacuum has been considered expensive and not foregone.

Anyway, whatever the ending of this project will be, a major scientific effort is
needed as things stand now.

Figure 2.4: Reproduction of an ideal Hyperloop transport technology.
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(a) (b)

Figure 2.5: Experimental test bench. a) Isometric view. b) Cross-section view.

2.2 Test bench layout
The test bench used in this work to validate the integrated models under analysis
(Galluzzi et al. [17]) is a scale model suitable for simulating the vertical dynamics
of translating masses suspended electrodynamically via inductrack: this is the case
of the hyperloop technology.

Although the following thesis is mainly focused in the dynamic study, it has been
seemed appropriate to report a description of the test bench to better understand
how the electrodynamic suspension has been simulated. Generally speaking, some
indispensable elements can be found in the scale model realized (figure 2.5):

1. Halbach array;

2. Main bench;

3. Quasi-static measuring device;

4. Dynamic measuring device.

In particular, all the elements required to simulate the guideway track are installed
in the main horizontal bench; the two measuring devices, on the other hand,
simulate the suspended capsules, obviously integrating appropriate data acquiring
tools and a permanent magnet facing the guideway. Basically, the electrodynamic
suspension requires a relative motion between the track and the bogie. In order
to reproduce this condition, one of the meters (depending on whether one want
to perform a quasi-static or dynamic analysis) is attached to the stator while the
guideway track in the main bench is set in motion. One can observe that this is
exactly the contrary of what happens in real life, where the capsule moves along a
fixed rail. However, no physical differences are present between the two cases and
the motion mechanism control system is significantly simpler.
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Configuration Feature Symbol Value
Number of pole
pairs

NP 1

N45UH NdFeB Number of mag-
net per pole pair

Nm 8

Magnet side
length

am 12.7mm

Magnet in-plane
depth

dm 63.5mm

Table 2.1: Halbach array’s parameters.

The applied constrains and the measurements instruments are configured to
detect information related to the motion along only one direction. It means that
from a quasi-static point of view the test bench make possible to analyse lift and
drag forces; from a dynamical point of view, the general behaviour related to the
vertical dynamics is the only that can be explored, without any information about
transversal or rotational effects. These observations are crucial to have a great
comprehension of the configuration of the measuring stages.

2.2.1 Halbach array
An Halbach array is a particular arrangement of oriented permanent magnets which
allows the magnetic field to be strengthen along one face of the array itself. Thus,
the magnetic flux results in a sinusoidal spatial distribution.

It was precisely the Halbach array that made it possible to implement permanent
magnets in levitation trains. Before its invention, the presence of PM in suspended
vehicles was always rejected as they were considered to have a unsuitable weight –
lift force ratio.

A general scheme of a 45° Halbach adopted in this thesis work is shown in figure
2.6. It consists of 9 permanents magnets with square cross-section of 12.7 x 12.7
mm and a length of 63.5 mm [19]. In table 2.1 some characteristic parameters of
the array are collected.

Figure 2.6: 45° Halbach array configuration.
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Figure 2.7: Cross-section of the main bench. Courtesy of Dr. A. Bonfitto,
Eng.E.C. Zenerino and A. D’Oronzo.

2.2.2 Main bench
In figure 2.7 it is possible to appreciate a cross section of the main test bench and
its characteristic components.

Firstly, one can immediately notice the presence of a copper ring attached to
an aluminum disk: this is the element that must simulate the guideway track. For
this purpose, the aluminum turntable rotates around its axis with a certain angular
speed. The peripheral velocity reached close to the copper track is representative of
the relative speed required for the electrodynamic suspension. It’s clear that in real
life the capsule runs along a straight path, while the rail is simulated by a circular
guideway in the test bench. Thus, a control of the curvature of the copper ring
should be required. In order to get a physical similarity, rotary system diameters
as well as elements thicknesses value have been properly designed [18]. Despite
careful technical design, complications related to the manufacturing process led
to the realization of imperfect components. This is, for example, the copper ring
whose surface is not perfectly flat. Irregularities along the guideway have been
experimentally studied by Bo A. [19]. Their average deviation as a function of the
angular position on the track is shown in figure 2.8.

Moveable parts of the main bench are enclosed in a case made up of two square
aluminum plate with a side length of 1300 mm, separated by four spacers placed at
the corners. This envelope is then completed by as many transparent rectangular
panels made of PVC that allow for a view of the guideway track. All the fixed
parts rest on a welded frame which ultimately constitutes the stator.

The rotational power is provided by an electric motor (Kollmorgen AKM74L
[26]) placed at the bottom of the horizontal bench and connected to a rigid shaft
by means of a torsional joint. An appropriate flange realizes then the link with the
center of the aluminum turntable. Obviously, a pair of rolling bearings have been
chosen and suitable housing have designed to minimize energy losses. The electric
motor is then controlled thanks to a Kollmorgen AKD inverter [27].
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Figure 2.8: Copper track irregularities.

Finally, a hole of suitable size is obtained from the upper aluminum square plate.
This is the point in which the quasi-static and dynamic measuring stages, mounted
via sledge holder, can communicate with the copper ring track making the scale
simulation of the electrodynamic suspension possible.

2.2.3 Quasi-static measuring device
The quasi-static measuring stage can be liked to a triangular cantilever structure
that supports the magnetic pad, as shown in figure 2.9.

The key elements of this measuring device are the load cells: these allow the
drag and lift forces to be detected. It is interesting to focus on the position of cells
themselves, that is neither obvious nor causal. In fact, the complexity of magnetic
phenomena as well as the irregularities of all components, from the magnetic pad to
the copper track, make the real resultant electrodynamic force to have the direction
more complex than the theoretical expected and not easily uncoupling in its main
components. This is why one of the load cells is placed at the top of the meter,
while the other is set to be near the magnetic pad along the direction of the relative
velocity. Furthermore, a pair of horizontal and vertical flexible hinges have been
introduced to connect the load cells with the permanent magnet array. In this way,
a better decoupling of the lift and drag forces could be obtained.

When only the motion along the vertical direction is considered, electrodynamic
quasi-static behaviour is mainly influenced by two parameters, respectively identified
in the relative velocity and in the air gap value. The first variable can be imposed
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Figure 2.9: Quasi-static measuring device.

in the current test bench by acting on the inverter controller of the electric motor;
the distance between the Halbach array and the copper track can be controlled by
resorting to a micromectric linear stage. This one basically consists of a micrometric
screw which by rotating allows the entire quasi-static meter to be raised and lowered
with displacement in the order of hundredth of millimetre.

As already stated in Chapter 1 (§1.2), the quasi-static validation of the
electrodynamic suspension models under analysis has been done in previous works
([19], [20]). Here, only the results in terms of lift and drag curves as a function of
the relative velocity and air gap values have been reported (figure 2.10). These
graphs refer to the 45° Halbach array configuration since this is the only magnet
arrangement studied in the dynamic analysis summarized in this thesis.

(a) (b)

Figure 2.10: Quasi-static experimental results. a) Drag force. b) Lift force. The
row show the increasing effect of air gap.
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Figure 2.11: Voice coil linear actuator.

2.2.4 Dynamic measuring device
The dynamic measuring device (figure 2.12) is an electro-mechanical dynamic
damper consisting of three main parts:

1. Stator;

2. Unsprung mass;

3. Sprung mass.

Furthermore, in order to both control and damp the system, a voice coil (VC)
linear actuator [28] has been introduced (figure 2.11).

As it is possible to understand from the figure above, the copper coils are
wrapped around an aluminum mover that can slide linearly thanks to a guide
housed in the magnetic case. If a current flow in the windings, just the presence of
magnets allows the generation of a force: in this sense, the voice coil makes the
dynamic measuring device actively controlled. On the other hand, it is clear that
this actuator requires a relative movement between the mover and the magnetic
stator to properly work and, consequently, these must be mounted on separate
parts of the dynamic measuring device.

The stator consists of two holed aluminum disks connected by means of a series
of vertical beams. Each of these elements presents a proper shaped slotted housing
useful to mount spring elements. The stator is rigidly attached to the welded
frame via sledge holder. On the other hand, the mechanical link with the unsprung
mass is realized thanks to eight parallel cantilever springs. The arrangement of the
connection points between the two parts is such as to prevent from any possible
large movement except the vertical one. This is why springs are arranged into
two parallel groups of four elements circumferentially placed. In this way, neither
transversal nor rotational movements of the dynamic measuring device are allowed.
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(a) (b)

Figure 2.12: Dynamic measuring device. a) Isometric view. b) Cross-section
view.

The unsprung mass should simulate the bogie of hyperloop and it is the part of
the dynamic measuring stage which has the permanent magnets facing the track
and, so, this is directly subjected to the lift electrodynamic force. From a design
point of view, the unsprung mass is similar to the stator: two aluminum plates
connected by means of four vertical beams. By focusing attention on the bottom
disk, then it is possible to note the presence of the Halbach array on surface facing
the copper track and the mover of the voice coil in the opposite one. It is worth to
observe that the unsprung mass is attached to the stator by a series of springs: this
structural damping is irrelevant compared to the electromagnetic one introduced
by the voice coil and can be neglected; on the other hand, if the voice coil is not
activated and the system behave as a single block mass, the damping of the spring
can influence electromagnetic suspension phenomena and prevent from instability.
However, their presence is necessary to keep this dynamic device in position.

Finally, the sprung mass should simulate the pod of hyperloop and it is a
ferromagnetic core containing the voice coil stator. To better close the magnetic
field lines, this massive block should be covered on the top by a ferromagnetic cap.
Although this was foreseen by the initial design, in practise it was necessary to
add some shims to prevent the mover from hitting the ferromagnetic cap itself and
guarantee in any case a minimum closure of the magnetic field. These shims, made
of rigid polymeric material, have a thickness of about 11 mm and has been made
through 3D printing.

If the quasi-static stage aim to detect the lift and drag forces through load cells,
in the dynamic measuring one it is interesting to evaluate the accelerations involved.
This is why, two PCB accelerometers have been rigidly connected to the sprung
and unsprung masses.
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(a) (b)

Figure 2.13: Dynamic measuring device. a) Isometric view. b) Cross-section
view.

Once the conditioning of acceleration signals is performed, it is possible to
mechanically query the system and obtain different receptances. For example, in
the figure 2.13 it is shown a cascade plot of the electro-mechanical device described
above: curves refer to the frequency transform of the accelerations measurement of
both sprung and unsprung masses during the transient from initial configuration
up to a steady state velocity. It is worth to observe the presence of peaks close
to frequencies multiple of the rotational speed of the rotor and the increasing of
the maximum value when the levitation condition is reached. Frequency transform
have been computed each increasing of 5 rpm.
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Chapter 3

Numerical models and
theoretical background

The importance of a suitable numerical model is the possibility to predict the
phenomenon represented. It’s clear that proper physical laws must be chosen as
well as experimental validation should be required.

Among all the possible theoretical models, certainly those that enjoy the prop-
erty of linearity are preferred. In fact, the superimposition of effects allows a state
space representation and a root locus study. The former is the starting point to
implement different control strategies; the latter simplify the search for instability
conditions. On the other hand, it is worth to note that complex real phenomena
always introduce what mathematically appear as nonlinearities. Nevertheless, if the
dynamic analysis can be restricted around the equilibrium configuration, excellent
results could also be achieved by resorting to linearly simplified equations.

In the following chapter, the numerical models used to represent the dynamic
measuring device of the bench under analysis are summarized. These are liner
integrated multi-domain models since mechanical and electromagnetic domains are
intertwined with each other. Suitable theoretical representations of the electrody-
namic suspension, the voice coil system and the mechanical parts of the dynamic
stage have been proved necessary. Therefore, these are separately discussed before
the introduction of the global integrated model.
Finally, the last section of the chapter is dedicated to a description of the main
state observers that are expected to replicate the test bench in real time.
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Figure 3.1: Schematirc representation of the bidimensional electrodynamic sus-
pension.

3.1 Electrodynamic suspension
Different numerical models related to electrodynamic suspension can be found
in literature according to the technological type considered (§2.1.1). Here, the
Inductrack approach is widely explored since the dynamic measuring device under
analysis wants to reproduce an Halbach array moving along a guideway made of
conductive material.

Thus, let us consider a permanent magnet placed closed to a track moving
with velocity v = {v, 0}T (figure 3.1). Once a proper reference frame is fixed, this
bidimensional problem can be studied by resorting to Maxwell’s equations [14]


∇ × H = J + Ḋ
∇ × E = −Ḃ
∇ · B = 0
∇ · E = ρq

(3.1)

being H the magnetic field intensity, B the magnetic flux density, E the electric
field intensity, D the electric flux density, J the current density and ρq the volume
charge density. All vectorial parameters belong to R2 since only the transversal
motion is considered and, so, the component along y-axes is keep constant. This
system of equations is completed by constitutive laws written for homogeneous and
isotropic linear materials


B = µH
D = ϵE
J = σE

(3.2)
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where µ is the magnetic permeability, ϵ is the dielectric constant and σ is the track
conductivity.
In order to solve the electromagnetic problem, proper border conditions must be
introduced. Different regions with different material properties are present, from
the permanent magnet up to the track, so that continuity conditions are required
too. Furthermore, border effects are implicitly neglected since the in-plane depth
of the Halbach geometry exploited in this work has a larger length than others
characteristic dimensions.

It is worth to observe that neither charges nor active currents can be detected for
the case proposed. Furthermore, the low track relative speeds introduce negligible
frequency variation so that time-derivatives can be deleted from the equations
without losing precision in the model. In this context, the Faraday’s law and the
Gauss’ law become redundant. By introducing the magnetic vector potential A, it
is possible to simplify the system 3.1 as follows∇ × H = σ(v × B)

∇ × A = B
(3.3)

where the expression of current density J has been rearranged taking into account
the related constitutive law (3.2) and by considering a Lorentz term to reproduce
the electrodynamic interaction effect inside the guideway.

Finally, the resultant electrodynamic forces acting on the mechanical domain
can be computed by resorting to the Maxwell stress tensor.

[σ] = 1
4π

A
E ⊗ E + H ⊗ H − |E|2 + |H|2

2 I
B

(3.4)

being I ∈ R2 the identity matrix.
It is clear that such a physical problem can not be solved analytically and

requires a finite element method (FEM) approach. Since the main objective of
this Chapter is fully development of a linear integrated model with suitable state
space representation, such an analysis has not been performed. Anyway, it is
possible to appreciate some interesting numerical results from the paper of Galluzzi
et al, [17].Here, color maps are shown to give an idea of the magnetic flux and eddy
currents distributions for an aluminum guideway in stationary conditions. As it is
expected, induced currents tend to appear with stronger intensity closed to the
track surface facing the permanent magnet.

3.1.1 Lumped-parameter approach
The Maxwell’s equations lead to a complete and precise representation of the
electrodynamic levitation phenomena but, on the other hand, the related model is
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Figure 3.2: Electric parallel circuit.

non-linear and not trivially combinable with mechanical quantities. An equivalent
and approximated approach which can easily fulfill these requirements is that
proposed by Galluzzi et al, [17]. Here, the main idea is the possibility of modelling
the electrodynamic suspension by introducing an electrical parallel of Nb branches
(figure 3.2) able to reproduce the current behaviour inside the guideway track. If
specific resistance Rk and inductance Lk values are assigned to each branch k of
the circuit and proper number Nb is carefully choose, a good approximation of the
exact electrodynamic suspension can be obtained.
In this context, the Maxwell’s partial-differential equations are substituted by Nb

ordinary first-order equations of the type

Lk
dik

dt
+ Rkik + E = 0 k = 1, 2...Nb (3.5)

being E the back-electromotive force and ik the current flowing in the kth branch.
The simplicity of the previous formula is however followed by the need to better
specify ik and E terms.

A first observation is that the electric parallel of branches is simulating a moving
system, i.e. the guideway track. Therefore, the current term should be correct
taking into account that it is referred to a moving (rotating) reference frame. If ω
is the characteristic frequency, then it is possible to resort to the complex notation
and write

ik = ik,re
jωt k = 1, 2...Nb (3.6)

being ik,r the current flowing in the kth branch as seen by an observer rigidly
connected to the moving track itself and, generally, composed of a direct and
quadrature component with respect to the excitation source.

ik,r = ik,d + jik,q k = 1, 2...Nb (3.7)
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On the other side of the formula 3.4, the back-electromotive force E should be
stated. By remembering the Faraday’s law, this is the time-derivative of magnetic
flux linkage λ.

E = dλ

dt
(3.8)

It is well known that the magnetic field associated to an Halbach array is an expo-
nential function of the air gap z and it has a sinusoidal-type spatial distribution
with amplitude Λ0 and pole pitch ratio or wavelength equal to

γ = Nmam

2π
(3.9)

where all the parameters appearing in the equation are summarized in ??. If the
track is moving with relative speed equal to v, than it is possible to express the
magnetic flux linkage as follows

λ = Λ0e
j v

γ e
zP M

γ (3.10)

being zP M the air gap between the permanent magnets array and the copper track.
It is worth to observe that the ratio v/γ coincides with the characteristic frequency
ω introduced above to represent the term ik,r.

By knowing the expression of the current ik and the back-electromotive force E,
the differential equation 3.5 can be properly rearranged. In particular, it is possible
to derive two expression for the direct and quadrature components of the current
so that for the kth branch it results

dik,d

dt
= −Rk

Lk
ik,d + ωik,q − 1

Lk

1
∂λ

∂zP M
żP M

2
dik,q

dt
= −Rk

Lk
ik,q − ωik,d − 1

Lk
(Λω)

(3.11)

A system of 2k equations is thus obtained.
Finally, the resultant electrodynamic forces acting on the mechanical domain

can be computed by resorting to a power balance equation. Assuming the superim-
position of the Nb branches, the drag and lift forces can be expressed by

Fdrag = Λ2
0

γ
e− 2zP M

γ
qNb

k=1

3
ω/ωk,p

Lk(1+ω2/ω2
k,p)

4
Flift = Λ2

0
γ

e− 2zP M
γ

qNb
k=1

3
ω2/ω2

k,p

Lk(1+ω2/ω2
k,p)

4 (3.12)

where ωk,p is the ratio Rk/Lk, i.e. the pole of the kth branch. It is worth to observe
that the lift and drag forces are related respectively to the direct and quadrature
component of the current. In the following work, only the lift force is of interest for
sure. If m0 is a trial mass of the magnetic pad, an ultimate differential equation
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can be written in the mechanical domain by resorting to the Newton law.

m0z̈P M = Flift − m0g (3.13)
being g the gravity acceleration.

The system of 2Nb equations of the type 3.11 together with the relation 3.12 and
the mechanical equation 3.13 represent a numerical model of an electrodynamic
suspension characterized by a permanent magnet and a continuous conductive
material guideway. Although it is simpler than integrating Maxwell’s equations,
unfortunately this system is nonlinear so that it can not be easily used to analyze
the vertical dynamics.

3.1.2 Linearized lumped-parameter approach
The lumped-parameter approach discussed in the previous section allows a rep-
resentation of the electrodynamic suspension but it has still non-linear. For a
preliminary analysis of the dynamic instability of electrodynamic suspension, which
is what is discussed in this thesis, a linearization could be useful. It is worth to note
the non-linearity is directly linked to the expression of the magnetic flux linkage
(3.9) which exponentially depends on the air gap zP M and whose time-variation
is intrinsically linked to the relative speed v. Thus, in the hypothesis of small
displacements, it is possible to linearized the flux linkage amplitude around a
vertical displacement zP M,0 for a given relative velocity v, so that

Λ̄ = λ0e
zP M,0

γ − λ0

γ
e

zP M,0
γ (zP M − zP M,0) (3.14)

Hence, the kth system of equations 3.11 can be rewritten as
dik,d

dt
= −Rk

Lk
ik,d + ωik,q + Λ0

γLk
e

zP M,0
γ żP M

dik,q

dt
= −Rk

Lk
ik,q − ωik,d + ωΛ0

γLk
e

zP M,0
γ (zP M − zP M,0) − ωΛ0

Lk
e

zP M,0
γ

(3.15)

Finally, the resultant electrodynamic lift force acting on the mechanical domain
is rearranged as follows

F̄lift = −
NbØ

k=1

A
Λ2

0
γLk

e
2zP M,0

γ + 2Λ0

γ
e

zP M,0
γ ik,d

B
(3.16)

Again, the vertical dynamics can be explored by assigning a trivial mass m0
to the magnetic pad and writing the related Newton’s law, quite similar to the
equation 3.13 but now whit a linearized lift force.

The system of 2Nb equations of the type 3.14 together with the relation 3.15
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N° [] Rk[ω] Lk[H] ωp,k[rad/s]
1 25.28 0.1084 233.17
2 257.79 0.1799 1432.4

Table 3.1: Lumped-parameter model parameters for modelling the electrodynamic
interaction between an Halbach array and a copper track.

and the mechanical equation 3.13 represent a numerical linear model of an elec-
trodynamic suspension, once the number of branches have been properly chosen.
This result can be achieved by tuning the linearized lift forces as a function of the
air gap z and the relative speed v to the experimental curve obtained during the
quasi-static tests (figure 2.10). However, such a analysis has been carried out by
Pakštys [21]. Here, related results are just summarized and discussed. In particular,
it is worth to underline that the value of the flux linkage amplitude Λ0 is important
to derive the electromagnetic pole frequency of the branches and obtain a precise
representation of the magnetic flux linkage. On the other hand, since the main
goal of the thesis is to study the vertical dynamics and not to get the correct
electromagnetic representation of the levitation system, it is possible to chose any
theoretically possible value for the amplitude Λ0. This is because the lift force is
dependent on the ratio between the inductance and resistance of the kth branch
rather than the absolute values: in this sense, the amplitude of the magnetic flux
linkage is irrelevant. Finally, a value of Λ0 = 1Wb and a number of k = 2 branches
have been considered enough to fit the numerical and experimental lift and drag
force curves. Furthermore, in the table 3.1 all the characteristic parameters of the
electrodynamic suspension linearized model are collected. The guideway track has
been considered to made of copper material.

3.1.3 State space representation

The vertical dynamics around the equilibrium air gap zP M,0 of an electrodymical
suspended mass m0 with permanent magnet moving along a track made of a
conductive material with velocity v can be modelled by resorting to the following
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system of differential linear equations

di1,d

dt
= −ω1,pi1,d + ωi1,q + Λ0

γL1
e−

zus,0
γ żP M

di1,q

dt
= −ω1,pi1,q − ωi1,d + ωΛ0

γL1
e

−zP M,0
γ zP M

di2,d

dt
= −ω2,pi2,d + ωi2,q + Λ0

γL2
e−

zP M,0
γ żP M

di2,q

dt
= −ω2,pi2,q − ωi2,d + ωΛ0

γL2
e−

zP M,0
γ zP M

z̈P M = fP M

m0
− 2Λ0

γm0
e

−zP M,0
γ i1,d + 2Λ0

γm0
e−

zP M,0
γ i2,d

(3.17)

which can be also rewritten so that only first-order differential equations appear

di1,d

dt
= −ω1,pi1,d + ωi1,q + Λ0

γL1
e

−zP M,0
γ żP M

di1,q

dt
= −ω1,pi1,q − ωi1,d + ωΛ0

γL1
e−

zP M,0
γ zP M

di2,d

dt
= −ω2,pi2,d + ωi2,q + Λ0

γL2
e−

zP M,0
γ żP M

di2,q

dt
= −ω2,pi2,q − ωi2,d + ωΛ0

γL2
e−

zP M,0
γ zP M

v̇P M = fP M

m0
− 2Λ0

γm0
e−

zP M,0
γ i1,d − 2Λ0

γm0
e−

zP M,0
γ i2,d

vP M = żP M

(3.18)

being fP M an external force applied to the permanent magnet (or in general to the
trial mass m0).

Since irregularities of track itself can introduce excitation to the system, a more
correct description of the electrodynamic suspension is the following

di1,d

dt
= −ω1,pi1,d + ωi1,q + Λ0

γL1
e

−zP M,0
γ żP M

di1,q

dt
= −ω1,pi1,q − ωi1,d + ωΛ0

γL1
e−

zP M,0
γ zP M − ωΛ0

γL1
e−

zP M,0
γ zin

di2,d

dt
= −ω2,pi2,d + ωi2,q + Λ0

γL2
e−

zP M,0
γ żP M

di2,q

dt
= −ω2,pi2,q − ωi2,d + ωΛ0

γL2
e−

zP M,0
γ zP M − ωΛ0

γL2
e−

zP M,0
γ zin

żin = żin

v̇P M = fP M

m0
− 2Λ0

γm0
e−

zP M,0
γ i1,d − 2Λ0

γm0
e−

zP M,0
γ i2,d

vP M = żP M

(3.19)

It is worth to observe that any disturbances associated to the geometry of the
guideway enter the system in terms of velocity and require an additional trivial
equation for the added unknown variable zin. Moreover, the weight and the mean
value of the levitation force xan be considered perfectly balanced, so that it is
possible to neglect their contribution by focusing only on the effect of the deviation
from the equilibrium configuration.

The presence of a mass allows for the computation of the value of zP M,0 that
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satisfies the equilibrium within the speed range of interest. In static condition, the
lift force matches the weight force and the levitation air gap is obtained as

zP M,0(ω) = −γ

2 ln

A
m0gγ

λ2
0Γ(ω)

B
(3.20)

being

Γ(ω) =
NbØ

k=1

 ω2/ω2
k,p

Lk

1
1 + ω2/ω2

k,p

2
 (3.21)

The unknown variables can be collected in a state vector of the type

{Z}EDS = {i1,d, i1,q, i2,d, i2,q, zin, żP M , zP M}T (3.22)

while the input of the system can be identified in the parameters appearing in the
vector

{U}EDS = {żP M,in, fP M}T (3.23)

Since the final goal of the whole project will be a passenger comfort analysis, the
main output of interest can be identified in the acceleration, so that the output
vector is

{Y }EDS = {z̈P M}T (3.24)

Finally, the electrodynamic suspension model so obtained is a 2 Input - 1 Output
system which allows for the following state-space representation

î
Ż
ï

EDS
= [A]EDS {Z}EDS + [B]EDS {U}EDS

{YEDS} = [C]EDS {Z}EDS + [D]EDS {U}EDS

(3.25)

being [A]EDS the dynamic matrix, [B]EDS] the input gain matrix, [C]EDS]the
output gain matrix and [D]EDS the direct link matrix. All the expression of these
operators can be consulted in the Appendix A1.

3.1.4 Preliminary root locus analysis
In order to carry out a preliminary root locus analysis of the electrodynamic
suspension, a trial mass of m0 = 20.18Kg has been considered. Once all the
parameters of system 3.18 have been fixed (table 3.2), the dynamic stability of the
system can be studied as a function of the velocity of the guideway track at the
reference equilibrium air gap zp0.

The levitated trial mass so considered is characterized by 7 degrees of freedom
(DOF), thus 2 pairs of complex conjugated electrodynamic poles, 1 pole associated
to the irregularities effect and 1 pair of complex mechanical pole can be computed.
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(a) (b)

Figure 3.3: Root locus. a) Mechanical pole. b) Zoom-in view.

Since the dynamic instability takes place in the mechanical domain, only the latter
poles are shown in the root locus plot of figure 3.9. It is worth to observe that the
increasing of the relative speed v drive the curve to cross the imaginary axis before
to collapse close to the natural frequency. Therefore, poles can assume positive
real part and bring the system to a dynamic instability.

Although the model considered has not yet been experimentally validated,
it should however be borne in mind that this is able to perfectly represent the
electrodynamic levitated dynamic measuring instrument in the absence of an
active contribution by the voice coil. By considering values assumed by the
main parameters, the instability would occur at a velocity of v = 4.77m/s which,
being the copper mean radius equal to 0.47m, corresponds to a spin speed of the
rotor of Ω = 97rpm: basically, the test bench should always work in instability
condition since the velocity needed to balance the weight forces is greater than
v = 140m/s. On the other hand, the instability cannot be appreciated neither
from figure 2.13 nor experimentally. This is because in the real system there are
some spring elements between ground and dynamic stage which have a small but
no-zero damping effect. Therefore, once the integrated numerical models have been
experimentally validated, the sub-matrices referable to the state space equations
3.19, in addition to a correction concerning the springs, will constitute an excellent
numerical approximation of the dynamic measurement device in the absence of
active work by the electric actuator.

Λ0[Wb] γ[1/rad] m0[Kg] ωp,k[rad/s]
1 0.0162 20.16

Table 3.2: Electrodynamic suspension parameters.
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3.2 Voice coil actuator
The voice coil actuator is an electromagnetic device that is able to supply an active
force when a current different from zero flows inside its windings. This is due to
the presence of permanent magnets facing the inner surface of the hollow circular
case, which generate a radial spatial distributed constant magnetic field. Having
established that the direction of the flowing active current is circumferential and
that of the magnetic flux is radial, it is possible to state that the average Lorentz’s
force is directed along the axis of the voice coil mover.

It is worth to observe that the presence of a constant magnetic field also influences
the electric domain. This is not only for a kind of a complex mutual inductance
between the ferromagnetic core material and the copper coils, but also because the
movement of the mover during the active actuation causes part of the windings to
leave the magnetized space generating a variation of the magnetic flux. As it is
now well known, this is associated with the appearance of a back-electromotive
force in the electrical domain. Furthermore, this BEMF causes current to flow
in the circuits to which, again in the mechanical domain, a force directed in the
opposite direction to the speed is associated. This suggests a sort of passive viscous
electromagnetic friction

In general, the voice coil actuator under analysis is a complex device to be
modelled. This is for different reasons:

1. The fact that the windings can leave the magnetized space inside the case is
a fundamental requirement for the correct operation of the actuator, but it
introduces non-negligible border effects. Furthermore, it is not possible to
exclude the variation of some representative electromechanical quantities with
the offset (i.e. the displacement of the VC);

2. Inductance properties should take into account the geometry of the copper
coils as well as the effect related to both the aluminum frame and permeability
of the permanent magnets;

3. Both the active force supplied and the back-electromotive force involve also
the aluminum frame since it is made of a conductive material;

4. A kind of non-neglegible static friction characterizes the dynamic contact
between the mover and the related housing;

5. High flowing active currents dissipate lot of energy because of the Joule effect
increasing the temperature and introducing a further variation of the electric
quantities (especially the resistance).

In practice, all these aspects prevent the model to be linear. Thus, a great
approximation have been required.
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Figure 3.4: Schematic representation of the voice coil actuator.

3.2.1 Mechanical domain
Let us introduce and define the mechanical voice coil constant Km as the active
force Fvc,A provided by the device itself for a current of ivc = 1A flowing in its
windings. It depends mainly on the geometry and the material of the mover as
well as the intensity of the magnetic field generated by the ferromagnetic core of
the envelope. The value of the mechanical voice coil constant is provided by the
manufacturer [28] and allows the following relation to be written

Fvc,A = Km(zvc, T ) · ivc (3.26)

being ivc the active current flowing in the copper coils, T the temperature of the
system and zvc the offset-displacement of the mover.

The force described in equation 3.27 can be defined as the active contribution of
the voice coil. On the other hand, a sort of electromagnetic friction is exerted by
the device even if the active voltage is equal to zero, as long as there is a relative
movement between windings and magnets. This effect can be seen as a passive
force Fvc,P generally dependent on the relative speed żvc, the excitation frequency
ω, the mover offset zvc and the temperature T .

If the moving trial mass is globally equal to m0 and the reference frame of figure
3.4 is considered, previous considerations allow to write a mechanical equation of
the type

m0z̈ = Km(zvc, T ) · ivc + Fvc,P (żvc, z, ω, T ) − m0g (3.27)

which is clearly a non-linear second order differential equation.
The previous model can be linearized if, for example, it is possible to consider
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small oscillations around a pre-set offset zvc, to neglect the effect of the increasing
of temperature, to work at low frequency and mean current value and to restrict
the frequency range of interest. Under these hypotheses, the voice coil can be
modelled by resorting to the following numerical linear equation

m0z̈ + cvcv = Kmivc − m0g (3.28)

being cvc the constant electromagnetic damping.
It is worth to say that the hypotheses introduced above are not so limiting, perhaps
except for the offset and temperature dependence. However, even in this case
it is possible to point out the fact that the voice coil behaves as a mechanical
low-pass filter, whereby large displacement never manifest themselves in practice.
Furthermore, if the duration of the excitation is small enough or a new thermal
equilibrium is reached, the effect of the temperature can be neglected.

In conclusion, equation 3.28 can be considered a reliable linear model to charac-
terizing the behaviour of the voice coil actuator in the mechanical domain.

3.2.2 Electric domain
The electrical behavior of the voice coil changes depending on whether the mover
is inserted or not in the magnetic case. In the latter case, it is not difficult to
recognize that the mover alone can be assimilated as a pure RL circuit, so that the
electric equation become

Lvc(T )divc

dt
+ Rvc(T )ivc = V (3.29)

being Lvc the inductance of the coil geometry, Rvc the resistance of the windings
and V the applied voltage.

When the mover is even partially inserted in its envelope, the contribution
due to the interaction with the constant magnetic field as well as the presence
of aluminum parts should be considered. In this context, a more understandable
electric model can be obtained if the response due to the windings only is separated
from that concerning all the remaining effects. In the first case, by following what
has been done in the mechanical domain, it is possible to introduce an electric
voice coil constant Ke, This quantity can be defined as the back-electromotive force
∆VBEMF induced by the magnetic field inside the windings when the relative speed
is equal to żvc = 1m/s. This is the only contribution due to the copper coils and
it depends mainly on the geometry and the material of the mover as well as the
intensity of the magnetic field generated by the ferromagnetic core of the envelope.
The value of the electric voice coil is provided by the manufacturer [28] and, as a
first approximation, it can be assumed equal to the mechanical constant Km. Thus,
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the following relation can be written

∆VBEMF = Km(zvc, T ) · żvc (3.30)

On the other hand, the effect related to the interaction whit the ferromagnetic
core and the alluminum parts of the mover is too complex to model dealing with
linear equations. Strong non-linearities characterize the mutual influence between
windings and other parts of the voice coil and the possibility that the relative
motion can change the geometric configuration to be analyzed further complicate
the analyzes which, obviously, would require the integration of Maxwell’s laws
(3.1) with a finite element approach. Since the main goal of this thesis is not the
modeling of such an actuator, all these effects are summarized in a general unknown
voltage counter-acting effect ∆Vothers.

If the mover is considered to partially stay inside its magnetic case, previous
considerations allow to write an electric equation of the type

Lvc(T )divc

dt
+ Rvc(T )ivc + Km(zvc, T ) · żvc + ∆Vothers(żvc, z, ω, T ) = V (3.31)

which is clearly a non-linear equation with unknown parameters.
A first step to try to make the previous equation available is to neglect the term

related to the counter-acting voltage effects of aluminum parts and ferromagnetic
core during the relative motion (i.e. to model the actuator as an RL circuit). The
following equation is thus obtained

Lvc(T )divc

dt
+ Rvc(T )ivc + Km(zvc, T ) · żvc = V (3.32)

It is clear that the removal of the term ∆Vothers from the equation 3.31 lead to
a wrong model which is not able to represent the electrical behavior of the voice
coil at all. Furthermore the strong depence on the temperature make the equation
non-linear.

A possible solution to increase the efficiency of the model 3.32 is to introduce a
more complex characterization of the inductance Lvc,m that depends on the relative
speed żvc, the excitation frequency ω, the mover offset zvc and the temperature T ,
so that it is possible to write

Lvc,m(żvc, z, ω, T )divc

dt
+ Rvc(T )ivc + Km(zvc, T ) · żvc = V (3.33)

Let observe that such a complex parameter is dictated by an experimental evidence.
In particular, without taking into account the effect related to other elements of
the voice coil and keeping constant R and Km, the inductance apparently appear
to vary with frequency, temperature and offset if one try to estimate it. This is
clearly not certain.
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Starting from the previous equation, a linearization can be performed on the
hypotheses of small oscillations around a pre-set offset zvc, neglegible effect of
the increasing of temperature, low frequency and mean current value and limited
frequency range of interest.Thus, a more accurate model can be obtained

L̄vc
divc

dt
+ Rvcivc + Kmżvc = V (3.34)

being L̄vc a fictitious average value of inductance which should improve the accuracy
of the results.

Contrary to what has been seen for the mechanical domain, the linear model
derived for the electrical one is largely approximate. Although the voice coil behaves
like an electric low-pass filter and both the assumptions of small oscillations and
negligible variation with frequency can be respected, the linearized RL model is
too simple to describe the complex behaviour of the actuator. Moreover, the effect
of the increasing of the temperature on electric quantities is stronger, especially for
the resistance R.

3.2.3 State space representation
The vertical dynamics of a voice coil actuator with a moving mass m0 can be
approximated by resorting to the following system of differential linear equationsz̈vc = −g − cvc

m0
żvc + Km

m0
ivc

divc

dt
= V

L̄vc
− Rvc

L̄vc
ivc + Km

L̄vc
żvc

(3.35)

which can be also rewritten so that only first-order differential equations appear
and a generic external force fvc, including the weight, is considered


v̇vc = fvc

m0
− cvc

m0
vvc + Km

m0
ivc

vvc = żvc

divc

dt
= V

L̄vc
− Rvc

L̄vc
ivc + Km

L̄vc
vvc

(3.36)

The equilibrium configuration can be studied, so that the dynamic analysis
can refers only to oscillation around the mean position. Since the system can be
perturbed by means of external forces and applied voltage, it is preferred to separate
the two effect. In particular, if only external forces are applied, the equilibrium
configuration is described by the following resultsvvc,0 = 0

ivc,0 = 0
(3.37)
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while if only applied voltage is exciting the system, it resultsvvc,0 = 0
ivc,0 = V

R

(3.38)

In both case, the equilibrium position can be computed numerically by resorting
to an integration of the equations 3.36.

The unknown variables can be collected in a state vector of the type

{Z}vc = {vvc, zvc, ivc}T (3.39)

while the input of the system can be identified in the parameters appearing in the
vector

{U}vc =
;

fvc,
1
R

<T

(3.40)

Since the final goal of the whole project will be a passenger comfort analysis, the
main output of interest can be identified in the acceleration, so that the output
vector is

{Y }vc = {z̈vc}T (3.41)

Finally, the voice coil actuator model so obtained is a 2 Input - 1 Output system
which allows for the following state-space representation

î
Ż
ï

vc
= [A]vc {Z}vc + [B]vc {U}vc

{Y }vc = [C]vc {Z}vc + [D]vc {U}vc

(3.42)

being [A]vc the dynamic matrix, [B]vc the input gain matrix, [C]vc the output gain
matrix and [D]vc the direct link matrix. All the expression of these operators can
be consulted in the Appendix A.

Let reflect for a while on the written equations. These refer to a voice coil mover
moving inside an infinitely long magnetized space without neither border effects
nor influence of other parts made of conductive material. In fact, as said in the
previous section, the electric model is incorrect. On the other hand, considering
the objectives of the whole project, this modelling error is not so harmful since
the system should be current controlled. Let note that from a mechanical point
of view, the interaction between voltage and current in the electric domain is
not noticeable since only the absolute value of the current enter the mechanical
system as an external force. So, the model will not be electrically correct, but may
adequately represent the dynamics of interest. The presence or absence of the RL
approximated model is purely arbitrary and does not influence the fitting between
the numerical and experimental frequency responses to which the next chapter
aims.
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Figure 3.5: Variation of the real part of the poles of voice coil system with
increasing electromagnetic damping.

However, the electrical equation will not be eliminated here and in the contin-
uation of the thesis. This is because the modeling complexity of the voice coil
was one of the last to be analyzed in this work. Furthermore, during experimental
identifications, the system was excited by input voltage. Therefore in the numerical
simulations it has been tried to replicate this condition. In order to do that, an
equation capable of converting voltage into current, whatever it was, has been
required.

3.2.4 Preliminary root locus analysis
In order to carry out a preliminary root locus analysis of the voice coil actuator,
the values of parameters of interest (table 3.3) have been taken from previous thesis
works ([19], [20]). Once a trial mass of m0 = 16.45Kg has been considered, the
dynamic stability of the system can be studied as a function of the electromagnetic
damping. This condition is fully equivalent to analyzing the system when damping
is actively added by means of current control.

The actuator model so considered is characterized by 3 degrees of freedom, thus
1 real electrical pole and 1 pair of real mechanical poles can be computed. Note
that the imaginary part is always zero since no stiffness property is present in the
model. Thus, the root locus is useless ant the study of the variation of the real
part of the poles with the damping is preferred, as shown in figure 3.5. It is worth
to observe that even in case of zero electromagnetic damping, the system if always
dynamically stable. Hence, the voice coil introduces no instability into the system,
but on the contrary it contributes to the stabilization of the dynamic measuring
device.
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Lvc[mH] Rvc[ω] cvc[Ns/m] Km[N/A] m0[Kg]
11.1 1.43 207 25 16.45

Table 3.3: Voice coil parameters.

3.3 Dynamic measuring device
The dynamic measuring device consists mainly of a suspended part and no-
suspended part connected by means of springs elements. In particular, the former
is also called sprung mass while the latter is referred as unsprung mass since it is
attached to the stator.

Referring to the figure 2.12, it is possible to note that spring elements are lighter
and less stiff that the massive and rigid suspended and no-suspended parts for sure.
From a mechanical point of view, it means that the natural frequencies associated to
the vertical oscillation modes, which involve a relative motion between sprung and
unsprung mass, are much lower if compared to the internal structural vibrations of
each components. In the general scheme of the project, just the vertical dynamics
is of interest since it is involved in passenger comfort analysis. This is why the
dynamic measuring device can be modelled as a 2-DOFs mechanical system, as
depicted in figure 3.6 where it is possible to identify the presence of two masses
ms and mus. These values correspond to the masses of the sprung and unsprung
parts respectively plus an half contribute (as a first approximation) of the spring
elements for each. These two body are then connected by a massless spring-damper
series ks and cs. Finally, the no-suspended part of the measuring device is attached
to the stator via the elastic element kus as well as an additional damper cus

It is worth to observe that the unsprung stiffness kus corresponds to equivalent
value referred to the elastic contribution Kus,el of a single unsprung spring element.
The same can be said for the sprung stiffness ks which can be thus computed
starting from a value Kus,el referred to a single sprung spring component. Since
elastic elements form two series of eight parallel springs, the following relations can
be written

kus = 8 × kus,el (3.43a)
ks = 8 × ks,el (3.43b)

The kus and ks terms can be computed numerically by considering the first defor-
mation mode and tuning the obtained value via experimental tests.

The damping terms include the structural one related to the springs as well as
the electromagnetic viscous friction cvc introduce by the voice coil actuator. If the
damping of a single unsprung and sprung element can be referred respectively as
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Figure 3.6: Schematic representation of the dynamic measuring device as a 2DOF
mechanical system.

cus,el and cs,el, then it results

cus = 8 × cus,el (3.44a)
cs = 8 × cs,el + cvc (3.44b)

It is noteworthy that the electromagnetic friction is an order of magnitude greater
than the equivalent damping of the springs.

3.3.1 Configuration space
The unknown quantities of the mechanical system under analysis can be identified
in the displacement of the unsprung and sprung mass. Therefore, the configuration
vector {q} can be expressed as

{q} = {zus, zs}T (3.45)

In order to get the mechanical equations, it is possible to resort to the Lagrangian
approach

d

dt

A
∂L
∂q̇

B
− ∂L

∂q
+ ∂F

∂q̇
= Qi (3.46)

being Q the generalized ith force, F the Rayleigh dissipation function and L the
lagrangian operator, This latter is defined as the difference between the Kinetic T
energy and the potential Up energy, so that

L = T − Up (3.47)

Once the Lagrangian equations are solved, a system of linear equations is auto-
matically obtained. This is because, the relations 3.46 intrinsically refer to the
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hypotheses of small displacements, which is crucial to get a linear representation of
the stiffness as well as damping contribution of the spring elements. On the other
hand, the considerations on the linearity of the electromagnetic viscous friction
are the same as previously discussed and, therefore, the same conclusions apply.
Here, the effects of temperature and frequency are also negligible. Mechanical
equations in the configuration space can be obtained by making the relation 3.46
explicit for each of the variable contained in the vector 3.45, operation that requires
the computation of the energetic terms. The related easy expressions are shown
below

T = 1
2musż

2
s + 1

2musż
2
us (3.48a)

F = 1
2cs (żs − żus)2 + 1

2cusż
2
us (3.48b)

Up = 1
2ks (zs − zus)2 + 1

2kusz
2
us (3.48c)

Q = fuszus + fuszus (3.48d)

being fus and fs the external forces acting respectively on the unsprung and sprung
mass, including the active contribution of the voice coil.

By substituting equations 3.48 to the 3.46 and considering the relation 3.47, the
mechanical equations finally can be written in the configuration space asI

musz̈us +(cs + cus)żus −csżs +(ks + kus)zus −kszs = fus

msz̈s −csżus +csżs −kszus +kszs = fs
(3.49)

or in a more compact matrix form as

[M ]{q̈} + [C]{q̇} + [K]{q} = {f} (3.50)

where [M ] the mass matrix, [C] the damping matrix, [K] the stiffness matrix and
{f} the vector of external forces. All the expression of these operators can be
consulted in the Appendix A.

3.3.2 Voice coil influence
It is interesting to neglect for a while the presence of the voice coil actuator and in
general the effect of damping, dealing with the equivalent undamped system

[M ]{q̈} + [K]{q} = {f} (3.51)

If the homogeneous equation is considered and the eigenvalues problem is carried
out, the following natural frequencies can be computed

ωn =

öõõõô1
2(ω2

s(1 + α) + ω2
us)

1 ±

öõõô1 − 4ω2
sω2

us

(ω2
s(1 + α) + ω2

us)2

 (3.52)
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being ωus =
ñ

kus/mus the natural frequency of a single degree of freedom system
with stiffness kus mass, being ωs =

ñ
ks/ms the natural frequency of a single degree

of freedom system with stiffness ks mass and α = ms/mus the ratio between the
sprung and unsprung mass.

On the other end, the active contribution of the voice coil can be made explicit.
In the mechanical domain, this interaction results in a pair of opposite force acting
to the two body. Assuming that a positive value of the current generate a positive
force on the sprung mass and a negative one on the unsprung mass, the system
3.49 can be rewritten asmusz̈us + (cs + cus)żus − csżs + (ks + kus)zus − kszs + Kmivc = fus

msz̈s − csżus + csżs − kszus + kszs − Kmivc = fs

(3.53)

or in a more compact matrix form as

[M ]{q̈} + [C]{q̇} + [K]{q} + [Km]ivc = {f} (3.54)

where [Km] is a 2 × 1 matrix that enter the contribution of the current in terms of
force into mechanical equations. As written, the system 3.55 requires knowing the
value of the current in order to be solved. Otherwise, it is necessary to introduce
an appropriate electrical model thus moving to a multi-domain approach. The
linear equation 3.34 discussed in the previous section is one of the possible solution
that can be implement.
Note that the equivalent undamped system now results

[M ]{q̈} + [K]{q} + [Km]ivc = {f} (3.55)

The study of the poles require to specify if the electric current is a given input
or not. This is an important requirement because in this case natural frequencies
coincide with those of 3.52. In the contrary, the electric behaviour can introduce
stiffness and damping and poles can reveal to have always a no-zero imaginary
part.

3.3.3 State space representation
The vertical dynamics around the equilibrium configuration of the electromechanical
dynamic measuring device can be modelled by resorting to the following system of
differential linear equations

z̈us = − (cs+cus)
mus

żus + cs

mus
żs − (ks+kus)

mus
zus + ks

mus
zs − Km

mus
ivc + fus

mus

z̈s = cs

ms
żus − cs

ms
żs + ks

ms
zus − ks

ms
zs + Km

m s
ivc + fs

ms
divc

dt
= Km

L̄vc
żus) − Km

L̄vc
żs − Rvc

L̄vc
ivc + V

L̄vc

(3.56)
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which can be also rewritten so that only first-order differential equations appear

v̇us = − (cs+cus)
mus

żus + cs

mus
żs − (ks+kus)

mus
zus + ks

mus
zs − Km

mus
ivc + fus

mus

vus = żus

v̇s = cs

ms
żus − cs

ms
żs + ks

ms
zus − ks

ms
zs + Km

m s
ivc + fs

ms

vs = żs

divc

dt
= Km

L̄vc
żus − Km

L̄vc
żs − Rvc

L̄vc
ivc + V

L̄vc

(3.57)

The presence of spring elements allows for the computation of the values of {q}
and ivc which satisfy the equilibrium. Generally, the linear actuator is required to
balance the weight force, so that the oscillations refers to the following values

zus,0 = (mus+ms)g
kus

zs,0 = 0
ivc,0 = msg

Km

(3.58)

It must be stressed that actually the system of equations 3.57 doesn’t work if the
unsprung spring is deformed of the quantity zus,0 since strong non-linearities would
appear. Thus, it is necessary a levitation force to restore the equilibrium position
(i.e. the electrodynamical lift force).

The unknown variables can be collected in a state vector of the type
{Z}EM = {żus, zus, żs, zs, ivc}T (3.59)

while the input of the system can be identified in the parameters appearing in the
vector

{U}EM = {fus, fs, V }T (3.60)
corresponding to external forces applied respectively to the unsprung and sprung
mass and the applied voltage.
Since the final goal of the whole project will be a passenger comfort analysis, the
main output of interest can be identified in the acceleration, so that the output
vector is

{Y }EM = {z̈usz̈s}T (3.61)
Finally, the electromechanical model so obtained is a 3 Input - 2 Output system

which allows for the following state-space representation
î
Ż
ï

EM
= [A]EM {Z}EM + [B]EM {U}EM

{Y }EM = [C]EM {Z}EM + [D]EM {U}EM

(3.62)

being [A]EM the dynamic matrix, [B]EM the input gain matrix, [C]EM the output
gain matrix and [D]EM the direct link matrix. All the expression of these operators
can be consulted in the Appendix A4.

The electric equation can also be neglected from the system 3.57 since it is
rough approximated as has said in the previous chapter.
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(a) (b)

Figure 3.7: Root locus. a) Sprung mass mechanical poles. b) Unsprung mass
mechanical poles.

3.3.4 Preliminary root locus analysis

In order to carry out a preliminary root locus analysis of the mechanical measuring
device, the values of parameters of interest (table 3.4) have been taken from
previous thesis works ([19], [20]). Once unsprung and sprung mass have been set
respectively to mus = 3.73Kg ms = 16.45Kg, the dynamic stability of the system
can be studied as a function of the electromagnetic damping. This condition is
fully equivalent to analyzing the system when damping is actively added by means
of current control.

The dynamic stage so considered is characterized by 5 degrees of freedom, thus 1
real electrical pole and 2 pair of complex mechanical poles can be computed. These
are shown in the root locus plot of figure 3.7. It is worth to say that mechanical
poles have always no-zero imaginary part and even in case of zero electromagnetic
and structural damping, the system is always dynamically stable. This result is
not surprising since the dynamic measuring device is a mechanical damper and the
geometry has been chosen so to balance the instability due to the electrodynamic
suspension.

kus[N/m] ks[N/m] cus[Ns/m] cs[Ns/m] mus[Kg] ms[Kg]
4216 2200 0 207 3.73 16.45

Table 3.4: Mechanical parameters.
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3.4 Electrodynamical levitated electromechanical
system

A permanent magnet rigidly attached to the dynamic measuring stage as well as a
relative motion with respect to a guideway track make possible the electrodynamic
levitation of the device itself. This is the case replicated in the experimental test
bench described in Chapter 2.

The physics analyzed and described in previous sections allow the modelling
of this particular condition. Under assumptions of small displacements around an
equilibrium configuration, constant temperature, narrow frequencies window and
considering a strong approximation that simplifies the electric behavior of voice
coil,it is possible to obtain a linearization of the representation of the electrodynamic
levitation electromechanical system by suitably combining the matrices collected in
appendix A. Therefore, a state space representation is immediately available and a
root locus analysis can be easily performed.

3.4.1 State space representation

The vertical dynamics around the equilibrium configuration of the electrodynamical
levitated dynamic measuring device can be modelled by resorting to the following
system of differential linear equations



di1,d

dt
= −ω1,pi1,d + ωi1,q + Λ0

γL1
e

−zP M,0
γ żP M

di1,q

dt
= −ω1,pi1,q − ωi1,d + ωΛ0

γL1
e−

zP M,0
γ zP M − ωΛ0

γL1
e−

zP M,0
γ zin

di2,d

dt
= −ω2,pi2,d + ωi2,q + Λ0

γL2
e−

zP M,0
γ żP M

di2,q

dt
= −ω2,pi2,q − ωi2,d + ωΛ0

γL2
e−

zP M,0
γ zP M − ωΛ0

γL2
e−

zP M,0
γ zin

żin = żin

z̈us = − (cs+cus)
mus

żus + cs

mus
żs − (ks+kus)

mus
zus + ks

mus
zs − Km

mus
ivc+

+ fus

mus
− 2Λ0

γmus
e−

zus,0
γ i1,d + 2Λ0

γmus
e−

zus,0
γ i2,d

z̈s = cs

ms
żus − cs

ms
żs + ks

ms
zus − ks

ms
zs + Km

m s
ivc + fs

ms
divc

dt
= Km

L̄vc
żus − Km

L̄vc
żs − Rvc

L̄vc
ivc + V

L̄vc

(3.63)
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which can be also rewritten so that only first-order differential equations appear

di1,d

dt
= −ω1,pi1,d + ωi1,q + Λ0

γL1
e

−zP M,0
γ żP M

di1,q

dt
= −ω1,pi1,q − ωi1,d + ωΛ0

γL1
e−

zP M,0
γ zP M − ωΛ0

γL1
e−

zP M,0
γ zin

di2,d

dt
= −ω2,pi2,d + ωi2,q + Λ0

γL2
e−

zP M,0
γ żP M

di2,q

dt
= −ω2,pi2,q − ωi2,d + ωΛ0

γL2
e−

zP M,0
γ zP M − ωΛ0

γL2
e−

zP M,0
γ zin

żin = żin

z̈us = − (cs+cus)
mus

żus + cs

mus
żs − (ks+kus)

mus
zus + ks

mus
zs − Km

mus
ivc+

+ fus

mus
− 2Λ0

γmus
e−

zus,0
γ i1,d + 2Λ0

γmus
e−

zus,0
γ i2,d

vus = żus

v̇s = cs

ms
żus − cs

ms
żs + ks

ms
zus − ks

ms
zs + Km

m s
ivc + fs

ms

vs = żs

divc

dt
= Km

L̄vc
żus − Km

L̄vc
żs − Rvc

L̄vc
ivc + V

L̄vc

(3.64)

It is worth mentioning that the first four equations of the system 3.64 model
the 2-branches electric parallel reproducing the electrodynamic suspension via
linearized lumped-parameter approach. Furthermore, the perturbation introduced
by irregularities of the guideway track are considered by the żin term whose integral
enters the system as a new unknown state variable zin and which influences directly
the dynamics both of the currents ii,d and ii,q and the unsprung mass. It should
be recalled that in the previous system ωi,p is the pole of the ith branch of the
electric parallel while ω is the characteristic frequency of the elecrodynamic force
depending on the relative velocity between the dynamic measuring device and the
track (i.e. the rotor speed of the experimental test bench). The system 3.64 is an
integrated multi-domain model where the lift force, expressed as a combination
of the quadrature component of the currents associated to the electric parallel,
ensures the link between the electrodynamic suspension domain and the mechanical
one; on the other hand, thanks to the voice coil constant, the interaction between
the electric and mechanical domains become possible. Again, it must be stressed
that the last equation related to an RL circuit can be neglected without lose of
information detrimental for the experimental validation and identification of the
model.

The equilibrium position zus,0 is the one that let the unsprung springs to work
around the rest condition. Moreover, the external excitements fus and fs don’t
include the weight forces acting on the two masses of the mechanical system as well
as the mean value of the voltage V that allow the voice coil to balance the weight
itself is not considered. Thus, oscillations refer to the equilibrium configuration.

The unknown variables can be collected in a state vector of the type
{Z} = {i1,d, i1,q, i2,d, i2,q, zin, żus, zus, żs, zs, ivc}T (3.65)
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while the input of the system can be identified in the parameters appearing in the
vector

{U} = {żin, fus, fs, V }T (3.66)

corresponding to external forces applied respectively to the unsprung and sprung
mass and the applied voltage.
The final goal of the whole project will be a passenger comfort analysis and the
current control of the bench which can be carried out also numerically thanks to the
integrated model just defined. Obviously, this requires an experimental validation
that can be performed by comparing the frequency response functions defined as
the ratio between accelerations and current. Therefore, the main output of interest
can be identified in the following output vector is

{Y } = {z̈usz̈sivc}T (3.67)

Finally, the electrodynamical levitation electromechanical model so obtained is a
4 Input - 3 Output system which allows for the following state-space representation

î
Ż
ï

= [A] {Z} + [B] {U}
{Y } = [C] {Z} + [D] {U}

(3.68)

being [A] the dynamic matrix, [B] the input gain matrix, [C] the output gain
matrix and [D] the direct link matrix. All the expression of these operators can be
consulted in the Appendix A5.

3.4.2 Preliminary root locus analysis
In order to carry out a preliminary root locus analysis of the electrodynamical
levitated electromechanical system, the values of parameters of interest (table 3.2,
3.3 and 3.4) have been taken from previous thesis works ([19], [20]). Once unsprung
and sprung mass have been set respectively to mus = 3.73Kg ms = 16.45Kg, the
dynamic stability of the system can be studied both as a function of the guideway
track velocity and the electromagnetic damping, i.e. the two conditions which,
according to what has been said previously, mainly affect the dynamic stability of
the system.

The integrated multi-domain model so considered is characterized by 10 degrees
of freedom, thus 2 pair of complex conjugated electrodynamic suspension poles,
1 pole related to the irregularities state variable, 1 electric pole associated to the
electric actuator and 2 pair of complex mechanical poles can be computed. In
particular,in figure 3.8a sprung and unsprung poles are plotted for increasing speed
values and for a damping coefficient equal to 207Ns/m.

The root locus of the unsprung mass is placed at higher real part values. It is
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(a) (b)

Figure 3.8: Root locus. a) Sprung mass mechanical poles. b) Unsprung mass
mechanical poles.

interesting to note that the trend is quite similar to figure 3.3 but it seems to be
rigidly shifted on the left. This is due to the presence of electromagnetic as well
as structural damping. Practically, the dynamics of the unsprung mass turns out
to be stable in the entire speed range of interest. On the other hand, the sprung
mass has imaginary natural poles without negative real part. These have an higher
modulus if compared with the same of the not unsprung mass. This is because
the measuring device under analysis is a mechanical damper that stabilized the
suspended body itself. In both case, the increasing of speed pushes the real part
towards the imaginary axis.

In figure 3.9 the mechanical poles dependence on the (electromagnetic) damping
is reported for a given velocity of 500rpm (24.61m/s). It should be mentioned that
as the c[vc] coefficient increases, the real parts of the poles of the unsprung mass
become greater in modulus with a positive effect for the dynamic stability. At the
same time, the poles of the sprung mass take on a non-zero real part which tends
to cross the imaginary axis as damping increases. Then, the dynamic stabilization
of the system appear to be not trivial since the presence of a damper has both a
positive and negative effect on the dynamic behaviour or the unsprung and sprung
mass respectively. Therefore, an optimal damping copt value should be exist.

3.5 State observers
A state observer is a mathematical object capable of providing an estimate of the
states of interest of a plant, usually running in parallel with the real system in a
microprocessor [29]. The importance of an observer is linked to the possibility of
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(a) (b)

Figure 3.9: Variation of the real part of the poles of the integrated system
with increasing electromagnetic damping.. a) Sprung mass mechanical pole. b)
Unsprung mass mechanical pole.

having a reference against which to evaluate the error within a control system and
introduce active signals directly proportional to the estimated states into the plant.
In this sense, the term model-based control can be used.

The mathematical relations that rule the behaviour of a state observer can be
derived starting from the state space representation matrices ([A], [B], [C] and
[D]) of the system analyzed. It is clear that if the model related to the plant is
correct, the state observer give a true computation of the state variables {Z} of
interest. Generally, the identification of the real system is affected by a certain
degree of approximation. This is why the available state space matrices ([A]o, [B]o,
[C]o and [D]o) are affected by uncertainty and the estimate of state variables {ẑ}
is consequently not totally correct. This is what happens for the case under study.

In order to increase the efficiency of a state observer, the continuous comparison
between the real measured variables { Y } and the estimated numerical ones {Ŷ } is
useful. Thus a gain matrix [K]o is introduced which multiplies the error committed
by correcting the equation of states at each cycle, so that it results

î
Ẑ(t + 1)

ï
= [A]o

î
Ẑ(t)

ï
+ [B]o {U(t)} + [K]o(Y (t) − Ŷ (t − 1))î

Ŷ (t)
ï

= [C]o
î ˆZ(t)

ï
+ [D]o {U(t)}

(3.69)

being Û} the usual input vector of the plant. Let note that the system 3.69
contains an implied discretization since the model should be implemented in a
microcontroller which works in a finite way.
An example useful to understand how a state observer works is schematized in
figure ?? [29]. Here the regulator definition refers to the fact that the variable {Ẑ}
is used to derive an active control signal for the plant by means of [K]c and [B]c
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Figure 3.10: Schematic representation of a plant and a regulator working in
parallel.

matrices. Moreover, it should be noted that the system represented doesn’t have
a direct link relation between input and output signals. So, this figure is purely
introduced to show the working principle of an observe
Finally, the observability condition must be satisfied. This implies that the observ-
ability matrix defined as

[O] =
5
CT

o , AT
o CT

o

1
AT

o

22
CT

o , · · · ,
1
AT

o

2n−m
CT

o

6T

(3.70)

where n is the number of state variables and m is the number of outputs, must
have maximum rank (i.e. rank equal to n).

For the case under analysis, the definition of a suitable observer can be used to
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estimate the relative velocity between the sprung and unsprung mass

∆v = vs − vus (3.71)

In this way, it could be possible to act on the real plant by giving a force proportional
fc,a to the speed (i.e. a damping force) that allow the electrodynamical levitated
electromechanical device to work in the optimal dynamic condition. This objective
can be achieved if the system is current controlled and if the active value is set to
be

ic,a = (copt − c)∆v̂

Km

(3.72)

according to the equation 3.27. Let note that this value can be positive or negative
depending on the difference between the wanted damping and the actual one.
In the following sections the main state observers studied are discussed.

3.5.1 RL observer
It should be recalled that in the equation 3.34 only the state variables ivc and ∆v
appear as well as the input V . Since in the experimental test bench, the current īvc

and voltage V̄ values are both measured, it is possible to give an immediate estimate
of the relative velocity ∆v̂ by means an RL type observer. Strictly speaking, the
latter cannot be defined a state observer since it is a simple algebraic equation.

Then, the RL observer model can be written as

∆v̂ = 1
Km

A
V̄ − L̄vc

d̄ivc

dt
− Rvcīvc

B
(3.73)

It should be stressed that the previous equation has been derived starting from a
strong approximation and linearization of the real complex electric behaviour of
the voice coil. Moreover even a correction gain matrix [K]0 is not present in the
model. So the RL observer could not properly work since it has been built starting
from a wrong model without considering a real-time comparison between the real
and estimated state variables. On the other hand, such an observer is really simple
and the measuring signals related to the accelerations of sprung and unsprung
mass are not required in the equation 3.73. If both inductance L̄vc and resistance
L̄vc as well as the computation of the discrete time-derivative of the current are
accurate, a sensorless model-based control will be available. These aspects make
the RL observer worth studying solution.

3.5.2 Standard Kalman filter
The Kalman filter is a data fusion algorithm which is able to predict the behaviour
of a real plant by combining the information coming from the numerical model
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with those obtained from experimental measurements. A Kalman filter estimates
the probability density funcion (PDF) of the state variable rather than its discrete
value. In particular, it is assumed that PDFs are of Gaussian type so that the
computation requires to know the variances and covariances. The appropriate
tuning of these quantities allows the Kalman filter to improve the approximation
of the state variables of interest. From a mathematical point of view, it takes the
form of a state observer [30].

Generally, the behaviour of a real plant differs from that of numerical model
because of the presence of some errors in:

1. State space matrices;

2. Measurements;

3. Computation process.

Thus, the state space representation of the discrete real system can be written in a
more correct way as{Z(t + 1)} = [A]o {Z(t)} + [B]o {U(t)} + [Q(w)]

{Y (t)} = [C]o {Z(t)} + [D]o {U(t)} + [R(v)]
(3.74)

being [Q(w)] and [R(v)] the covariance matrices related to the noise on process
and measurements respectively. A Kalman filter algorithm assumes that noises are
of white type and uncorrelated with each other. So, [Q(w)] and [R(v)] appear as
pure diagonal matrices whose ith element is the square of the noise quantity wi and
vi associated to the ith state and output respectively.

For the case under study, the kalman filter can be modelled as
î
Ẑ(t + 1)

ï
= [A]

î
Ẑ(t)

ï
+ [B] {U(t)} + [K]kf ({Y (t)} − {Ŷ (t)})î

Ŷ (t)
ï

kf
= [C]o

î ˆZ(t)
ï (3.75)

where [A] and [B] are the dynamic and input gain matrices related to the electro-
dynamical levitated eletromechanical system as reported in Appendix A4 and [C]o
the output gain matrix of the observer which gives as outputs both the estimated
relative velocity ∆v̂ and the current îvc collected in the vector {Y }kf , The [K]kf

term is the Kalman gain matrix which can be derived by means of the minimization
of the following cost function

Jcost =
∞Ø

k=1

1
{Z(k)}T [Q(w)]{Z(k)} + {U(n)}T [R(v)]{U(k)}

2
(3.76)

The ratio between the wi and vi quantities determines how much the filter can trust
the measurements rather than the numerical model: this is because the updating
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of the state variables in the algorithm foresees a fusion or product between the
Gaussian of the estimated variable and that of the measurement signals.

The output vector {Ŷ } of the state space system 3.75 can be expressed as a
function of the state variables and the input vectors


î
Ẑ(t + 1)

ï
= [A]

î
Ẑ(t)

ï
+ [B] {U(t)} + [K]kf (Y (t) − [C]

î
Ẑ(t)

ï
− [D]

î
Û(t)

ï
)î

Ŷ (t)
ï

kf
= [C]kf

î ˆZ(t)
ï

(3.77)
being [C] and [D] are the output gain and the direct link matrices related to the
electrodynamical levitated eletromechanical system as reported in Appendix A4.
By rearranging the system, it is possible to write that


î
Ẑ(t + 1)

ï
= ([A] − [K]kf [C])

î
Ẑ(t)

ï
+ ([B] − [K]kf [D]) {U(t)}î

Ŷ (t)
ï

kf
= [C]kf

î ˆZ(t)
ï (3.78)

By introducing [A]kf and [B]kf matrices so that it results

[A]kf = [A] − [K]kf [C] (3.79a)
[B]kf = [B] − [K]kf [D] (3.79b)

the Kalman filter observer equations can be finally obtained


î
Ẑ(t + 1)

ï
= [A]kf

î
Ẑ(t)

ï
+ [B]kf {U(t)}î

Ŷ (t)
ï

kf
= [C]kf

î ˆZ(t)
ï (3.80)

being [A]kf the Kalman dynamic matrix, [B]kf the Kalman input gain matrix and
[C]kf the Kalman output gain matrix. The state observer so the defined is a 4
Input - 2 Output system of order 10.

The Kalman filter thus obtained is a standard result of the Kalman filtering
theory. It is an algorithm able to manage the errors in the numerical models
providing a better estimate of the relative speed compared to the same calculated
by means of the RL observer. Moreover, a rejection of the measured noise is
inherently carried out. On the other hand, the presence of both electric and
mechanical disturbances can’t be detected since the Kalman filter relies on a rigid
numerical model that is defined since the beginning. For the same reason, it should
be noted that state space matrices are computed for a given track velocity, so that
the estimation during transients which involve a variation of the relative speed
between pod and guideway can lead to bad estimation.

52



Numerical models and theoretical background

3.5.3 Extended Kalman filter
An extended version of the Kalman filter can be obtained by introducing in the
state space model an other state variable together with its characteristic equation

{Z(t + 1)} = [A]o {Z(t)} + [A]augi(t)aug + [B]o {U(t)} + [Q(w)]
{Y (t)} = [C]o {Z(t)} + [C]augi(t)aug + [D]o {U(t)} + [R(v)]
d
dt

iaug(t) = iaug(t) + waug

(3.81)

being iaug the so-called augmented state variable with characteristic noise waug

and [Q(w)] and [R(v)] the covariance matrices related to the noise on process and
measurements respectively in the sense described in previous section. The [A]aug

and [C]aug terms are the column vectors of the [A] and [C] operators respectively,
precisely those referred to the current state. In fact, these can be expressed as

[A]aug = {A}i,10 i = 1 . . . 10 (3.82a)
[C]aug = {C}i,10 i = 1 . . . 10 (3.82b)

The variable iaug is an augmented state which enter the electrodynamical levitated
electromechanical system as a current and whose dynamics is characterized by an
asymptotic exponential trend. In this way, the iaug can simulate all disturbances
and errors of the models as well as predict sudden disturbances acting on the
system. By properly tuning the noise waug, the velocity of this prediction can be
improved.
It is interesting to observer that an augmented state that enter the main system in
terms of force lead to an observable system. This explain why [A]aug and [C]aug

has been obtain considering the elements which multiply the current state.
The system 3.84 can be rearranged so that the iaug term is included in a new
extended state vectors


î
Ż
ïî

d
dt

iaug

ï  =
C

[A]o [A]aug

0 1

DI
{Z(t)}

{i(t)}aug

J
+ [B]o {U(t)} + [Q(w), waug]

{Y (t)} =
è

[C] [Caug]
é I {Z(t)}

{iaug(t)}

J
+ [D]o {U(t)} + [R(v)]

(3.83)
By introducing a more compact notation, it results{Z(t + 1)} = [A]d {Z(t)}d + [B]o {U(t)} + [Q(w)]d

{Y (t)} = [C]d {Z(t)}d + [D]o {U(t)} + [R(v)]
(3.84)

Since the extended state variable takes into account the effect of perturbation
(included forces), it is possible to reduce the size of the input vector considering
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only the voltage applied. Then, by introducing the submatrices

[B]d = {B}i,4 i = 1 . . . 10 (3.85a)
[D]d = {D}i,4 i = 1 . . . 10 (3.85b)

it is possible to write{Z(t + 1)}d = [A]d {Z(t)}d + [B]d {U(t)}d + [Q(w)]d
{Y (t)}d = [C]d {Z(t)}d + [D]d {U(t)}d + [R(v)]d

(3.86)

where {U(t)}d and [R(v)]d take into account only the voltage input and, thus, they
contain the usual elements that ensure the voltage to enter the system.

Ones defined that the augmented system 3.86 is observable, the standard Kalman
algorithm procedure can be applied, but in this case with an augmented variable
that take into account all the perturbation. This is why it is possible to refers the
Extended Kalman filter only to the electromechanical subsystem. Thus, by substi-
tuting to [A]o, [B]o, [C]o, and[D]o matrices the [A]EM , [B]EM , [C]EM , and[D]EM in
Appendix A.3 respectively and introducing the extended variable in the same why
done before, the following system can be written

î
Ẑ(t + 1)

ï
d

= [A]EM,d

î
Ẑ(t)

ï
d

+ [B]EM,d {U(t)}d +
= +[K]ekf (Y (t)d − [C]EM,d

î
Ẑ(t)

ï
d

− [D]d
î
Û(t)

ï
d
)î

Ŷ (t)
ï

ekf
= [C]ekf

î ˆZ(t)
ï

d

(3.87)

being [C]ekfand
î
Ŷ (t)

ï
ekf

the [C]kfand
î
Ŷ (t)

ï
kf

terms introduce in the previous
section but with a different subscript to underlinde that this system is referred
to an Extended Kalman Filter; [A]EM,d, [B]EM,dand[C]EM,d are the augmented
electromechanical matrices As the previous case, the relative velocity and the
current are the output of the observer and the extended Kalman gain can be
computed as the minimization of the cost function so defined

Jcost =
∞Ø

k=1

1
{Z(k)}T

d [Q(w)]d{Z(k)}d + {U(n)}d :T [R(v)]d{U(k)}d

2
(3.88)

With the same procedure seen before, it is possible to express the system 3.87 in a
more compact form by collecting the different terms dealing finally with a system
of the type 

î
Ẑ(t + 1)

ï
d

= [A]ekf

î
Ẑ(t)

ï
d

+ [B]ekf {U(t)}ekfî
Ŷ (t)

ï
ekf

= [C]ekf

î ˆZ(t)
ï

d

(3.89)
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being

[A]ekf = [A]EM,d − [K]ekf [C]EM,d (3.90a)
[B]ekf = [[B]EM,d − [K]ekf [D]d, [K]ekf ] (3.90b)

(3.90c)

and the state vectors î
Ẑ(t)

ï
d

= {żus, zus, żs, zs, ivc, iaug}T (3.91a)î
Û(t)

ï
ekf

= {{Û(t)}d, {Y (t)}d, }T = {Vplant, z̈us,plant, z̈s,plant, ivc,plant}T (3.91b)î
Ŷ (t)

ï
ekf

= {∆vextimated, i(t)extimated}T (3.91c)
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Chapter 4

Experimental measurements
and identification

The prediction of numerical models can be affected by some uncertainties. This
is generally because building a theoretical representation of the phenomenon has
a need for the introduction of various simplifying hypothesis. If on the one hand
these allow to obtain linear and generalizable solutions, on the other hand they
can also lead to over neglect the effect of complex physics.
In order to improve the reliability of a numerical model, a suitable idea can be that
of comparing theoretical results with experimental evidences of prototypes. In this
sense, it could prove crucial to calculate the Frequency Response Function (FRF)
which is a full-fledged identity card of a system able to describe its behaviour in
the frequency domain.

Based on these observations, in this Chapter the model of the electrodynamical
levitated system under analysis is identified and experimentally validated. This
has been required setting up a working measuring strategy, wondering about the
most convenient input excitation signals and focusing on the output of interest. In
addition, the identification of the main parameters that make up the numerical
equations is discussed as these have proved useful for obtaining first attempt values
from which to start for the curve fitting of the frequency response functions.
In such a context, this Chapter can be considered as the meeting point between the
experimental measurements carried out using the test bench presented in Chapter
2 and the numerical simulations of the models described in Chapter 3.
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4.1 Experimental measurements

Experimental measurements require a well-defined action plan, from setting up
the equipment necessary to let the test bench work properly to the definition of
signal processing methods and extraction of the information of interest. This is
why, in this section the attention is only focused on the experimental side of the
identification procedure.

(a)

(b)

Figure 4.1: Schematic representation of the measuring and open loop control
strategy. a) General measuring and control chain. b) Zoom-in on the dynamic
measuring device.
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4.1.1 Measuring and control strategy
A schematic diagram of the measuring and control strategy adopted for the case
study is shown in figure 4.1.

The number of Host PCs needed from the set up is equal to three, but in practice
the monitoring of both the electric motor and the voice coil has been entrusted to
a single computer.

The Host PC n.1 is responsible for controlling by means of Kollmorgen Work-
Bench 2.10.0.7363 the Kollmorgen AKD inverter which in turn drives the Koll-
morgen AKM74L motor. The working speed range exploited goes from 450 up
to 600rpm. In order to reduce the time test, an acceleration of 5rpm/s and a
deceleration of 2rpm/s have been established. The latter is smaller than the former
since the presence of a drag force helps to brake the copper track. It is worth to
say that lower velocities have not been considered because of the extreme reduction
of the equilibrium air gap needed to balance the weight force of the dynamic
measuring device. Furthermore, this decrease in lift force is accompanied by an
increase in drag force and, consequently, in energy losses and in temperature, so
that the experimental validation of the electrodynamic suspension could have been
invalidated. On the other hand, higher speeds have not been imposed for safety
purpose since the design rotational velocity of the copper ring is about 750rpm.

The Host PC n.2 manage the input signals which excite the dynamic device
starting from a constant voltage power supply. This task is fulfilled by means
of LaunchXL-F28379D Texas instrument, the microprocessor of the measuring
chain, and implies also the prior building and deploying of a script program in C
language. To be more precise, all codes have been written via Simulink®, while the
translation into the language required by the launchpad was done thanks to special
extensions.

The Host PC n.3 is connected to Scadas Mobile LMS acquisition system via
EtherCat communication. Thank to the Simcenter TestLab Signature acquisition
interface, it can receive and save the desire output signals.

4.1.1.1 Open loop voltage control

During experimental tests, the dynamic stage has been controlled in open loop by
imposing a reference voltage value. All the input signal generation phases which
lead from the power supply to the excitation of the device itself have been managed
by LaunchXL-F28379D instrument at the working frequency of fLP,s = 20KHz.

In order to enforce the desired voltage value, a power supply and a system
capable of manipulating this constant power signal have been required. The first
task has been fulfilled by implementing in the test bench a TTi CPX400DP Power
Supply with constant voltage of 12V and maximum released current of 6.5A. These
values are justified respectively by considering previous experimental activities and
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Figure 4.2: Block diagram related to the conversion of the reference voltage value
into the CMP input.

the maximum admissible current of voice coil windings.
On the other hand, it is clear that a power supply alone does not allow to

control a linear actuator as it is able to give a constant voltage value and a cur-
rent which will consequently varies according to the impedance of the circuits of
the chain. This is why a BOOSTXL-DRV8323Rx has been introduced between
the voice coil and the launchpad. This is basically an extension module of the
LaunchXL-F28379D that outputs the desired voltage signal by means of an H -
bridge. Therefore, the launchpad should provide the related Duty - cyle properly
converted into counter compar (CMP) signal.
Figure 4.2 schematizes the main steps in a sequential manner for a better under-
standing. It is worth to note that the wanted voltage value V is used to calculate
the time the H - bridge switches are closed with respect of the characteristic period
of the so called ePWM module (i.e. CMP input). In particular, it results

CMP =
3

V
100
24 + 50

4
P W MCounterP eriod

100 (4.1)

where 24V is twice the value of 12V given by the power supply. This is because
the H - bridge works in a double legs way so that even negative voltage can be
provided. Consequently, if the switches are closed for half of the characteristic
period then the voltage signal is zero. This explains the presence of "50" in the
previous formula.
The result obtained from 4.1 let the BOOSTXL-DRV8323Rx compute the pulse-
width modulation (PWM), that is the square-type signal whose mean value is
equal to the desired voltage. Anyway, the part of the script program that allows
PWM signal calculation was derived from previous work ([18], [19], [20]).

Finally, experimental output acquired from the test bench are the results of a
series of input sent to the voice coil and managed via an open loop voltage control.
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4.1.1.2 Input signals

The script program executed by the launchpad has been compiled so that the
dynamic measuring device could receive three fundamental input:

1. Load reliever signal;

2. Chirp signal;

3. Sinusoidal signal.
All listed input are voltage analogue excitations, as discussed in the previous
subsection.

The load reliever is a step input signal with final value V0 which balance the
weight force of the sprung mass. Numerically this is

V0 = 1
Rvc

3
msg

Km

4
(4.2)

From a theoretical point of view, feeding the voice coil with such a voltage should
indifferently guarantees the suspension of the sprung body for each offset. In this
sense, the equilibrium position seems to be indeterminate. Experimentally activities
have refuted this observation since the mechanical constant of the voice coil is
actually lightly-dependent on the offset so that the equilibrium position depends
on the combination of both the final value of the step signal and the local value
assumed by Km.
On the other hand, in the static equations also the spring elements must be
involved. This fact has made the estimation of the load reliever not foregone since
the deformation of the springs introduces auxiliary forces which contribute to the
weight balancing. As a consequence, the sprung mass can be lifted for voltage values
smaller than the theoretical expected one; larger values may push the body slightly
away from the wanted position. In both case, the springs are pre-stressed and the
offset changes resulting in a system which doesn’t work around its equilibrium
configuration. Therefore, it can’t be modelled by resorting to linear equations of
Chapter 3 without introducing errors.
Experimentally, a value of 10.5V has been imposed. This is an approximation by
excess of the theoretical expected voltage V0 since it wants to take into account for
the increasing of the resistance Rvc due to the Joule effect.

The chirp signal is a sinusoidal-type voltage signal Vchirp(t) whose frequency
increase linearly over time so that it results

Vchirp(t) = Vchirp,0sin(2παchirpt2) (4.3)
being Vchirp,0 the amplitude of the input and αchirp the coefficient of time growth
of the frequency

αchirp = fchirp,max − fchirp,min

∆tchirp

(4.4)
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Figure 4.3: Block diagram for the generation of the discrete chirp signal. Note
the presence of a switch block: when the maximum frequency is reached at the
target time, this operator switches to a sinusoidal discrete signal with a constant
frequency equal to Fmax.

where ∆tchirp t is the characteristic chirp time required to reach the maximum
frequency fchirp,max starting from the initial one fchirp,min.
The chirp signal is the solution adopted to explore the dynamic stage behaviour
at different frequencies. It is worth to say that the classic impact test involved
on these occasions turns out to be inefficient because the system under analysis is
quite massive.
The function written before can’t be deployed in a microprocessor, such as the
LaunchXL-F28379D, which works in a finite way. The discretization of the equation
4.3 was performed using a counter module which simulates the time variable t by
increasing the counter value by one unit for each work cycle. A square operator
as well as a sine-wave module have been then combined as shown in figure 4.3 in
order to replicate the function 4.3 in a finite way. Finally, the counter reset signal
is driven by a not operator applied to the chirp input enable.

The script program generated for the case study allows to define the initial
frequency fchirp,min and the maximum one reached fchirp,max as well as the charac-
teristic chirp time ∆tchirp; moreover it is possible to chose in real time the value
of the amplitude Vchirp,0 of the chirp signal. Generally, the ∆tchirp should be a
compromise between a fast excitation that doesn’t raise the coils temperature
excessively and the possibility of revealing narrow resonances or anti-resonances; on
the other hand, the amplitude Vchirp,0 should generate output signals in which the
deviation induced by the noise is negligible without however leading the system to
perform large displacements which could introduce non-linearity in the parameters.
Experimental activities have revealed the values collected in the table 4.1 to be
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fchirp,max[Hz]fchirp,min[Hz] ∆tchirp[s] V0[V ] Vchirp[V ]
1 50 50 10.5 0.75

Table 4.1: Mechanical parameters.

suitable for the case analyzed.
A simplified version of the chirp voltage signal is the mono-frequency counterpart

Vsin(t) = Vsin,0sin(2πfsint) (4.5)

being Vsin,0 and fsin the amplitude and the characteristic frequency of the sinusoidal
signal respectively.
This type of input has been introduced to understand how some system parameters
would varied with frequency. In fact, the related output is a sinusoidal type signal
too. Therefore, is relatively easier identify the wanted quantity via analytical
formula.
As the previous case, the function 4.5 must be discretized too. This task has been
fulfilled in a similar way to what is shown in figure 4.3, but whitout varying the
frequency since it has been imposed in real time.

The voltage signal has been acquired directly from a digital to analogue converter
(DAC) pin of the launchpad and post-processed via Scadas Mobile LMS acquisition
system.

4.1.1.3 Output signals

It should be recalled that the main goal of the whole project is the passenger
comfort analysis of an electrodynamic levitation-based transport system depending
also on the dynamic stability. In addition to the intrinsic behavior of the system,
it should be remembered that it is possible to add active damping if one switches
to active current control and the estimated relative velocity obtained from any
observers is reliable. Therefore, it should be clear why the following output have
been preferred among the signal acquires:

1. unsprung acceleration;

2. sprung acceleration;

3. current;

In particular, the accelerations have been sensed thanks to two PCB Piezotronics
accelerometers screwed onto the upper aluminum plates of the sprung and unsprung
masses respectively; the third signal has been detected by means of a current clamp
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Measuring instrument Type Gain sensitivity max
value

Accelerometer 60305 12.95 mV/g 4g
Accelerometer 60307 12.64 mV/g 4g
Current clapm PR30 100 mV/A 15A

Table 4.2: Measuring instruments and data acquisitions parameters.

PR 30 directly from the supply cable of the voice coil. All listed output are
analogue voltage acquisitions whose sensitivity gain are collected in table 4.2.

Acquired signals have been managed by the combos Scadas Mobile LMS ac-
quisition system and Simcenter TestLab Signature acquisition. The former is the
hardware device that inherently converts, filter and process data from transducers
into digital ones so these can be displayed analyzed, and stored in a computer (i.e.
Host PC ) n.3; the latter is the data acquisition software.
The setup of the measuring equipment has been a crucial point of the experimental
tests, which led to spending time in order to get meaningful results. This process
has involved mainly Siemens software in clearly define not only the sensitivity
gains but also the acquisition ranges of sensed signals. In fact smaller upper limits
could cause channel saturation while larger limits imply poor resolution. In table
4.2 chosen ranges can be consulted.

One of the most important measuring parameter which has been carefully dis-
cussed is the sampling frequency fs. According to the Nyquist theorem, it should
be at least twice the maximum signal frequency. Since the ultimate goal of the
project is a human comfort analysis, the frequency range of interest spans from 0
up to 30Hz and, consequently, fs should be set at least to 60Hz. On the other
hand, although a 30Hz oscillation can be detected, in practice the resolution is so
low as to have poor output signals. This is why a safety factor on the sampling
frequency should be expected.
For the case study, a value of 40KHz has been chosen. This may seem too high
value which also risks dirtying acquired signals with high-frequency noises from the
launchpad. Actually this happens and it has required filter action in post-processing
activity. Nevertheless, a very large value was chosen for the resolution frequency
because in the first tests, aimed at determining the electromagnetic damping of
the voice coil only, the presence of dry friction generated acceleration signals with
strong variations in a short time. In this case, small values of fs have lead to poor
output resolutions. In is worth to say that the effect of dry friction is not revealed
in the levitating 2-DOFs system because of the presence of a cushion of vibration
due to the irregularities of the copper track. Anyway, the sampling frequency has
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been set at 40KHz also in this case knowing that, thanks to the rapidity of tests,
the amount of memory occupied by stored data would not have been worrisome.

In the end, once the acquired data have proved to be physically and mathe-
matically acceptable, it has been possible to proceed with the identification of the
integrated model representing the electrodynamical levitated electromechanical
system.

4.1.2 Parameter estimation
The estimation of all those unknown parameters on which the numerical model
is based is a crucial step for the fitting of the integrated equations with the
experimental test bench. The word "estimation" is not a random choice: since the
total number both of degrees of freedom and uncertain variables is large enough, it
could be hard trying to match directly the experimental and numerical FRFs. A
more convenient proceeding way has been that of carrying out a rough estimation
of the unknown parameters in such a way as to have suitably starting trial values
which have been subsequently tuned. It must be stressed that the reliability of
the quantities found depends on how much the system does not deviate from
linearity since the numerical models, chosen to describe the test bench, are based
on this strong assumption. Furthermore, to simplify the estimation procedure, the
disassembly and reassembly of the mechanical measuring device has been allowed
in order to obtain more convenient configurations according to the parameter to
be analysed. It is worth to say that in this context all experimental activities have
been carried out without turning on the electric motor which drives the copper
track, i.e. the electrodynamical levitated electromechanical system has been turned
into a 3 − DOFs electromechanical system (2 mechanical and 1 electrical degrees
of freedom) with the unsrpung mass resting on the ground. This is because the
quantities relating to the electrodynamic suspension model carried out by Pakštys
have been assumed to be correct [21].

That said, the unknown parameters for which a first attempt estimation has
been provided are the following:

1. Voice coil constant;

2. Sprung and unsprung mass;

3. Sprung and unsprung stiffness;

4. Voice coil electromagnetic damping;

5. Voice coil resistance;

6. Voice coil inductance.
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Domain Parameter Value
Electromechanical KM 25N/A

Mechanical mus 3.73Kg
ms 16.45Kg
kus 4216N/m
ks 2200N/m
cvc 207Ns/m

Electric Rvc 1.43Ω
Lvc 11.1mH

Table 4.3: Characteristic model parameters from previous works.

The nominal as well as the estimated quantities given in previous thesis works ([18],
[19], [20]) are collected in the table 4.3.

It must be stressed again the fact that the some estimation provided in the
following subsections have to be understood as something that should make the
fitting between FRFs curve easier and nothing more.

4.1.2.1 Voice coil constant

The nominal value of the GeePlus voice coil constant is provided by the manu-
facturer. This data has been considered reliable and for this reason the value as
indicated in the table 4.3 has been used in the experimental identification procedure.
Despite this, it has been regarded as interesting to evaluate the behaviour of such
a variable.

From the available datasheet [28], the force exerted by the voice coil as a func-
tion of the displacement is provided, as reported in figure 4.4a where the previous
parameter has been normalized with respect of its maximum value. In the same
graph, it is shown a rough experimental evaluation of the force supplied for different
mover offset. This trend has been obtained by evaluating the weight force exerted
by the voice coil for a given voltage. Anyway, this estimation is so rough that it’s
not worth looking into further.

Beyond the absolute value, it is interesting to note how the mechanical voice
coil constant varies in a non-linear way with the offset. On the other hand, there is
a large range of displacements where the variation is negligible. Since the maximum
value of the oscillations has been always lower than 30mm in the working condition
analyzed, the Km parameter has been assumed to be constant. The consequent
error later have proved to be negligible.

It is also noteworthy the variation of the voice coil constant with the temperature.
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(a)

Figure 4.4: Voice coil constant. a) offset dependency. The blue line refers to
the estimated parameter; the black line refers to the datasheet information. b)
Temperature dependency.

The available datasheet provides information of the peak force at different percent-
age of the variable P100 defined as the continuous excitation power at which the coil
attains the temperature of 120°C with the part mounted to a massive heatsink at
120°C. How it is possible to appreciate from figure 4.4, the temperature dependency
is strong and cannot be neglected if the time duration of a test involving the voice
coil is too long, especially in case of high currents.

4.1.2.2 Sprung and unsprung mass

The sprung and unsprung mass have been evaluated by simply weighing the various
components of the dynamic device. In order to accomplish with this objective,
the measuring stage has been dis-mounted, the mass of each single part has been
assessed and finally summed to get the searched values. It is worth to say that even
the weight of screw elements have been considered in the computation. Furthermore,
as a first approximation, the masses of the springs have been distributed equally
among the parts involved in the connection.

The nomenclature of each component of the dynamic measuring device is
reported in figure 4.5 while the related mass values are collected in table 4.4.
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Figure 4.5: Description of the main parts of the dynamic measuring device. 1)
Top alluminum plate; 2) bottom alluminum plate plus magnetic pad; 3) vertical
alluminum beams; 4) voice coil mover; 5) unsprung spring; 6) ferromagnetic core;
7) voice coil magnetic case; 8) ferromagnetic cap. 9) sprung spring.

Unsprung
mass

Sprung
mass

N° Mass [Kg] N° Mass [Kg]
1 0.46 6 5.44
2 2.52 7 7.48
3 (x4) 0.512 8 2.84
4 0.66 9(x8) 0.036
5 (x8) 0.09 - -

4.2 15.82

Table 4.4: Mass values. Screws mass is included in the total sprung and unsprung
mass.
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4.1.2.3 Sprung and unsprung stiffness

The sprung and unsprung stiffness have been evaluated by means of an impact test.
This is a quite popular identification procedure for the estimation of mechanical
systems frequency response functions since the Fourier Transform of an impulse
tends to be constant so that each vibration mode can be equally excited.

The impact test has required the use of an instrumented hammer directly
connected to Scadas Mobile LMS acquisition system. This is basically an hammer
with a force transducer in its head that sense the generated impulse. This latter
is then converted into an analogue voltage signal. From the point of view of
the software, the introduction of the related sensitivity gain as well as a proper
calibration of the instrumented hammer have been taken into account. Furthermore,
the output has been given directly in terms of frequency response function so that
stiffness values ki have been computed considering the frequency w̄n,ki associated
to the resonance peak by resorting to the following formula

ki = m̄ki × w̄2
n,ki (4.6)

being m̄ki a mass value that has yet to be defined.
In order to properly manage the equation 4.5, some considerations about the

stiffness measuring and estimation procedure should be discussed, starting from
the design and assembly features. In figure 4.6a), springs appear to be arranged
circumferentially. As it has been described in Chapter 2, the unsprung elements (red
ones) connect the stator and not suspended body while the sprung springs (green
ones) are the only mechanical link between the two mass. From a structural point
of view, these elastic elements can be assimilated to arc-shaped beams partially
clamped at both ends. The word "partially" is not casual: the admissible relative
vertical motion between the sprung and unsprung mass allows a relative macro-
displacements between the extreme clamping constraints of each sprung springs; the
same could be state for unsprung springs since a vertical relative macro-movement
between the not suspended body and the stator is possible. Furthermore, it is
worth to note the screw connection that keep in position each ends of the elastic
elements in their housing allows a macro-rotation around the vertical direction as
well as small compliance constraints in all other ones.
An other consideration regards the computation of the stiffness from the natural

frequency obtained thanks to the impact test mentioned above. In fact, spring
elements under analysis are continuous body and, so, they have theoretically a
infinite number of natural frequencies depending also on the type of deformation
considered. Even if this apparent obstacle can be overcome by stating that only the
first flexural mode shape are considered, an more intricate problem still remains
unsolved. This regards the mass value m̄ki that should be considered in the
computation of the sprung and unsprung stiffness starting from the knowledge of
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(a) (b) (c)

Figure 4.6: Subsystem configuration for the estimation of the springs stiffness.
The blu lines show the point in which both the impulse has been applied and
the accelerometer placed. a) Springs arrangement. b) Subsystem used for the
estimation unsprung stiffness. c) Subsystem used for the estimation of the sprung
stiffness.

the first natural frequency w̄n,ki. In fact, the 4.5 is a typical equation of a single
degree of freedom system with lumped mass and stiffness. This expression can
be extended to a multi-degrees of freedom system if it is possible to ensure great
difference between inertial and elastic properties of its different parts. Actually,
this is the case of the dynamic measuring device where the two bodies are more
rigid and massive than the springs elements. In this sense, one could think to
substitute the values of mus and ms for m̄ki in order to get kus and ks respectively
via equation 4.5. If this is theoretically correct, from an experimental point of view
this is practically impossible since the elastic elements are so deformed because
of the high bodies mass that they are not free of vibrating. On the other hand,
considering springs alone cannot be the correct way forward. In this case it is
difficult to replicate the specific constraints of the dynamic measuring device and,
moreover, the mass is distributed in such a way that the 4.5 equation can lead to
erroneous results.

In this context, the solution to the problem has been found by disassembling
the system and reassembling it according to different configurations. In particular,
for the estimation of the unsprung and sprung stiffness the systems shown in figure
4.6b and 4.6c have been used respectively. Starting from the dynamic measuring
device, a precise subsystem has been derived which is made of the two aluminum
plates and the four vertical beams of the not suspended body. The mass of such
a substructure, that can be computed thanks to the values collected in table 4.4,
allows to maximize the lumped mass attached to springs without an excessive
pre-stress of the same.
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(a) (b)

Figure 4.7: Frequency response function of the spring elements. a) Sprung spring.
b) Unsprung spring.

In a first case, this subsystem has been connected to the stator by means of only
the unsprung elastic elements; in a second case, the same has been connected to
the massive ferromagnetic core (which has thus played the role of ground) via
sprung springs. In this way, two SDOF-type systems have been derived, the impact
test have been applied to this configurations and the FRFs have been obtained, as
shown in figure 4.7. It should be mentioned that the frequency response function
related to the configuration of figure 4.7b has been computed numerically since free
oscillations has been acquired in the time domain. This has no particular meaning
but is linked to the fact that previous incorrect measurements have required the
acquisitions to be carried out again, by which time the impact test bench had
already been decomposed.
Starting from the FRFs, the natural frequencies w̄n,ki have been detected and the

stiffness values computed via equation 4.5. All results are summarized in table 4.5.
Simultaneously with experimental measurements, numerical simulations have

been carried out to in order to have reference theoretical values. The software
Ansys has been widely used to define FEM model. To be more precise, the springs
have been modeled with four-node plate elements. At one of the end of the body

Type ω̄n,k[rad/s] m̄k[Kg] kexp[N/m] knum[N/m]
Unsprung 89.6 1.1075 8891 8837
Sprung 50.33 1.74 4407 4450

Table 4.5: Estimated stiffness. Both experimental kexp and numerical knum are
shown.
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(a) (b)

Figure 4.8: Numerical structural simulation of spring elements. a) Sprung spring.
b) Unsprung spring.

involved in the clamp all displacements except rotation about the vertical axis have
been blocked; at the other one the same constraints have been applied but the
vertical displacement of each node has been leaving free. It is worth to note that
no constraints compliance have been introduced. So, the numerical stiffness should
be expected to be greater than the experimental one.
Finally a vertical unit force has been applied at the proper end so that stiffness

have been computed in both configuration as the inverse of the maximum vertical
displacement. The related results are shown in figure 4.8 and collected in table 4.5.
It is interesting to note that the experimental and numerical stiffnesses are quite
similar. The latter are slightly larger than the former as expected.

The study of the unsprung and sprung springs is completed by the estimation
of the structural damping. Since a frequency as well as a time response are both
available, the half power and the logarithmic decrement method has been applied
respectively [31]. The estimated parameters are collected in table 4.5.

4.1.2.4 Voice coil electromagnetic damping

The electromagnetic damping value of the voice coil is affected by some uncertainties
due to neglecting the effects of temperature, offset and frequency and due to the
linearization of the model. This is why the related estimation has been carried
out by exciting the dynamic measuring device via sinusoidal signals in absence of
levitation. Thus, a of single degree of freedom system in the mechanical domain
has been obtained. In this context, the sprung body has played the role of the
single lumped mass while the unsprung body has been considered as part of the
ground.
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For a given temperature and offset, the inertance and the phase of the response a
SDOF mechanical system under mono-frequency input force can be easily computed
as [31]

¨̄Xsin = −ω̄2
sin

KmĪvc,sinñ
(ks − ω2

sinms)2 + (ωsincvc)2
(4.7a)

tan(φ̄) = ω̄sincvc

ks − ω2
sinms

(4.7b)

being ¨̄X
sin

the amplitude of the acceleration sine signal at frequency ω̄sin, Īvc,sin

the amplitude of the sinusoidal measured current, ks the sprung stiffness, ms the
sprung mass and φ̄ the delay phase between acceleration and current.
By combining equation 4.7a and 4.7b, it is possible to obtain a relation of the
damping coefficient as a function of only measured quantities

cvc = Kmω̄sin
¨̄Xsin

Īvc,sin

tan(φ̄)ñ
1 + tan(φ̄)2

− 8 × +cs,el (4.8)

where the second term is the structural damping of the sprung springs. This
simple equation is able to estimate the parameter cvc without considering any
uncertainties deriving from the evaluation of stiffness and mass, except for the
cs,el term. Furthermore, once the temperature and the offset have been fixed, this
allows to explore the frequency dependency. On the other hand, it is necessary
that the system under analysis has 1 degree of freedom only and that its general
mechanical behavior is linear.

In order to properly manage equation 4.8, some considerations about the damping
measuring and estimation procedure should be discussed, starting from the analysis
of the voice coil acceleration shown in figure 4.9a, where the response to a sinusoidal
voltage input at frequency of 10Hz is reported. It is worth to observe that this signal
drops sharply immediately after reaching the maximum as well as the minimum
amplitude, i.e. during the inversion of the motion. Consequently, a plateau of
the correlated displacement signal should be expected following a double time-
integration. This particular behaviour is due to the presence of dry friction between
the mover and its housing, which can be also perceived aurally by moving the voice
coil by hands. This intrinsic non-linearity affects the estimation of the damping
since it is non predicted by equation 4.8.
Experimental activities have shown a reduction of this effect if the voice coil, rather

than being taken alone, is mounted in the dynamic measuring device, so in a system
with greater stiffness and mass. If then the electric motor is turned on and a relative
velocity exist between the permanent magnet and the guideway, the acceleration
drop due to dry friction can even disappear. This observation is not surprising if
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(a) (b)

Figure 4.9: Effect of the mover dry friction. a) Acceleration drop. b) Vibration
of the stator.

one considers that the irregularities of the track create a cushion of not negligible
vibrations above the fundamental excitation which prevent the mover from stopping
during the inversion of the motion. However, the electrodynamical levitated system
has not been considered for the damping estimation as the output acceleration
signals are not sinusoidal due to the presence of such vibrations. Consequently,
equation 4.8 is not valid and the frequency dependency of cvc variable can not be
easily detected.
The SDOF subsystem, in the sense described at the beginning of this section,
has been preferred instead. Following the previous observations, one can think of
introducing a numerical noise to avoid the abrupt stop due to dry friction. However,
this strategy has not been followed as these background oscillations should be
large enough to have effect on the massive suspended body, resulting in an output
acceleration with lots of harmonics.
It is worth to note that another issue related to dry friction should be taken into
account. As soon as the value of the static friction is reached during the motion
reversal, the rapid variation of the acceleration of the suspended body results in
a sort of impulsive force acting on the unsprung mass which, together with the
stator, is excited and start to vibrate. The figure 4.9b show the acceleration of the
unsprung mass under a sinusoidal excitation at frequency 10Hz. It comfirms what
has been just said.

In this context, both assumptions required by the equation 4.8 are not satisfied.
Nevertheless, an attempt has been made in order to estimate the damping coefficient,
even if in a rough way. So, the SDOF system described at the beginning has been
excited via sinusoidal signals at different frequencies and the impedance has been
computed. Since the acceleration signals are not sinusoidal,the phase φ̄ has been
evaluated considering the time distance between the maximum input and output
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Figure 4.10: Estimated damping as a function of the frequency.

values
φ̄ = ω̄sin

è
t̄(Ī0,max) − t̄( ¨̄X0,max)

é
(4.9)

This estimation has been improved by considering different time and amplitude
values and extracting the square mean value.
The evaluated total damping cs (electromagnetic + structural) as a function of the
frequency is shown figure 4.10. This result refers to a load reliever equal to 10.5V,
representing the working offset of the electrodynamical levitated electromechanical
system. A mean value of Ns/m over the explored frequency range can be computed.

Finally, it must be stressed the fact that this estimation must be understood as
qualitatively reference value. In fact, it should be remembered that the frequency
variation could be affected by the vibration of the stator (which works as a dynamic
damper), dry friction, temperature and other unknown effects which introduce
further non-linearities.

4.1.2.5 Voice coil resistance

The voice coil resistance has been estimated by simply evaluating the ratio between
the mean value of the applied voltage V0 and that of the measured current Ī0, so
that it results

Rvc = V0

Ī0
(4.10)

To be more precise, the parameter so computed is the resistance of the entire supply
circuit, from the launchpad up to the coil istelf.

Although the estimation of Rvc is very simple, actually also in this case there is
a non-linearity. This due to the temperature which increases because of the Joule
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Figure 4.11: Decreasing trend of the current because of the increaing of tempera-
ture and resistance. The black line refers to the chirp signal; the blu line refers to
the mean value of the current.

effect. As a results the resistance tends to increase too while the mean value of the
current decreases, as shown in figure 4.11. This observation should not come as a
surprise as it is already foreseen in the datasheet. Furthermore, one can note that
he power involved is high since it is request to balance a great weight force linked
to the sprung mass. Consequently, higher currents lead to higher energy losses and
heating dissipation.
Since the average current changes continuously during the test for the same voltage,
different resistance values can be computed. Experimental activities have proven
to be convenient to choose a value of 1.77Ω. Anyway, it is should be remembered
that the electric equation does not affect the final mechanical behavior of the
electrodynamical levitated electromechanical system, so these uncertainties are not
too worrying.

4.1.2.6 Voice coil inductance

The inductance value of the voice coil is affected by some uncertainties due to
neglecting the effects of temperature, offset, frequency and the contribution of
permanents magnet as well as other conductive parts above all. This is why the
related estimation has been carried out by exciting the voice coil only. the power
cables have been reversed so that the active force pushes down. In this way, if
this mover motion is blocked, the BEMF voltage due to the relative velocity can
be neglected. Thus, a single degree of freedom system in the electric domain
has been obtained. Among the input, both step and sinusoidal signals have
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(a) (b)

Figure 4.12: Current transient under a step voltage input. a) Voice coil mover
outside the magnetic case. b) Voice coil mover inside the magnetic case.

been preferred. These respectively allow to evaluate the static behaviour and the
frequency dependency of the inductance.

For a given temperature and offset, the transient and dynamic responses under
respectively step and mono-frequency input voltage response of an RL electric
system can be easily computed as

īvc(t) = V0

Rvc

3
1 − e

− Rvc
Lvc,st

(t−t0)
4

+ īvc,off (4.11a)

Īvc,sin = Vsinñ
R2

vc + (ω̄sinL̄vc,dyn)2
(4.11b)

being Vsin the amplitude of the applied voltage at frequency ωsin, Īvc,sin the
amplitude of the sinusoidal measured current, ivc,off the offset current at initial
time t0 and voltage V (t0) = 0V , Lvc,st the static inductance and Lvc,dy the dynamic
counterpart. From a theoretical point of view, these are Expected to be equal.
This is not the case for the voice coil under analysis
By resorting to a fitting procedure between numerical and experimental step

RL transients, it is possible to estimate the static inductance; on the other hand,
from equation 4.11a, it is possible to obtain a relation of the dynamic inductance
coefficient as a function of only measured quantities

L̄vc,dy = 1
ωsin

öõõôA Vsin

Īvc,sin

B2

− R2
vc (4.12)

From a static point of view, a first estimation of the inductance has been made
considering the mover out of its magnetic housing. A step voltage signal has
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(a)

(b)

Figure 4.13: Estimated inductance. a) Offset dependency. b) Frequency depen-
dency.

been applied and the current response has been detected. The fitting between
experimental and numerical curves is shown in figure 4.12a. A good match has
been obtained with the inductance value Lvc,st reported in table 4.6.
In the figure on the right, it is possible to appreciate the pure transient electric

response of the voice coil with the mover inside its magnetic case. In this case, a
poor fitting between numerical and experimental curves has been revealed. This
result is not surprising since the effect of magnets as well as that of the aluminum
part have been neglected in equation 4.7a. In table 4.6 is collected the value of
inductance L̄vc,st that gives the less deviance between the curves shown in figure
4.12b with a null offset. Furthermore, the approximated L̄vc,st has been studied at
different mover position. The resulting function (figure 4.13a) is non-constant and
presents a non-trivial dependency with the offset.

From a dynamic point of view, the equation 4.12 has been widely used to estimate
the dynamic inductance Lvc,dy at various frequencies of sinusoidal signals. Only
the case in which the mover results in its magnetic envelope has been considered
since the Lvc,st does not vary with frequency. The results are shown in figure 4.13b,
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Static Dynamic

In Out In Out
Lst Lst Ldy L̄vc

3 14.16 3 10.23

Table 4.6: Estimated inductance parameters. In and Out refers respectively to
the condition in which the mover is inside and outside its magnetic case. All the
values refer to mH engineering units.

while the related mean value L̄vc is reported in table 4.6.
It must be stressed again the fact that this estimation must be understood as
qualitatively reference value. In fact, it should be remembered that Lvc,dy is not
strictly speaking a pure coil inductance term since it inherently takes into account
the voltage contribution induced by magnets and aluminum parts in a linear way.
This is why, the mean value L̄vc has been considered as more representative of the
electric behaviour of the voice coil which can increase the efficiency of the linear
model 3.34.

4.1.3 Experimental Frequency Response Functions
The dynamic behaviour of a system can be described by resorting to a Frequency
Response Function which explores the ratio between output and input in the
frequency domain. This physical instrument can be considered as the identity card
of a system.

From a mathematical point of view, the Fourier Transform F [.] and the related
properties have been widely exploited. In fact, the time-domain of the convolution
integral h(t) becomes the ratio between the Fourier Transform of the input x(t)
and output y(t) in the frequency domain so that the FRF H(ω) can be written as
[31]

H(ω) = F [h(t)] = F [y(t)]
F [x(t)] (4.13)

The post-processed signals are clearly of digital type, so the Fourier Transforms
appearing in the previous equation are the discrete ones. Thus, this continuous
operator F [.] has been substituted by finite Fast Fourier Transform (FFT) algo-
rithm. Anyway, this function is already implemented in MatLab® with the name
fft(.).

Generally, in the computation of a system Frequency Response Function, it is
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common to use the estimator H1 so that

H1(ω) = Sxy(ω)
Sxx(ω) (4.14)

being Sxx(ω) the auto-power spectral density and Sxy(ω) the cross-power spectral
density. These operators should be understood again in a discrete way and, so, are
computed by means of the Welch periodogram method [31]
The function 4.14 increases the accuracy in estimating the FRF by working with
the correlation of the input and output signals in order to reduce a poor estimation
due to the presence of noise. It is worth to say that the estimator H1(ω) coincides
with the real Frequency Response Function H(ω) if the noise on the acquired
signals is totally uncorrelated with the input noise. Furthermore, windowing and
overlapping procedure can be implemented to prevent leakage effect. Anyway, also
this function is provided in MatLab® with the name tfestimate(.).

Finally, the time input and output signals acquired via Scadas Mobile LMS
acquisition system have been post-processed in MatLab® to compute the Frequency
Response Function of interest by resorting to both equations 4.13 and 4.14. The
former has generally been preferred over the latter due to the lower computational
cost.Moreover, in this contest, particular attention has been paid to the experimental
definition of those constraints necessary to respect the hypotheses envisaged by
the models discussed in Chapter 3.

Domain Parameter Value
Electromechanical KM 25N/A

Mechanical mus 4.2Kg

ms 15.82Kg

kus 8891N/m

ks 4407N/m

cvc 400Ns/m

Electric Rvc 1.77Ω
Lvc 10.23mH

Table 4.7: Summary of the characteristic model parameters obtained through the
estimation procedure.
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Figure 4.14: Experimental frequency transform of the sprung (blue) and unsprung
(black) acceleration in a pure electrodynamic system. The velocity has been fixed
at 500rpm.

4.1.3.1 Experimental electrodynamic suspension

The electrodynamic suspension has been replicated by turning on the electric motor
which drives the guideway track and by imposing a null load reliever voltage. A
levitated mass has thus been obtained. Actually, it has not been possible to eliminate
the presence of unsprung springs. Therefore, the system under examination was
rather a massive body connected to the ground by means of springs and excited by
an electrodynamic lift force.

In order to identify the subsystem described above, the acceleration signals
during the free vibrations of the block of the sprung-unsprung mass has been
acquired. Since no input signals have been measured, it has been impossible to
compute the Frequency Response Function in the sense introduced by equations
4.13 and 4.14.This is why, the Fast Fourier Transforms of the accelerations have
been carried out for a rotor speed of 500rpm, as shown in figure 4.14.

It is interesting to note the presence of some peak values. These are consequences
of the copper track irregularities which enter the system as a sum of sinusoidal
excitations with frequencies multiple of the fundamental one (i.e. the angular
velocity of the guideway). Furthermore, due to the mechanical behaviour, a
resonance also appears around 6.5Hz.
Finally, it is worth to note that the FFT of the sprung and unsprung acceleration
are superimposed. This is enough to confirm the validity of the test bench as it
has been setup.
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Figure 4.15: Experimental Frequency Response Function of the voice coil circuit
as the ration between the output current and the input voltage.

4.1.3.2 Experimental voice coil circuit

The actuator circuit has been replicated by turning off the electric motor which
drives the guideway track and reversing the supply coil cables. Consequently, the
active force is directed downwards and the back-electromotive forces due to the
relative speed can be neglected. In the case analyzed, the voice coil offset is about
2.5cm.

In order to identify the subsystem described above, the electric circuits has
been excited by means of a chirp voltage signal with the characteristic parameters
collected in table 4.1. The input voltage and the output current have been acquired
and the Frequency Fourier Transform computed by resorting to the expression 4.13.
The result of this identification is shown in figure 4.15.

It is interesting to note that the voice coil electrically behaves as a low-filter.
This is not surprising since resistance and inductance properties characterize the
coil circuit.

4.1.3.3 Experimental dynamic measuring device

In order to consider the dynamic measuring device alone the electrodynamic suspen-
sion has been removed by turning off the electric motor which drives the guideway
track. However, because of the heavy mass of the dynamic stage, the unsprung
mass is not able to balance the total weight force in the allowed deformation space.
For this reason, the unsprung mass is in contact with the stator and only the
suspended body can vibrate freely. The system thus defined behaves like a single
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(a)

(b)

Figure 4.16: Experimental Frequency Response Function of the dynamic measur-
ing device at 0rpm as the ration between the output acceleration and the input
current. a) Sprung mass. b) Unsprung mass.

degree of freedom in a very approximate way. The word "approximate" is not
casual since the vibration of the stator as well as the mover dry friction affect the
behaviour of the system.

The identification of the dynamic measuring device in the condition described
above has been carried out by applying a chirp voltage signal with the characteristic
parameters collected in table 4.1. The input current and the output accelerations
have been acquired and the Frequency Fourier Transform computed by resorting
to the expression 4.13. The result of this identification is shown in figure 4.16.

It is interesting to note that the dynamic measuring device mechanically behaves
as an high-pass filter toward accelerations and, so, a low-filter toward displacements.
Furthermore, an unexpected antiresonance appear around 30Hz. This is a clear
sign that something else is vibrating together with the system under consideration.
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Probably, what has been considered as a stator actually is not.
Finally, it should be pointed out that the Frequency Response Function so obtained
is not representative of the pure mechanical behaviour of the dynamic stage. This
is because the harmonic contents at each frequency are affected those parts of the
signal related to the dry friction and stator vibration effects that the Frequency
Transform adds trying to replicate by means of a superimposition of trigonometric
functions.

4.1.3.4 Experimental levitated electromechanical system

In order to study the Electrodynamical levitated electromechanical system the
experimental test bench has been considered in its nominal design configuration.
Thus, the guideway has been driven to a speed of 500rpm to simulate the electro-
dynamic suspension and the load reliever signal has been applied to balance the
weight force and introduce electromagnetic viscous damping.
On the other hand, some practical expedients have been adopted to try to respect
all the linearity hypotheses of the related numerical model. The measuring strategy
adopted can be summarized as follows:

1. The dynamic stage is raised to its maximum possible height thanks to the
micrometric screw;

2. The Kollmorgen AKM74L motor is driven up to the target speed by the
Kollmorgen AKD inverter. Since the air gap has been maximize in the
previous step, the energy losses and the increasing of temperature of the track
due to the drag force can be limited;

3. The dynamic stage is lowered until the lift force is such as to impose the first
non-negligible oscillations on the system;

4. The load reliever voltage signal is applied. Leaving this operation to the last
but one step, the heating due to the Joule effect is minimized;

5. The dynamic stage is lowered until the unsprung spring reaches their unde-
formed configuration.

Although this is a very laborious process, experimental activities have confirmed
the effectiveness of this strategy.

The identification of the Electrodynamical levitated electromechanical in the
condition described above has been carried out by applying a chirp voltage signal
with the characteristic parameters collected in table 4.1. The input current and
the output accelerations have been acquired and the Frequency Fourier Transform
both for the sprung and unsprung mass have been computed by resorting to the
expression 4.14. The result of this identification is shown in figure 4.17.
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(a)

(b)

Figure 4.17: Experimental Frequency Response Function of the experimental
test bench at 500rpm as the ration between the output acceleration and the input
current. a) Sprung mass. b) Unsprung mass.

It is interesting to note the presence of peaks as well as an antiresonance around
14Hz in the sprung response. The former are a consequence of the copper track
irregularities; the latter depends on the active force exerted by the voice coil. In
fact, when a current different from zero is applied, the actuator generates a pair of
forces directed in opposite directions on the two bodies. Thus, the FRF computed
in figure 4.17a refers to a point to point inertance. It is well know from theory
[31] that if the response (acceleration of the sprung mass) is measured at the same
point where input (one of the strength of the voice coil) is applied, an antiresonance
always appears between two successive resonances of the response. This also applies
to the FRF of the unsprung mass, but evidently the presence of damping does not
make the antiresonance visible.
Finally, it is worth to underline that no resonance peaks can be detected from
figure 4.17a. This is because the damping ratio is obviously high.
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4.2 Numerical simulations
In parallel with the experimental experiences, theoretical models described in
Chapter 3 have been tested. First of all, an accurate revision of the physics involved
has been performed so to delete computational issues, mathematical obstacles and
absurd behaviors of the equations in the physical sense. Then, it has been wondered
about the most convenient and reliable way to obtain numerical solutions. This
is why multi-body analysis, matrix calculations and parametric studies have been
carried out and compared in terms of efficiency, effort and quality of the results.
In this context, MatLab® and Simulink® environment have been widely exploited.

Among all the computational instruments investigated, matrix calculations and
dynamic time simulations both based on the state space representation have been
preferred. This is due to the simplicity of implementation and the excellence of
the solutions achieved. In the following section, the main numerical simulations of
interest are described. The values of the parameters appearing in the equations
are those previously estimated through experimental tests. These values are
summarized in table 4.7.

4.2.1 Copper track irregularities
In Chapter 2 it has been mentioned the presence of geometric irregularities in the
copper track. From the experimental point of view, these have been proved to excite
the system which a characteristic frequency which is multiple of the peripheral
speed of the guideway itself. Since their presence characterizes in some way the
test bench under consideration and since the oscillations of the dynamic suspension
with suspended mass are caused by these irregularities, it has been considered
appropriate to introduce a strategy to simulate them numerically.
The general followed idea has been that of exploiting the periodicity of irregularity
to recreate excitation as the sum of trigonometric functions of appropriate phase
and amplitude (i.e. using the Fourier series). In fact, since the motion of the track
is simulated by the test bench through the rotary movement of a copper circulating
ring, every point of the guideway itself transits under the magnetic pad every
intervals of time proportional to the inverse of the peripheral speed. Therefore, this
is a matter of reproducing the spatial trend of the irregularities and make it move
in time with a very precise speed, similar to what happens for the propagation of
waves. This goal can be achieved either by considering the trend of irregularities as
shown in the figure 2.8, or by reproducing it as a summatory of angular harmonics.
The latter way has been followed since it is a more elegant modelling strategy and
allows among other things to restrict the analysis only to the range of frequencies
of interest.
The transform (or series) of Fourier applied to the distribution of the irregularities
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is shown in figure 4.18. Note that the harmonic content ∆Zirr,0, expressed in units
of length, is zero at the origin (mean zero of the signal) and that the x axes reports
the angular wavelengths theta and not the frequencies. It can be observed that these
last ones are multiples integers of 1/2π, so the signal of the irregularities ∆zirr(θ)
can also be written as

∆zirr(θ) =
NØ

k=1
∆Zirr,ksin (λθ,kθ + ϕk) (4.15)

being ϕk the angular phase of the kth harmonic, N the total number of harmonics
that make up the periodic signal and θ the angular coordinate that goes from 0 up
to 2π radians.
From figures 4.14 and 4.17 it is evident that only the contribution of the first 5
harmonics. For this reason, the following approximation can be accepted for the
case study

∆zirr(θ) ≈
5Ø

k=1
∆zirr,ksin (λθ,kθ + ϕk) (4.16)

The propagation of these angular waves in time and space can be achieved by first
associating a k frequency firr,k to each k angular wavelengths λθ,k. By taking into
account the appropriate engineering units, this is equal to

firr,k = 6 × ωrpm × λθ,k (4.17)

where ωrpm is the angular speed of the copper ring. It is worth to observe that
firr,k changes with the rotor speed while λθ,k is constant as expected.
Through the equation 4.17, the angular distribution of irregularities ∆zirr can be

turned into a time signal zirr(t) of the type

zirr(t) ≈
5Ø

k=1

∆zirr,k

1000 sin (2πfirr,k + ϕk) (4.18)

where the number "1000" takes into account the fact that the angular harmonic
content is expressed in millimeters while the models work with the international
measurement system.
Finally it should be remembered that track irregularities enter the system in terms
of speed ( §3.1.3). Therefore, the real input signal to be inserted in the models is
as follows

żirr(t) ≈
5Ø

k=1
2πfirr

∆zirr,k

1000 sin (2πfirr,k + ϕk) (4.19)

This sum of sinusoidals has been implemented directly in the Simulink® environ-
ment and has proven effective to approximate the effect induced by irregularities,
as will be highlighted in the following.
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Figure 4.18: Fourier Transform applied to the copper track irregularities.

4.2.2 Numerical Frequency Response Functions
As with real physical systems, the dynamics of a set of theoretical linear equations
numerical is also well captured by its Frequency Response Functions. For this
reason, these latter have been carried out by means of simulations in order to have
global descriptions of the behaviour of the numerical models.

The state space equations directly implemented in Simulink® environment give
as solutions something that can be understood as time signals. In this sense,
once imported into the MatLab® environment, the Fast Fourier Transform has
been proven to be sufficient for the estimation of the related Frequency Response
Function according to the relation 4.13. In fact, the estimator H1 is a too refined
mathematical tool for theoretical signals noise-free signals.

The state space equations directly implemented in MatLab® environment allow
the estimation of the FRF via matrix calculation. In this context, it is necessary
to carry out the system Transfer Function matrix [H(s)] written in the Laplace
domain, whose general expression is [29]

[H(s)] = Y (s)
U(s) = [C](s[I] − [A])−1[B] + D (4.20)

being [I] the identify matrix, Y (s) the Laplace transform of the output vector,
U(s) the Laplace transform of the input vector ans s = iω the Laplace variable.
Finally, the Frequency Response Function of the ith output with respect of the jth

input can be obtained from the (i, j) element of the Transfer Function matrix

H(s)ij = {C}i(s[I] − [A])−1{B}j + dij (4.21)
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Figure 4.19: Numerical frequency transform of the sprung (blue) and unsprung
(black) acceleration in a pure electrodynamic system. The velocity has been fixed
at 500rpm..

where {B}j is the jth column vector of the input gain matrix, {C}i is the ith row
vector of the output gain matrix and dIJ is the element (i, j) of the direct link
matrix. Anyway, this function is already implemented in MatLab® with the name
bode(.).

4.2.2.1 Numerical electrodynamic suspension

The numerical electrodynamic suspension dynamics behaviour has been simulated
in Simulink® environment. A State Space block capable of simulating the dynamics
induced by the state space matrices over time has been introduced for this purpose.
Then, the inputs relating to the weight force and the irregularities of the copper track
has been considered and the acceleration of the sprung mass has been evaluated.
To be more precise, a spin speed of 500rpm has been considered and both the
damping and stiffness contribution of the unsprung spring have been introduced in
state space matrices (Appendix A) in order to deal with a model similar to real
case.

A Frequency Response Function of physical interest can not be obtained
from such a simulation since no relevant active input signal is present. As for the
experimental counterpart, the Fast Fourier Transform of the acceleration signal
has been computed according to the equation 4.13.
The result is shown in figure 4.19. It is interesting to note the presence of peaks due
to copper track irregularities around frequencies which are multiple of the peripheral
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Figure 4.20: Numerical Frequency Response Function of the voice coil circuit as
the ration between the output current and the input voltage.

velocity of the guideway itself as well as a resonance due to the mechanical system.

4.2.2.2 Numerical voice coil circuit

The voice coil circuit dynamics behaviour has been simulated in MatLab® environ-
ment. The state space matrices related to the actuator model has been modified
by neglecting the BEMF term. A pure electric equation has been thus obtained.

The Frequency Response Function of interest should allow the current output
to be estimated for a given applied voltage. In this contest, the following Transfer
Function has been considered

H(s)vc = [C]vc,E(s[I] − [A]vc,E)−1[B]vc,E + Dvc,E (4.22)

being [A]vc,E the dynamic matrix, [B]vc,E] the input gain matrix, [C]vc,E]the output
gain matrix and [D]vc,E the direct link matrix as summarized in appendix A. Note
that these state operators define a Single Input - Single Ouput system (MIMO),
so that the the computation of the transfer function is not particularly complex.
The result is shown in figure 4.19. The numerical simulation proves that the voice
coil electrically behaves has a low-pass filter.

4.2.2.3 Numerical dynamic measuring device

The dynamic measuring device frequency behaviour has been simulated in MatLab®

environment. The state space matrices described in Chapter 3 (§3.2.4) have been
modified by adding a stiffness term. In this way, a more suitable model has been
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Figure 4.21: Numerical Frequency Response Function of the dynamic measuring
device at 0rpm as the ration between the output acceleration and the input current.

obtained to describe what has seen experimentally in the previous section (§4.1.3.3).
In this contest, the following Transfer Function matrix has been considered

[H(s)]EM = [C]vc,K(s[I] − [A]vc,K)−1[B]vc,K + Dvc,K (4.23)

being [A]vc,K the dynamic matrix, [B]vc,K] the input gain matrix, [C]vc,K]the
output gain matrix and [D]vc,K the direct link matrix as summarized in appendix A.
Note that these state operators define a Multiple Input - Multiple Ouput system
(MIMO). In particular, [H(s)]EM is a 2 by 2 matrix where the input can be
identified in the force and the voltage while the output correspond in order to
the acceleration and the current. Thus, considering the balance of an external
constant force, two transfer functions that link the acceleration and the current to
the voltage can be derived

H(s)EM,1,2 = {Cvc,K}1(s[I] − [A]vc,K)−1{Bvc,K}2 + dvc,K1,2 (4.24a)
H(s)EM,2,2 = {Cvc,K}2(s[I] − [A]vc,K)−1{Bvc,K}2 + dvc,K2,2 (4.24b)

where, according to what shown in appendix, the row subscript "1" refers to the
output acceleration, the row subscript "2" refers to the output current and column
subscript "2" refers to the input voltage.
Finally the Frequency Response Function of interest can be obtained from the
following transfer function

H(s)EM = H(s)EM,1,2

H(s)EM2,2
(4.25)
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(a) (b)

(c) (d)

Figure 4.22: Numerical Frequency Response Function of the experimental test
bench at 500rpm as the ration between the output acceleration and the input
current. a) Sprung mass. b) Sprung mass without track irregularities effects. a)
Unsprung mass without track irregularities effects. c) Sprung mass with track
irregularities effects. d) Unsprung mass with track irregularities effects

The result is shown in figure 4.21. The numerical simulation proves that the
dynamic device, approximated as a single degree of freedom system, behaves has
an high-pass filter toward accelerations.

4.2.2.4 Numerical levitated electromechanical system

The behaviour in the frequency domain of the electrodynamical levitated electrome-
chanical system has been simulated both in MatLab® and Simulink® environment.
In the first case, the computation of Frequency Response Function is faster once the
Transfer Function matrix has been identified. On the other hand, it not possible
to take into account the effect of irregularities. This is why a time-simulation has
been carried out via Simulink®. Here, a State Space block capable of simulating
the dynamics induced by the state space matrices over time has been introduced
as well as all the input and output wanted by the model. The results has been,
then, imported in MatLab® environment and, finally, the FRF has been computed
by resorting to equation 4.13.

It could be noteworthy to describe the derivation of the transfer function
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matrix. Note that in this case, this operator is a 3x4. The three output correspond
in order to unsprung acceleration, sprung acceleration and voice coil current; the
four input are related in order to unsprung force, sprung force, voltage and track
irregularities. Thus, by neglecting for a while the excitation due to external forces
and copper track irregularities, three transfer functions that link the accelerations
and the current to the voltage can be derived

H(s)1,4 = {C}1(s[I] − [A])−1{B}4 + d1,4 (4.26a)
H(s)2,4 = {C}2(s[I] − [A])−1{B}4 + d2,4 (4.26b)
H(s)3,4 = {C}3(s[I] − [A])−1{B}4 + d3,4 (4.26c)

where, according to what shown in appendix, the row subscript "1" refers to the
output unsprung acceleration, the row subscript "2" refers to the output sprung
acceleration, the row subscript "3" refers to the output current and column subscript
"4" refers to the input voltage.
Finally the Frequency Response Function of interest can be obtained from the
following transfer function

H(s)us = H(s)1,4

H(s)3,4
(4.27a)

H(s)s = H(s)2,4

H(s)3,4
(4.27b)

Some results are shown in figure 4.22. It should be emphasised that numerical
simulations carried out in the MatLab® environment don’t allow to capture the
effect of the track irregularities as expected. On the other hand, regardless of the
computational strategy used, the theoretical model demonstrates the presence of
the antiresonance.

4.3 Systems identification
So far, experimental measurements and numerical simulations have been carried out
in parallel but always separately way. Some characteristics are well understood from
both sides, such as the effect of the irregularities, the presence of an antiresonance
and the behavior as a low-pass and high-pass filter respectively in the electrical
and mechanical domains. Despite this, if the results do not coincide, the numerical
models remain the object of a purely theoretical speculation while the test bench
does not have its own engineering characterization. For this reason, this third
and final section of the chapter attempts to match numerical simulations with
experimental measurements in terms of Frequency Response Functions. Errors in
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parameter and model estimates are highlighted and appropriate corrections are
then suggested.

Due to the complexity of the system under analysis and the great uncertainty
in most of the model parameters, the fitting between experimental and numerical
curves has been carried out iteratively. Different combination of parameters values
has been tried starting from the estimated ones and finally the final match has
been obtained thanks to the the experience acquired in managing the equations
under analysis and improved through practice during laboratory activities.

It is worth saying from the outset that the fit has not been satisfied for all
systems, especially those where limitations in the linearization assumptions and
complex unintended physical effects are strongly manifested.

4.3.1 Electrodynamic suspension curve fitting

In figure 4.23a the sprung acceleration in the frequency domain of the experimental
electrodynamic suspension is compared with the numerical one obtained using the
parameters estimated in the first section of this Chapter. It is worth to observe
that, meanwhile the effects of the copper track irregularities are well captured by
the numerical model, the experimental resonance is characterized by an higher
frequency. This is due to an error in the unsprung stiffness value which is lower
than it should be. Probably the configuration exploited in the impact test have led
to a less rigid constraints configuration.

In order to match the two curves, the stiffness has been increased to obtain a
resonance frequency equal to the experimental one. In particular, a value of 9700
N/m leads to a suitable curve fitting, as shown in figure 4.23b. It it worth to note
that also the unsprung damping has been varied so to improve the fitting. A value
of 3Ns/m has been used. Despite this, it should be noted that the fitting between
the curves is not very accurate. On the other hand, it should also be remembered
that this is not an FRF but a Frequency Transform of a signal over time. So,
the uncertainties in this case have more weight and, furthermore, even numerical
value in the computation of the Fourier Transform can appear in the plot. It is
sufficient to think that the experimental resonance peak value is too small for a
damping which is not so high and that leakage effect can introduce other error.
Nothe that, since an input is not present, the estimator H1 in equation 4.14 can’t
be used together with the usefull overlapping and windowing procedures.
Anyway, no further effort has been spent to improve the fitting of the electrodynamic
suspension acceleration signal since the main goal of the thesis is focused in the
integrated model. Moreover, it is more interesting to try to math FRFs curves that
in this case are non present.
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(a)

(b)

Figure 4.23: Electroynamic suspension curve fitting. a) Numerical FRF computed
with estimated parameters. b) Numerical FRF computed with tuned parameters.

4.3.2 Voice coil circuit curve fitting

In figure 4.24 the Frequency Response Function of the voice coil electric circuit is
compared with the numerical one obtained using the parameters estimated in the
first section of this Chapter. As it is possible to see, the curves don’t match at all.
This is due not only to an error on the estimation of the inductance but also to a
basic wrong numerical modelling approach. In fact, this figure confirms what has
been repeated since the beginning: the voice coil does not behave electrically as an
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(a)

(b)

Figure 4.24: Voice coil curve fitting. a) Numerical FRF computed with estimated
parameters. b) Numerical FRF computed with tuned parameters.

RL circuit. In particular, it is evident that the theoretical equation overestimates
the Frequency Response Function. On the other hand, it should be remembered
that an accurate representation of the electric actuator does not fall within the
final objectives of the thesis.

In order to minimize the deviation between the two curves, an inductance value
of 14mH (from table 4.6) has been carried out (dashed line). Since the trend of
experimental curve are very different, it has been also found a value of 15.7mH
that matches of the model at low frequency with acceptable approximation (dots
lines).
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(a)

(b)

Figure 4.25: Dynamic measuring device at 0rpm curve fitting. a) Numerical FRF
computed with estimated parameters. b) Numerical FRF computed with tuned
parameters.

4.3.3 Dynamic measuring device curve fitting

In figure 4.25 the Frequency Response Function of the dynamic measuring device
which behaves as an SDOF system is compared with the numerical counterpart
obtained using the parameters estimated in the first section of this Chapter. It
is interesting to note that the resonance frequencies do not coincide. As pointed
out in the previous fitting procedure, also in this case the (sprung) stiffness is
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underestimate. Furthermore the general trend of the curves is quite different. This
is because of a bad damping estimation instead.

In order to match the Frequency Response Functions, the equivalent undamped
numerical system has been investigated, the stiffness has been increased in this
context to obtain equal resonance frequencies and the damping has then been
tuned to get the experimental trend. In particular, values of Ks = 4422N/m and
cs = 220Ns/m lead to a suitable curve fitting, as shown in figure 4.25b.
It should be pointed out that the frequency responses drift starting from a frequency
around 10Hz up to the appearing of an experimental antiresonance which is not
captured by the numerical model. This is probably due to the vibration of the
stator as confirmed by its FRF shown in figure 4.26a. It is worth to note that
vibrations of what has been wrongly considered as a ground increase with frequency
and reach values of the order of the sprung acceleration starting from 10Hz.

If an absolute match between curves is required, one possible solution can be
that of adding the presence of other degrees of freedom in the theoretical equations
that simulates the stator. This idea has been tested by resorting to the state space
representation of the complete dynamic measuring device (Appendix). Obviously,
the state matrices are the same from a mathematical point of view but different
from the conceptual one. In fact, in order to study the case under analysis (related
to the oscillations of a SDOF system with compliance ground), it is necessary to
replace the parameters of the sprung and unsprung mass with those of the sprung
and ground respectively. In particular, the stiffness of the ground has been chosen
in order to match the antiresonance frequency.
The result carried out thanks to the last correction is shown in figure 4.26b. It
is noteworthy that the numerical Frequency Response Function so obtained not
only reveals the presence of the antiresonance but also seems to better follow the
experimental trend. It is clear that the fit can be improved if the stator, which is
a complex structure, is modeled with more degrees of freedom and if structural
damping is also included. Anyway, a precise representation of the subsystem
considered does not fall within the final objectives of the thesis. So, the previous
2DOF mechanical model has not been further investigated since it’s introduction
has been necessary only to give a numerical explanation to the antiresonance
appearing in the experimental curve.

Finally, note that a perfect match between the FRFs can also be satisfied by
considering a frequency-dependent damping which, starting from a constant value
of 220Ns/m, increases with the frequency itself. This last observation is sufficient
to understand why the diagram shown in figure 4.10 has been obtained during
parameter estimation: since the stator oscillations has not been implemented in
the equation 4.8, the viscous coefficient has inherited also its damping effect.
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(a)

(b)

Figure 4.26: Dynamic measuring device at 0rpm curve fitting. a) Numerical FRF
computed with the correction of the stator. b) Acceleration signals.

4.3.4 Levitatated electromechanical system curve fitting

It should be noted that the numerical models analyzed until now have revealed
errors that have been prevent their perfect match with the physical results. On
the other hand, this behavior had already been predicted, as stated several times,
and moreover it should be remembered that the main objective of the thesis is
always to provide an integrated numerical model which, taking into account both
the electromechanical and electrodynamic behavior, allows to study and predict
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(a)

(b)

Figure 4.27: Integrated experimental test bench curve fitting at 500rpm without
track irregularities in the numerical model. a) Sprung mass. b) Unsprung mass.

the dynamic instabilities. Finally, it should be emphasized that the previous fitting
studies have somewhat improved the estimation of the identified parameters.
Considering that, the numerical and experimental Frequency Response Functions

has been together reported in figure 4.27. The parameters involved during numeri-
cal simulations are the ones just tuned. It is worth to point out that the theoretical
equations described in 3 match the experimental results with a great precision in
the frequency range of interest (from 0 up to 30Hz). This conclusion is valid both
for the sprung and unsprung mass curves. Also the strategy adopted to model
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(a)

(b)

Figure 4.28: Integrated experimental test bench curve fitting at 500rpm with
track irregularities in the numerical model. a) Sprung mass. b) Unsprung mass.

copper track irregularities proves to be effective. However, only the frequency
curves without peaks can be considered as representative of the response of the
system since only the acceleration signals due to the current are involved (figure
4.28).

Finally, it should be pointed out that the FRFs tends to drift out the fre-
quency range of interest. Anyway, this condition has not been investigated either
numerically or experimentally. The heating of the copper track as well as of the
coil during the test, the possible variation of the offset, the vibration of the stator
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Domain Parameter Value
Electromechanical KM 25N/A

Mechanical mus 4.2Kg
ms 15.82Kg
kus 9700N/m
ks 4422N/m
cvc 220Ns/m

Electric Rvc 1.77Ω
Lvc 15.17mH

Table 4.8: Tuned parameters.

and other unknown high frequency phenomena can lead the physical system to
behave in a way not predicted by the numerical model, which is based on rigid
assumptions instead.
Despite these observations, the integrated numerical model predicted by Galluzzi et

al. [17] seems to have had experimental confirmation. Perhaps, the most important
conclusion is to be found in the possibility of an electrodynamic levitation-based
system to work in a linear manner.

All the tuned parameters to make the integrate model behave as the experimental
test bench are collected in table 4.8.

4.3.4.1 Velocity effect

The integrated numerical model has been tested under different track velocity
condition. First of all, note that the minimum speed required to lift the dynamic
measuring device and the maximum one allowed by the test bench design are
around 300 and 750 rpm. Thus, the investigation should be focused only into this
rage. Actually, this analysis window should be restricted even more. In fact, due
to the too small air gap values and the consequent excessive heating of the guide,
the lower limit has been raised up to 450rpm; for safety reasons the upper limit
has been set to 550rpm instead.

Figure 4.29 shows the variation of sprung and unsprung Frequency Response
Function as speed increases. It is worth noting that, in the range considered, the
effect of speed is negligible, contrary to what happens in the case of variations in
the air gap instead.

The same results have been obtained experimentally. In figure 4.30 the Fre-
quency Response Functions reveal the same trend with increasing velocity and
only the motion of the peaks frequency due to copper track irregularities can be
appreciated, as expected.
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(a) (b)

(c) (d)

Figure 4.29: Numerical Frequency Response Function of the experimental test
bench at different speed track. a) Sprung mass. b) Zoom in of the sprung
antiresonance. c) Unsprung mass. d) Zoom in of the unsprung resonance

In this context, some words must be spent for the calculation of the FRF. The
presence of peaks can shift the antiresonance frequency. This is due to a leakage
effect, i.e. to a pure mathematical error. In fact, the copper track irregularities
superimpose on the acceleration response of the system with respect of the current
some harmonics with precise amplitude, frequency and phase. If the characteristic
period used to compute the Fourier Transform does not match the characteristic
period of the processed signal, a leakage effect occurs. Consequentially, the Fre-
quency Response Function carried out could be affected by errors and show the
antiresonance shifting depicted in figure 4.31.
As is well known from theory, this problem can be solved by adopting windowing
and overlapping procedure. Thus, for the case study, the effect of velocity has been
investigated by resorting to the operator H1 as described in equation 4.14 as well
as to an Hann type window and an overlap equal to one sixth of the total signal
acquisition time.

Finally, the matching at different speed track velocity has been reported in
figures at the end of the chapter.
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(a)

(b)

Figure 4.30: Experimental Frequency Response Function of the experimental test
bench at different speed track. a) Sprung mass. b) Unsprung mass.

4.3.4.2 Root locus

The dynamic stability of the levitation electromechanical system can be studied
by resorting to a root locus analysis both of the guideway track velocity and the
electromagnetic damping. In particular, only mechanical poles are considered since
these are mainly involved in this type of analysis.

The root locus of the system for the given damping at different speed spin is
shown in figure 4.31a. It is interesting to note that the system tends to be unstable
for velocity greater than rpm (m/s).

The effect of the damping on the amplitude of the real part of the pole is
reported in figure 4.31b instead at the velocity of 500rpm. It is worth to say that
an optimal damping of 156Ns/m can be computed. Moreover, it is possible to point
out the value of naturals frequencies, equal to Hz.

103



Experimental measurements and identification

Figure 4.31: Leakage effect on the antiresonance.

(a)

(b)

Figure 4.32: Root locus. a) Sprung mass mechanical pole. b) Unsprung mass
mechanical pole.
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(a)

(b)

Figure 4.33: Effect of the damping on the real part of the poles. a) Sprung mass
mechanical pole. b) Unsprung mass mechanical pole.
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(a)

(b)

Figure 4.34: Integrated experimental test bench curve fitting at 450rpm with
track irregularities in the numerical model. a) Sprung mass. b) Unsprung mass.
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(a)

(b)

Figure 4.35: Integrated experimental test bench curve fitting at 475rpm with
track irregularities in the numerical model. a) Sprung mass. b) Unsprung mass.
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(a)

(b)

Figure 4.36: Integrated experimental test bench curve fitting at 525rpm with
track irregularities in the numerical model. a) Sprung mass. b) Unsprung mass.
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(a)

(b)

Figure 4.37: Integrated experimental test bench curve fitting at 550rpm with
track irregularities in the numerical model. a) Sprung mass. b) Unsprung mass.
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Chapter 5

Velocity estimation and
control

At this point it is clear that the integrated model described in Chapter 3 has
found its experimental correspondence in the measurement tests discussed and
reported in Chapter 4. It is therefore possible to conclude that the behavior of
the test bench is linear, when obviously all the described hypotheses concerning
the temperature, the issue of the offset, the vibration of the stator, the effect of
the dry friction and neglected magnets of the voice coil and so on are respected.
Linearity is certainly a very important property that allows to exploit not only the
principle of superimposition of effects and proportionality but also to implement
simple linear controls.

On the other hand it is true that, although the responses in the frequency domain
are superimposable, driving the system to follow a certain trend requires a lot of
precision in knowing the signals over time that the system itself communicates. For
this reason, the knowledge alone of the Frequency Response Functions does not
allow a priori to be able to control the system without distinction without certain
critical issues arising. When it comes to control, it would be preferable to be able
to take advantage of a model that is based on the theoretical results obtained and
which ensures real-time information about the state of the plant. This aim can
be fulfilled, for example, by implementing an observer, like the ones introduced in
Chapter 3 .
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The following paragraphs are dedicated to the validation of an observer that is
based on the theoretical model identified in Chapter 4 and that manages to work in
parallel with the dynamic measurement instrument providing an accurate estimate
of the current and the relative velocity between the two body. The former are
very important so it allow to enter the logic of a current closed loop control; the
second, on the other hand, could be useful for implementing a first control which,
based on the knowledge of the relative speed itself, may or may not provide that
amount of suitable damping which ensures greater stability and better passenger
comfort. Regardless of the objective to be chosen, it is clear how fundamental the
identification of an observer is.

5.1 Equipment setup
The need to validate an observer requires that it can be simulated in real time.
Furthermore, this must be able to receive data, both analog and digital, to be
processed in order to provide an estimate of the state of the system through the
reference model of the observer itself. It is clear that the previously introduced
equipment for signal acquisition turns out to be inadequate for the present case
because it appears to be too static. Moreover, open loop control doesn’t allow for
feedback that corrects itself based on what is happening in the system.

In order to achieve the objectives stated at the beginning of the chapter, it
has been advisable to replace the Scadas Mobile LMS acquisition system with the
dSpace MicroLabBox, i.e. a microprocessor able to receive and send signals, as
well as processing a basic program and communicating with other processors. The
introduction of the dSpace has led to quite a few problems as it was necessary to
solve the communication problems with the Launchpad which, in the meantime,
continued to manage the control of the voice coil. One can thick that MicrolabBox
could replace it as they are both microprocessors. In practice it was decided to
keep both in the test bench. In fact, the LaunchPad has the advantage of easily
integrating a BOOSTXL-DRV8323Rx for actuator power control; on the other hand,
however, the MicrolabBox is a much more performing microprocessor, with more
accessible graphics and which better manages the acquisition of signals. Therefore,
the problem of communication between the two arose.

Finally, it should be noted that both work in the C language but fortunately they
have extensions that allow the program to be written in advance using Simulink®.

5.1.1 Closed loop current control
From the voltage control that characterized the experimental identification phases,
it is necessary to move on to a current control. In fact, it is a much faster type of
control that is well suited to the system in question which can be implemented in
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Figure 5.1: Sketch of the equipment used to validate the observer and control
actively the voice coil.

current through a voice coil whose characteristic parameter (Km), which allows the
passage from the domain electrical to mechanical, is known with precision. Refer
to figure 5.1 to better understand the closed circuit created (blu one).

As always, there is a Host PC n. 1 which, through the Kollmorgen Workbench
software, drive the inverter of the electric motor rigidly connected to the copper
track.

Host PC n. 2 creates the program and manages the inputs of the LaunchPad.
Essentially, the functions performed are the same as those of the open loop control,
with the difference that in this case the reference signal is given in terms of current.
Obviously the ultimate goal is always to estimate the CMP, i.e. the input that
allows the BOOSTXL-DRV8323Rx to modulate the power supply voltage to the
value that then guarantees the desired current. This passage is made possible by a
PI control, whose constants have been tuned for Kp = 3.77mH and KI = 222.42Ω.
This is essentially an inverse RL circuit simulated by a controller, i.e. the PI.

The Host PC n. 4 is connected by etherCat communication with the dSpace
Microlabbox. It has the task of deploying the script program in the microprocessor
containing the model of the observer being able, at the same time, to acquire the
signals and display them thanks to the ControlDesk software. The acquired inputs
are then processed as indicated by the script.
The roles of Host PCs have been separated to better explain the equipment setup:
actually LaunchPad and MicrolabBox have been controlled by the same computer.

In this case, it is not necessary to focus excessively on the type of input and
output. It is essentially a question of communicating a current value to the voice
coil via the LaunchPad. This value is the sum of two contributions (figure 5.2):
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Figure 5.2: PI action.

1. Load reliever to balance the weight;

2. A reference value to implement the desired current control.

The outputs, as seen, are directly managed by the MicroLabBox, which processes
them to estimate the states of interest (which could be precisely the relative speed)
and provide the mentioned reference to the launchpad. It is precisely this feedback
which defines a loop closed on itself.

5.1.2 Communication issues and solution
Most of the time spent to achieve the objectives set at the beginning of the chapter
has been dedicated to identifying an effective communication protocol between the
microprocessors. But proceed in order.

Based on what has been seen in the observer theory, whether it is an RL or a
Kalman Filter, the signals to be acquired are those of:

1. Voltage;

2. Accelerations;

3. Current.

The simplest idea, which was the one initially followed, is to connect the accelerom-
eters directly to the dSpace, but not before having conditioned them since this
microprocessor does not know the PCB communication protocol; in the same way,
the current measured by the clamp was sent directly to the input modules of the
MicrolabBox together with the voltage signal extracted from a suitable DAC of the
launchpad. This type of communication proved to be completely ineffective due to
an inevitable background noise. This is related to the switching of the BOOST
H-bridge. The resulting magnetic disturbance influences the analogue signals lead-
ing to the appearance of peaks at intervals of 20kHz (operating frequency of the
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Figure 5.3: Communication between LaunchPad and MicroLabBox

launchpad). These peaks make the signal unusable in any way.
The communication has been resolved by providing a CAN (Controller Area

Network) communication protocol together with an Interrupt signal. The first is
the channel through which it has been decided to exchange the voltage signals from
launchpad to dSpace and the current reference in the opposite direction. The CAM
communication has required the definition of a suitable .dbc file for the digital
coding and decoding of the exchanged signals. Therefore, it is a question of defining
the number of bytes containing the information, mapping the signal and becoming
familiar with the operating blocks that allow CAN communication both on the
LaunchPad and on the MicroLabBox side. The advantage of the CAN connection
is that, since this exchange of messages is purely digital, it is not affected by the
switching of the Boost. Furthermore, it is a very robust communication line if it is
considered the simplicity of the studied system.
This protocol can solve the problems in the current and voltage acquisition of the
dSpace which, being both managed by the outgoing LaunchPad, can be easily
digitized. The same cannot be said for accelerations which arise as pure digital
signals and for which CAN communication offers no solution.

The use of an interrupt has been certainly the intuition that made it possible
to obtain optimal data acquisition. It is essentially a digital signal that can trigger
a downstream operator. The idea then has been to generate a continuous inter-
rupt signal in correspondence with the closing period of the H-bridge switches in
the launchpad to enable the reading of analog signals in dSpace. Consequently,
whenever the switches open or close, the acceleration signal is not read and the
magnetic noise is not detected. One may think that in this case the acquired signal
is discontinuous, however, it should be also remember the high frequencies at which
the launchpad works.
Speaking of frequencies, the generated interrupt has a frequency that is half that of
the launchpad, which is why a 10kHz working frequency has been assigned to the
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dSpace. In addition, the 12V constant power signal of the power supply has been
increased up to 16V. This is because the voltages involved in the system are close
to the maximum permitted. Now bear in mind that the load reliever alone leads
to a voltage of 10.5V. It follows that the period of the counter to have a signal
almost equal to the maximum is very short and consequently the switching can be
so rapid as to generate an interrupt signal which does not work correctly.

In figure 5.3 the communication between the two microprocessors is clarified in
a schematic way.

5.2 Observer efficiency
Once the hardware part in which to implement the observers is clear, it is advisable
to have confirmation of the effectiveness of the models behind them. Note how,
unlike what happened for the identification of the mechanical system in which the
post-processing phase was massive, in this case the validation must take place in
real time. Despite this, in order to have a minimum prediction, it has been decided
to carry out numerical simulations in Simulink® environment.

5.2.1 Numerical simulation
In order to simulate the effectiveness of the observers, it has been decided to
replicate the real plant in a Simulink® environment. It has been essentially a
question of defining a circuit of blocks which implemented the equations of the
integrated model with the possibility of managing non-linearities. In particular, it
has been decided to introduce:

1. A resistance that increases over time with temperature;

2. A completely different inductance between the plant model and that of the
observer.

In fact, these are two phenomena that surely would have met during the experi-
mentation phase. It is clear that not introducing imperfections would have made
no sense since it would have led to an observer with a practically exact model.
Therefore, the outputs of the simulated plant constitute the inputs of the observers
for the estimation of relative velocity and current.

The figures that follows show some simulation results for the RL observer, the
standard and the extended Kalman Filter. The parameters of the models imple-
mented in the observatories are those collected in table 4.8, while those of the plant
simulator have been chosen completely randomly. Finally, to study the models, it
has been decided to excite the simulated plant with a chirp signal in addition to
the irregularities of the copper track and some impulses in force. In general, all
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Figure 5.4: Numerical simulation results in term of relative velocity for the RL
observer. The blue line refers to the observer state variable; the black one to the
plant simulator.

models seem to react to the presence of an impulse, more or less quickly.
Note from figure how the RL observer fails to follow the system. This result should
not surprise as the effectiveness of such an observer depends only on two parameters,
resistance and inductance. Quests, however, are different and vary over time, so
the calculation scheme has no possibility to follow the plant. Furthermore, several
simulations have identified the increase in temperature as more problematic. In
fact, this alone can lead to a completely wrong estimate of the relative speed, which
obviously increases to recover the current mismatch between the observer and the
system. As if this were not enough, the increase in resistance leads to a phase shift
of the signals.

Even the standard Kalman Filter seems to show weaknesses when the param-
eters are completely changed. However, unlike the RL observer, it is possible to
predict uncertainties or noises in the model to bring the estimate closer to the real
one. For example, it can follow the decreasing of the mean value of the current
very well. However, not much time has been spent on this solution, as the standard
Kalman Filter has been defined as requiring all the inputs that characterize the
real system. It is clear that until now a direct measurement of the lift force, which
is one of those that excites the system, has not been introduced. The presence of a
fast and rapid electrical equation in the model would allow the standard Kalman
filter to predict the effect of this lift force, but equally it has been decided to
abandon this model in favor of the extended Kalman filter which, without any
tuning of the particular parameters, manages to follow the numerical imperfections
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introduced. This is thanks to the augmented variable that takes on the responsi-
bility of managing these shortcomings. Finally, it should be pointed out that for
the estimation of the Kalman gain the minimization of a particular cost function
has been used which, starting from the one defined in chapter 3, adds a term Jadd

capable of minimizing the noise, such that

Jadd = ρ[B]d[B]d (5.1)

where ρ is a parameter which, if it increases, makes the system more stable
(fundamental in a close loop logic) but with less noise rejection. In any case, the
theoretical details of this addition have been glossed over by adopting a pure user
approach.

5.2.2 Real time validation
If the reference toward which validating an observer from a numerical point of view
is clear, the same cannot be said from an experimental point of view. Here it is
necessary to rely on the measures and not only. In fact, the current is acquired
as such by the current clamp and can be directly compared with the estimated
analogue; the same cannot be said for the relative speed because there is no direct
measurement. Thus, integration is necessary and this, as is known, brings with it
numerous problems, first of all drifting. In fact, the acquired signals never have zero
mean, so the constant integration leads to an increasing (or decreasing) trend of the
result. This problem has been solved by introducing a bandpass filter with cut-off
frequencies at 0.1Hz and 1000Hz to eliminate constant or weakly time-varying
terms without introducing excessive phase delay.
Once the reference signal has been defined, it has been possible to proceed to

build the scripts in the MicroLaBox and start a simulation in real time.
Although the ineffectiveness of the RL observer had already been demonstrated

at a theoretical level, this solution has been tested the same for the possibilities of
being able to implement a sensorless control (the RL does not need acceleration
signals). Furthermore, the theoretical analysis has made it possible to improve the
observer’s effectiveness by predicting a resistance value that is updated following
the average of the acquired signal. In fact, dealing with periodic signals it has been
not difficult to introduce a simple moving average to achieve this purpose. This
arrangement is absolutely not suitable for transients. However the solution has
been tested out of curiosity.
Figure 5.6 shows some images of these tests. In particular, figure 5.6a refers to the
case in which the voice coil was energized with a constant frequency of 10Hz at a
speed of 0rpm (no levitation). Therefore, the conditions of an electromechanical
system with only one mechanical degree of freedom have been replicated. It should
be observed how in this case the observer RL is able to follow the system very
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(a) (b)

(c) (d)

Figure 5.5: Numerical simulation result for the Kalman filter observes. a)
Estimated and simulated current of the standard Kalman filter. b)Estimated and
simulated velocity of the standard Kalman filter. c) Estimated and simulated
current of the extended Kalman filter. d)Estimated and simulated velocity of the
extended Kalman filter. The blue line refers to the observer state variable; the
black one to the plant simulator.

well. This result shouldn’t come as a surprise as the resistance is corrected in real
time while the inductance used is precisely the one that in figure 4.24b ensures the
coincidence between the experimental and numerical Frequency Response Function.
In fact, by changing the frequency value or even providing for a different excitation,
the observer’s estimate RL fails, as shown in figure 5.4b which refers to the levitating
system subjected purely to the excitation of the irregularities at 500rpm. In any
case, all this should make us reflect on the power of sensorless observatories.
There is not much to comment on the effectiveness of the extended Kalman
Filter which, as mentioned several times, manages to take into account all the
imperfections by playing on the noise and above all on the augmented variable, as
evident in figure 5.11.
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(a) (b)

Figure 5.6: Real time validation of the RL observer. a) SDOF mechanical system
under a sinusoidal excitation at 10Hz. b) Levitated 2DOF mechanical system at
500rpm. he blue line refers to the observer state variable; the black one to the
plant simulator.

(a) (b)

Figure 5.7: Real time validation of the extended Kalman filter observer for the
levitated system at 500rpm. a) Current. b) Relative velocity. The blue line refers
to the observer state variable; the black one to the plant simulator.

Table 5.1 shows some of the parameters tuned to improve the efficiency of the
observer. It should be noted that, due to the many uncertainties, the noises on
the variables have been increased with respect to those of the measurements to
push the filter to trust more the physical signal rather than the model, which, as
we know, is valid under strict hypotheses. Also, the noise value on the augmented
variable has been raised to make the system more responsive; the ρ parameter was
set at the value shown in the table on the basis of work on previous topics.

119



Velocity estimation and control

(a) (b)

Figure 5.8: Real time validation of the extended Kalman filter observer for the
levitated system when approaching the copper track at 500rpm. a) Current. b)
Relative velocity. The blue line refers to the observer state variable; the black one
to the plant simulator.

Figures 5.8, 5.9, 5.10 and 5.11 also show a succession of transients and disturbances
that the extended Kalman is able to follow very well.

States Measurements

Variable Noise Value Variable Noise Value
zus wzus 0.0001

zus wzus 0.0001 zus vzus 0.00001
zs wzs 0.0001

zs wzs 0.0001 zs vzs 0.00001
ivc wivc 0.00001

iaug wiaug 0.1 ivc vivc 0.00001
- ρ 0.05

Table 5.1: Extended Kalman filter tuned parameters.
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(a) (b)

Figure 5.9: Real time validation of the extended Kalman filter observer for the
levitated system when the load reliever is applied. a) Current. b) Relative velocity.
The blue line refers to the observer state variable; the black one to the plant
simulator.

(a) (b)

Figure 5.10: Real time validation of the extended Kalman filter observer for the
levitated system when the track stops. a) Current. b) Relative velocity. The blue
line refers to the observer state variable; the black one to the plant simulator.

5.3 Brief discussion on the active control imple-
mentation

In this last paragraph it is briefly mentioned the active control that since the
design of the test bench has been placed among the first to want to implement.
In particular, the goal is to bring the system to work in the minimum oscillation
condition, which is the one in which the damping is minimal or optimal. In fact, it
is possible to actively impose damping because in the control under consideration
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(a) (b)

Figure 5.11: Real time validation of the extended Kalman filter observer for the
levitated system when a generic force is applied to the sprung mass. a) Current.
b) Relative velocity. The blue line refers to the observer state variable; the black
one to the plant simulator.

the current enters the mechanical domain directly as a force. Therefore, if this
current is made proportional to the relative speed, the system can be excited with
a damping force. Hence the reason linked to the estimate of the relative speed
so much sought after in the observatories should be clear. Knowing the relative
speed and knowing the optimal damping from the studies of the root locus, it is
necessary to enter the system by supplying just the amount of damping force that
is missing to reach the optimum condition. Therefore, the formula 3.72 holds.

In this active control a closed circuit is more necessary than ever and that the
poles, especially those of the observer, have a negative real part. While this was not
a difficult condition to implement, implementing this control proved unsuccessful.
This is because the amount of damping to be added leads to a current value which
is in the order of magnitude of the ripple of the current signal itself. For which in
fact, experimentally, it has not been possible to see a variation of the oscillations of
the accelerations. A variation was recorded by imposing optimal dampings in the
order of thousands, but obtaining the opposite effect of increasing the oscillations.

Therefore, this active control implemented would require reviewing the setup
of the equipment used, from the methods of acquiring the signals to those of
processing. This could be a good starting point for future work. At the level of
this thesis, we stopped at the identification of the system and the observer.
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Chapter 6

Conclusions and further
studies

The problem of the dynamic stability of electrodynamic suspensions has been
revised through a review of the past literature and by the need of the current
mobility problems. The Hyperloop Transportation Technology face this problem
since is it still unresolved both from a theoretical and pragmatical point of view.
In the first case, models developed in the past have proved the dynamic instability
at higher velocity and the propensity of the EDS at reducing its intrinsic damping,
but no match with experimental data at different scale has been obtained; on
the other hand, different scale experimental test bench have shown directly the
dynamic instability driving the scientists at finding the possible causes, but no
theoretical proof is still available and, furthermore, it is not clear why large scale
electrodynamic levitation-based prototype are not affected by instability.

In this thesis work an experimental test bench for the study of electrodynamic
levitation phenomena has been introduced and described in parallel with a cus-
tomized integrated numerical model. Aware of the difficulties encountered by
research in the past and of what has been explained in the introduction, having
succeeded in validating the theoretical model experimentally in such a way that
it behaves similarly to the physical system, can open the doors to theoretical

123



Conclusions and further studies

predictions that have a greater probability of success thanks to the experimental
validations itself. On the other hand, as explained during the discussion, this
matching is based on rigid hypotheses and the range of validity is very narrow. In
fact, different non linearities are present in the test bench, not only because of the
active actuator, vibration of stator, dry friction and increasing of temperature, but
also because of the EDS system itself. It should be remembered that it behaves
in a non-linear way and that the model used in the numerical simulation is a
linearization around an equilibrium air gap.

The results obtain don’t want to be definitive. Great approximation in the
measuring strategy as well as in the extraction parameters method have led to an
estimation that is poor in the most of case. Since non-linear effects and complex
physics (as for example the effect of the magnet in the electric domain of the voice
coil actuator) have been neglected, the unknown parameters have brought with
their estimation all these uncertainties. Despite this, it should be emphasized that
the study of the parameters in an approximate way has in any case allowed us
to have starting points for the matching between the experimental and numerical
curves of the model proposed by Galluzzi et al. [17]. In many cases the trend of
the error and the behavior of the variables was clear, which allowed us to act in
a targeted manner, understand the mechanism and provide the most appropriate
corrections. This is the case of the inductance and the damping. In particular,
the first variable is clear the critical parameter of the model since it affects the
value of the optimal damping and should alone takes into account the effect of
voice coil magnet in the electric circuit. However, two values have been proposed
depending on whether one wishes to work precisely at low frequency or to have a
rough estimate throughout the frequency range. These are two better situations
than if using the static value that the actuator presents in the absence of magnets.
On the other hand, the mechanical parameters (except for the damping) can be
considered with great reliability since no rough approximation have been made
during modelling and measuring activity.

Experimental analysis and theoretical modelling have met finally in the last
chapter where the fitting between Frequency Response Functions has been obtained
successfully. This is a great conclusion since confirm the linearity that is the
base of the model studied. Moreover, since the instability can’t be appreciated
experimentally because of the constant presence of damping in the springs as well
as in the EDS system, it can be predicted by the model itself. This prediction can
be considered quite accurate since it is based on experimental validation, as long
as the conditions are met.

This thesis is not intended to be self-contained, but is part of a larger project
between Politecnico di Torino and HTT and started from theoretical assumption
and the design of the test bench. Here the dynamics has been tested, discussed and
analyzed. The comparison with the previous works from which this thesis took its
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cue has been fundamental, from the setup of the measuring equipment up to the
main issues in dealing with the real counterpart of theoretical model. As has been
done, the following work could also be the starting point for future developments
aimed at grasping more complex dynamics or even at improving the accuracy of
the results reached up to now. It is in this context that becomes interesting to
speculate about the future.

From a purely theoretical point of view, a test bench for electrodynamic suspen-
sions that is well represented, in compliance with its hypotheses, by a model that is
able to work in parallel with the bench itself and estimate the quantities of interest
is now available. The way in which the physical system reacts to current stresses is
well described by the identified FRFs. Therefore, one can think both of improving
the accuracy of the results but also of implementing current controls. The presence
of an active electric actuator allows, in fact, to have full leeway. Certainly, a study
aimed at the project as a whole is also the analysis of passenger comfort, which
can be both studied, predicted and controlled. What can be done with controls is
only limited by the imagination.

From a more practical point of view, this is an interesting result for companies
operating in the rail transport industry. This is not due to the result achieved
in an absolute sense, but above all because perhaps a way has been found to be
able to study the problems of magnetic instability, both from a theoretical and
an experimental point of view. It is clear that before seeing a vehicle similar to
the hyperloop concept on the market, it will take some time. There are still many
aspects to analyze: the effect of speed, what happens in the case of large-scale mod-
els, better understanding the intrinsic damping of the electrodynamic suspension,
dealing with non-linearities and, in general, all those problems that will crop up in
the tackle such a complex and still not well known problem. What is certain is that
the advantages linked to discoveries in this field can lead to the implementation of
advantageous transport systems. This is precisely the case with the Hyperloop.

This thesis work that we want to conclude now leaves room for further stud-
ies and reflections, from the critical and more technical discussion of the results
obtained up to a provocation with a broader perspective: in the modern context,
where the search for innovative and sustainable solutions in the field of mobility
and transport has become one of the main character, in which interesting and
emerging solution able to deliver speed and sustainability to transport people and
cargo alike are followed and where engineering should face and support technical
issues, is the Hyperloop the answer? It was only a theoretical speculation and
year after year the discoveries in the scientific field are increasingly making this
technology tangible. Here, no answer is given, preferring to motivate continuous
researches, to which this thesis hopes to have given even a very small contribution.
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Appendix A

State space matrices

In these sections the state space matrices used to represent physical systems analysis
and to run numerical simulation are summarized.

A.1 Electrodynamic suspension
The state variables are so arranged

{Z}EDS = {i1,d, i1,q, i2,d, i2,q, zin, żP M , zP M}T (A.1)

while the input of the system can be written

{U}EDS = {żP M,in, fP M}T (A.2)

and the output as
{Y }EDS = {z̈P M}T (A.3)

Under this assumption, the dynamic matrix [A]EDS can be written as



−ω1,p ω 0 0 0 Λ0
γL1

e−
zP M,0

γ 0
−ω −ω1,p 0 0 − Λ0

γL1
e−

zP M,0
γ 0 ωΛ0

γL1
e−

zP M,0
γ

0 0 −ω2,p ω 0 Λ0
γL2

e−
zP M,0

γ 0
0 0 −ω −ω2,p − Λ0

γL2
e−

zP M,0
γ 0 ωΛ0

γL2
e−

zP M,0
γ

0 0 0 0 0 0 0
− 2Λ0

γm0
e−

zP M,0
γ 0 − 2Λ0

γm0
e−

zP M,0
γ 0 0 0 0

0 0 0 0 0 1 0


(A.4)
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The input gain matrix [B]EDS is thus

− Λ0
γL1

e−
zP M,0

γ 0
0 0

− Λ0
γL2

e−
zP M,0

γ 0
0 0
1 0
0 1

m0
0 0


(A.5)

Considering the output vector, the output gain matrix [C]EDS isè
− 2Λ0

γm0
e−

zP M,0
γ 0 − 2Λ0

γm0
e−

zP M,0
γ 0 0 0 0

é
(A.6)

and the direct link matrix [D]EDS resultsè
0 1

m0

é
(A.7)

The previous matrices can also re-written considering a stiffness kus as well as a
damping term cus. Under this assumption, the dynamic matrix [A]EDS,kc can be
written as



−ω1,p ω 0 0 0 Λ0
γL1

e−
zP M,0

γ 0
−ω −ω1,p 0 0 − Λ0

γL1
e−

zP M,0
γ 0 ωΛ0

γL1
e−

zP M,0
γ

0 0 −ω1,p ω 0 Λ0
γL1

e−
zP M,0

γ 0
0 0 −ω −ω1,p − Λ0

γL1
e−

zP M,0
γ 0 ωΛ0

γL1
e−

zP M,0
γ

0 0 0 0 0 0 0
− 2Λ0

γm0
e−

zP M,0
γ 0 − 2Λ0

γm0
e−

zP M,0
γ 0 − 2Λ0

γm0
e−

zP M,0
γ − cus

m0
−kus

m0

0 0 0 0 0 1 0


(A.8)

The input gain matrix [B]EDS,kc is thus

− Λ0
γL1

e−
zP M,0

γ 0
0 0

− Λ0
γL2

e−
zP M,0

γ 0
0 0
1 0
0 1

m0
0 0


(A.9)
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State space matrices

Considering the output vector, the output gain matrix [C]EDS,kc isè
− 2Λ0

γm0
e−

zP M,0
γ 0 − 2Λ0

γm0
e−

zP M,0
γ 0 − 2Λ0

γm0
e−

zP M,0
γ − cus

m0
−kus

m0

é
(A.10)

and the direct link matrix [D]EDS,kc resultsè
0 1

m0

é
(A.11)

A.2 Voice coil actuator
The state variables are so arranged

{Z}vc = {vvc, zvc, ivc}T (A.12)

while the input of the system can be written

{U}vc =
;

fvc,
1
R

<T

(A.13)

and the output as
{Y }vc = {z̈vc}T (A.14)

Under this assumption, the dynamic matrix [A]vc can be written as− cvc

m0
0 Km

m0
1 0 0

−Km

Lvc
0 −Rvc

Lvc

 (A.15)

The input gain matrix [B]vc is thusC 1
m0

0
0 1

Lvc

D
(A.16)

Considering the output vector, the output gain matrix [C]vc isè
−cvc

m0
0 Km

m0

é
(A.17)

and the direct link matrix [D]vc resultsè
1

m0
0
é

(A.18)

The previous matrices can also re-written considering a stiffness ks. Under this
assumption, the dynamic matrix [A]vc,K can be written as− cvc

m0
− ks

m0
Km

m0
1 0 0

−Km

Lvc
0 −Rvc

Lvc

 (A.19)
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State space matrices

The input gain matrix [B]vc,K is thusC 1
m0

0
0 1

Lvc

D
(A.20)

Considering the output vector, the output gain matrix [C]vc,K isè
−cvc

m0
− ks

m0
Km

m0

é
(A.21)

and the direct link matrix [D]vc,K resultsè
1

m0
0
é

(A.22)

The previous matrices can also re-written considering only electric domain (null
relative velocity). Under this assumption, the dynamic matrix [A]vc,K can be
written as è

Rvc

Lvc

é
(A.23)

The input gain matrix [B]vc,K is thusè
1

Lvc

é
(A.24)

Considering as output vector the current state variable, the output gain matrix
[C]vc,K is è

1
é

(A.25)

and the direct link matrix [D]vc,K resultsè
0
é

(A.26)

A.3 Dynamic measuring device
The state variables are so arranged

{Z}EM = {żus, zus, żs, zs, ivc}T (A.27)

while the input of the system can be written

{U}EM = {fus, fs, V }T (A.28)

and the output as
{Y }EM = {z̈usz̈s}T (A.29)
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State space matrices

Under this assumption, the dynamic matrix [A]EM can be written as
− cvc+cus

mus
−kus+ks

mus

cvc

mus

ks

mus
− Km

mus

1 0 0 0 0
cvc

ms

ks

ms
− cvc

ms
− ks

ms

Km

mus

0 0 1 0 0
Km

Lvc
0 −Km

Lvc
0 − Rvc

Lvc

 (A.30)

The input gain matrix [B]EM is thus

1
mus

0 0
0 0 0
0 1

ms
0

0 0 0
0 0 1

Lvc

 (A.31)

Considering as output vector the current state variable, the output gain matrix
[C]EM is C

− cvc+cus

mus
−kus+ks

mus

cvc

mus

ks

mus
− Km

mus
cvc

ms

ks

ms
− cvc

ms
− ks

ms

Km

mus

D
(A.32)

and the direct link matrix [D]EM resultsC 1
mus

0 0
0 1

ms
0

D
(A.33)

The previous matrices can also re-written in the configuration space. Defining a
configuration vector written as

{q} = {zus, zs}T (A.34)

the mass matrix [M] can be written asC
mus 0

0 ms

D
(A.35)

the damping matrix [C] is thus C
cvc + cus −cvc

−cvc cvc

D
(A.36)

and the stiffness matrix [K] resultsC
ks + cus −ks

−ks ks

D
(A.37)

The vector of the external forces include the current state

{f} = {fus, fs}T + {−Kmi, Kmi}T (A.38)
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State space matrices

A.4 Electrodynamicl levitated electromechanical
system

The state variables are so arranged

{Z} = {i1,d, i1,q, i2,d, i2,q, zin, żus, zus, żs, zs, ivc}T (A.39)

while the input of the system can be written

{U} = {żin, fus, fs, V }T (A.40)

and the output as
{Y } = {z̈usz̈sivc}T (A.41)

Under this assumption, the dynamic matrix [A] can be written as


-ω1,p ω 0 0 0 Λ0
γL1

e
−

zP M,0
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−ω −ω1,p 0 0 − Λ0
γL1

e
−

zP M,0
γ 0 ωΛ0

γL1
e

−
zP M,0

γ 0 0 0

0 0 −ω1,p ω 0 Λ0
γL1

e
−

zP M,0
γ 0 0 0 0

0 0 −ω −ω1,p − Λ0
γL1

e
−

zP M,0
γ 0 ωΛ0

γL1
e

−
zP M,0

γ 0 0 0
0 0 0 0 0 0 0 0 0 0

− 2Λ0
γmus

e
−

zus,0
γ 0 − 2Λ0

γmus
e

−
zus,0

γ 0 0 − cvc+cus
mus

− kus+ks
mus

cvc
mus

ks
mus

− Km
mus

0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 cvc

ms

ks
ms

− cvc
ms

− ks
ms

Km
mus

0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 Km

Lvc
0 − Km

Lvc
0− Rvc

Lvc


(A.42)

The input gain matrix [B] is thus

− Λ0
γL1

e−
zP M,0

γ 0 0 0
0 0 0 0

− Λ0
γL2

e−
zP M,0

γ 0 0 0
0 0 0 0
1 0 0 0
0 1

mus
0 0

0 0 0 0
0 0 1

ms
0

0 0 0 0
0 0 0 1

Lvc



(A.43)

Considering as output vector the current state variable, the output gain matrix

132



State space matrices

[C] is− 2Λ0
γmus

e−
zus,0

γ 0 − 2Λ0
γmus

e−
zus,0

γ 0 0 − cvc+cus

mus
−kus+ks

mus

cvc

mus

ks

mus
− Km

mus

0 0 0 0 0 cvc

ms

ks

ms
− cvc

ms
− ks

ms

Km

mus

0 0 0 0 0 0 0 0 0 1


(A.44)

and the direct link matrix [D] results0 1
mus

0 0
0 0 1

ms
0

0 0 0 0

 (A.45)
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