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Abstract

Diagnostics constitute a foundation for the management, maintenance, and improve-
ment of computer networks. To this end, traffic matrices are an effective element of
diagnostics by representing directed traffic flows between pairs of networked nodes
in a compact manner. In detail, a traffic matrix is a two-dimensional array where
each row (column) corresponds to a node, and each cell contains the value of traffic
flow between the row and column nodes, obtained by aggregating link load measure-
ments over a sampling time interval. The collection of this data serves the purpose
of enacting strategies for infrastructural enhancement and traffic engineering in a
conscientious, informed way. However, such information can often be only partially
available: this is the case, for example, of networks dealing with massive volumes
of traffic such that telemetry operation may put heavy computational strain on the
measuring devices, causing these to suffer degradation of performance for their net-
working functions (e.g. forwarding throughput). Simply scaling the computational
resources up to satisfy the requirements’ overhead is not always feasible and is an
expensive solution. This is a reason for the prominent interest in the problem of
traffic matrix estimation and completion, namely the problem of inference of traffic
flows via statistical or Artificial Intelligence (AI)-based techniques. This work
focuses mostly on the category of AI and data-driven as a regression tool to tackle
the aforementioned problem. At the same time, we aim to solve another issue that
stems directly from the intrinsic nature of AI: its lack of human interpretability.
The main contribution of this thesis is the comparison (in terms of different error
metrics) of several models for traffic matrix completion and the explanation of
the decision process of the black box-like techniques via eXplainable Artificial
Intelligence (XAI) methods such as saliency maps. Experimental results show
that the accuracy of Machine Learning (ML)-based and statistical models highly
depends on the set of network conditions, i.e., the dataset used. The complexity of
traffic and the absence of clear patterns alter the ability of the model to generalize
the findings among different network traces. On the other hand, the study of the
model decision process via XAI demonstrates that models are majorly influenced in
their inference process by the surrounding square around the missing traffic matrix
cell.
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Chapter 1

Introduction

Traffic flows statistics are a key product of network diagnostics, and traffic matrices
are a common choice for gathering those statistics in an efficient and intuitive
representation; in detail, a traffic matrix is a bi-dimensional array where columns
and rows correspond to the nodes which comprise a network infrastructure, and
their meeting point indicates the traffic flow between the two nodes, sampled
in a time interval of choice; each node might correspond to a single or multiple
aggregated network devices, with the latter choice being sensible in large scale
contexts. In other words, given a matrix M , for each pair of nodes i,j, the cell Mij

corresponding to those indices contains the volume of the directed flow fi−→j . These
matrices find a multitude of uses in the fields of network and traffic engineering
(e.g. capacity planning, congestion avoidance and route optimization).
With that said, while conceptually simple, traffic matrices are not always easy to
obtain in practice: solutions for TM computation from measured traffic data do
exist, and follow a variety of approaches that rise to the practical challenges (as
exemplified in [1]), but they are not always applicable. This is because of different
possible reasons, as stated in [2]:

• network devices may lack support for measuring protocols.

• network devices may suffer the computational overhead of frequent measuring
under heavy load conditions; conversely, lowering the frequency of measure-
ments reduces the quality of the information used to build the traffic matrices.

• upgrading the infrastructure so as to solve the aforementioned issues is expen-
sive.

• even if we assume the network to be adequately equipped in both hardware and
software resources, protocols for data collection generally rely on connection-
less, unreliable transport mechanisms (e.g. SNMP on UDP) without retention,
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Introduction

therefore some diagnosed data may be lost during transmission through the
network.

Because of these causes, the problem of TM estimation has seen a lot of interest
around the years, and the reason why many kinds of techniques have been devised
for both future matrix estimation and matrix completion.
Our focus in this thesis lies on Artificial Intelligence architectures employed as
regression methods for TM completion, because of the remarkable results and
attention they have been drawing as of late. In particular, these architectures
(along with general Machine-Learning), have been following an upward trajectory
for several years now. To translate words into numbers, the total amount of AI
related publications produced by the efforts of Research & Development units all
over the world has doubled between 2010 and 2021, as reported in [3], going from
160 thousands to 330 thousands, and interestingly enough this growth has seen an
increment in steepness between 2016 and 2017 which holds steady to this day. This
positive tendency is not only encountered in academic environments, but also finds
correspondence in terms of yearly corporate investments fueling R&D departments,
meaning that industries are more likely than ever to foresee the potential behind the
adoption of AI. Consequentially, with a lot of interests being at stake, but also more
importantly from an ethical standpoint, using Artificial Intelligence as black boxes
in decision processes is not feasible, especially in critical contexts. Motivated by
this conundrum, institutions for regulation and standardization have been working
during the last few years towards the definition of governance paradigms that
would allow for a more conscious usage of these tools. Hence the current direction
of practical AI applications is to try and equip decision models with explanation
suites, in order to enable the principles of trustworthiness[4], accountability and
transparency[5].
This leads us to the ultimate goal of our work, that is, the proposition of several ad-
hoc AI models for TM completion, their comparison with other solutions drawn from
recent literature, and most importantly the application of eXplainable Artificial
Intelligence techniques in order to understand the "reasoning" of the models.
As expected, the problem proved itself to be challenging because of the non
immediately recognizable and inconsistent spatial patterns of traffic matrix data,
for example when compared to other simpler bi-dimensional data use cases of AI
such as RGB images; therefore, because avoiding under-fitting and over-fitting
showed to be difficult for the neural networks, this inconsistency in the data
translated to inconsistent results across the board in our tests. Conversely, a
consistent pattern has been observed in our attempt to visualize the decision
process of the networks via saliency maps: these collectively showed that, on
average, the models assign a higher degree of importance towards the estimation
to a subset of matrix entries, which are mostly localized in the close proximity of
coordinate of the missing data to be predicted. Generally speaking, because entries
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in the matrices which are close to one another might constitute flows with little to
no real correlation, and vice versa distant entries in the matrices might represent
flows with strong mutual influence, we observe that a more thoughtful placement
strategy of the flow data might assist the networks in using the most relevant
data in a more focused manner, hence improving performances; in particular, our
hypothesis for future works is that it might prove beneficial to structure the data in
such a way to keep distances between flows in the matrices inversely proportional
to their correlation, since as we already mentioned, the models on average tend to
privilege the surrounding cells of the missing value(s) when making an estimation.

This thesis is structured as follows. Chapter 2 offers an overview of related
literature, exploring the spectra of both matrix estimation algorithms and XAI
techniques, while also mentioning some of their applications to practical use
cases. Chapter 3 provides high level information about the architecture of the
three proposed models that constituted the test subjects for the XAI methods
chosen for the analysis, and explains what these methods consist of at an intuitive
level. Chapter 4 presents a formal definition of the problem of Traffic Matrix
Completion. Chapter 5 briefly presents notions about the datasets of choice and
the preprocessing schemata, lists the metrics employed for the comparison of the
performance of models, and displays the results of our work, in terms of comparison
of prediction performance in variable conditions, training and prediction times, and
finally explanation of the rationale behind the estimations through visualization of
saliency maps. Chapter 6 summarizes the objectives of our work and the steps we
followed in order to meet them, while also suggesting a starting point for reflection
on future related works.
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Chapter 2

Related Work

In this chapter we review some of the existing literature about Traffic Matrix
Completion and eXplainable Artificial Intelligence, so as to define the scope into
which this thesis ought to be inserted.

2.1 Matrix Completion
Studies in field of matrix completion are abundant, and follow a variety of different
approaches applied to disparate use cases. Considering the general problem of
matrix completion and also focusing on the particular issue of network traffic
inference, we proceed to mention some of these works and the relative proposed
methodologies. One of the most explored approaches to the problem of completion
is to solve the optimization problem of low rank matrix (and by extension tensor)
completion; its formal definition is as follows:

min rank(E), s.t. Eij = Mij ∀(i, j) ∈ Ω (2.1)
where E is an estimated matrix, M is the matrix to complete, Ω is the set of all
indices of the matrix; in other words, the objective is to find a matrix E that closely
approximates the target M, while also minimizing the rank of the former; the main
issue with this approach is that finding a solution to 2.1 is NP-Hard, therefore the
main challenge in this case has been to reduce the complexity of the computation.
Several workarounds have been devised for this purpose, mainly consisting in the
substitution of the optimization criterion function (rank(.)) with surrogates that
allow for faster resolution with lower complexity and comparable results. The
problem statement in 2.1 thus becomes:

min f(E), s.t. Eij = Mij ∀(i, j) ∈ Ω (2.2)
where f(E) is the surrogate of choice, replacing rank(E). Common choices for the
surrogate function are tensor nuclear norm and Schatten-p norm. In [6], a smooth
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low rank tensor tree completion algorithm is described; this is a member of the
populous family of the nuclear norm minimization approach[7] and introduces a
solution to 2.1 that aims to minimize, rather than the sole nuclear norm, the sum
of the latter with total variation norm [8], in order to improve the reconstruction
capabilities in the cases of tensors possessing the property of smoothness (e.g.
images), while also forgoing the need to estimate a bound for the tensor rank
bound.
Some other variations of norm based approaches are exhibited in [9] and [10];
in the first, three alternative approximations of f(E) are implemented, namely
EPT, MCP and SCAD, used in conjunction with a divide et impera approach by
reducing the optimization problem into several, more manageable subproblems
(approach known as Block Coordinate Descent), while in the second two ulterior
alternatives are presented, labeled NS-LRTC and S-LRTC, whose purpose is to
improve reconstruction accuracy close to tensor boundaries, which tends to be a
weakness of smoothness-aware functions.
LMAFit[11] is an efficient solution for a wide array of generic matrix completion
and estimation problems, and works by introducing a low rank matrix factorization
model which aims to reduce computation time with relation to nuclear norm mini-
mization approaches[7] by avoiding the computation of the nuclear norm entirely;
although it possesses drawbacks such as reliance on the provision of an initial rank
estimate, and lack of a guarantee to achieve a global solution, LMAFit is proven to
be as empirically reliable as norm based approaches, while being much faster.
STTC-CP[12] employs a tensor representation for time series of traffic matrices,
thereby enabling the application of the CANDECOMP/PARAFAC ([13], [14]) ten-
sor decomposition technique; by exploiting the lower dimensional latent structures
hence produced and by factoring the feature of temporal stability of the OD flows
in temporally adjacent traffic matrices, this method aims to better capture the
structural properties of traffic data and therefore to exhibit superior performance
by comparison to 2-dimensional matrix based algorithms in presence of high loss
rates.
STGM[2] uses traffic matrix data, partitioned and modeled as a set of gaussian
distributions via spectral clustering (based on spatial affinity), as an adjuvant to
a linear regression algorithm in order to improve the performance of the latter,
especially under the conditions of heavy data loss.
NiTMC[15] proposes a way to exploit the potential relationship between the prob-
lems of traffic volume interpolation and network anomaly detection for the purpose
of solving both in a more efficient manner, by making use of the low rank property
and temporal characteristics of traffic matrices; this approach achieves improved
estimation accuracy in the presence of complex (e.g. non simply gaussian) noise
distribution patterns in the data when compared to models that ignore the issue of
anomaly detection.
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With [16], Roughan et al present the application of Gravity[17] and Tomogravity[18]
models for traffic matrix estimation, to drive traffic engineering operations; in par-
ticular, estimated traffic matrices, used in conjunction with traffic optimization
algorithms, are shown to provide solutions for congestion avoidance in some cases
close to optimal.
As for AI based approaches, convolutional networks are often employed in this case
because of their compatibility with multidimensional data. R-CNTME[19] is an
example of a network made of convolutional, pooling and fully connected layers,
built to tackle the traffic matrix completion problem under the often deal-breaking
assumptions of limited, sparse and noisy training data, which showcases how, by
using the global spatial correlations between OD flows extracted via convolution,
it is possible to achieve superior performances with relation to architectures that
only take into account correlations between a singular prediction target flow and
the others.
In [20] a CCAE architecture, namely a cascaded autoencoder built with (mostly
or exclusively, depending on the case) convolutional filters is described in its use
case of electric load matrix data recovery; since the measured data here represents
a time series, this is a case of revisiting mono-dimensional data, by exploiting
its periodicity and transforming it into bi-dimensional data so that horizontally
adjacent data constitute measurements in proximate time points, and vertically
adjacent data instead constitute measurements at corresponding moments within
successive periods; such a representation allows the CCAE to shine: because of its
capability to extract the correlations between cells in multidimensional data, the
network makes use of a larger amount of information when compared to traditional
mathematical estimation methods, which only use spatial neighbors of the missing
data point.
In [21] a ConvLSTM architecture (first introduced in [22]) for future traffic matrix
prediction is presented, that is, a combination of CNN and LSTM models capable
of extracting and modeling the spatio-temporal features of historical traffic data
and ultimately generate estimated traffic matrices in successive time-steps; in
this specific context, the objective of the architecture is to not only to produce
projections of future traffic, but to do so in the case of sparsely available historical
data, therefore of traffic matrices being comprised of mostly predicted, non directly
measured values.

2.2 eXplainable Artificial Intelligence
With the complexity and opaqueness of AI models increasing enormously since their
original conception, along came a surge of interest in the topic of AI interpretation;
this interest, which saw a steady increase in the last decade[23], has been the
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propelling force behind the development of several XAI solutions of assorted nature.
Barredo Arrieta et al, provide in [23] a theoretical introduction to XAI and its core
concepts, while also making the case for its necessity and providing a comprehensive
and detailed taxonomy of recently developed solutions, for both general Machine
Learning and Deep Learning.
Here we cite a number of these solutions and their application to various use-cases.
A common technique for AI interpretation is the visualization of the attention levels
of a model to features of a particular input through heatmaps: these attention
levels can be computed in a multitude of ways, which usually involve extrapolating
information about how the input is processed from the inner layers of neural
networks. We report some of these techniques and relative use cases. In [24],
Amarasinghe et al present a framework for explainable, Deep Neural Network based
anomaly detection, whose purpose is to offer insight on the anomaly classification
made by the network in terms of estimation confidence, relevance score of the
input features towards the outcome of the classification, and by constructing
textual, human friendly descriptions of the anomaly. The main tool used for
implementing the framework is the Layer-wise Relevance Propagation technique[25],
whose functioning consists in a backwards (output to input) layer to layer mapping of
relevance attribution by each neuron, allowing to distribute the relevance values over
the input sample features, all the while abiding by a total relevance conservation
law; to explain this method in simpler terms we can consider the example of
image classification: the objective is to perform a "pixel-wise decomposition" of a
classification decision, that is, construct a heatmap of contribution over the pixels
of the classified image, where each pixel is considered as an individual feature; each
neuron of the last layer, for a given classification, yields a particular value which is
function of all its connections with neurons of the previous layer and corresponds
to the contribution of said neuron towards the output. By traversing the network
in a backwards fashion, and iteratively computing the relevance factors for each
neuron of each layer as function of neurons of successive layers, the input layer is
eventually reached, and thus a relevance distribution over the pixel is obtained.
Grad-CAM[26] is an activation based technique for visualizing class activation maps
of CNN-based models in a highly discriminative way; this means that, similarly
to LRP, it produces heatmaps which highlight the classification-deciding features
(more specifically, those that have a positive impact towards a particular output
class), and does so by exploiting information extracted from the last convolutional
layer of a CNN (namely, the gradient of the score of a class with respect to
the feature maps of the layer); the choice of analyzing information from the last
convolutional layer, rather than any other, be it convolutional or fully connected,
is because the former reaches, inside these sort of architectures, the highest level of
feature abstraction out of all convolutional predecessors, while also retaining the
spatial information which is lost in the fully connected layers.
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In [27], Chen et al make use of Grad-CAM to visualize the attention of a CNN
classifier over time-frequency spectral images generated by vibration analysis of
rolling elements bearing (REBs); in this context, given that the AI model is capable
of detecting and classifying different faults of the REBs by analyzing said spectra,
Grad-CAM generates heatmaps that represent the different level of attention over
the frequency bands of the vibration, therefore highlighting the correlation (as seen
by the CNN) between a particular kind of REB fault and the frequency bandwidths
of the vibration it produces.
Another potential application of CAM to CNN classifiers can be seen in [28]; in
this case the network is not built to deal with bi-dimensional data, but rather
constitutes a network packet flow classifier, thus dealing with mono-dimensional
structures; CAM provides added value to the model by visualizing the importance
of each byte of a flow during classification.
Zheng et al[29] showcase the potential of visualization techniques, namely Saliency
Maps and Activation Maximization[30], by explaining the inner workings of a
neural network trained for job scheduling in a cloud computing environment (a
concise overview of the two methods is provided in 3.2.1 and 3.2.3); by the means
of these two methods, it is possible to understand how the state of the platform’s
resources together with the the resources’ demand of a job influence the scheduling
outcome (with saliency maps), and what profile of resources’ demands leads he
model to favor a job over the others (with Activation Maximization).
Another option for for interpretability is sensitivity analysis, whose application
to neural networks was first presented in [31]; in essence, it represents a group of
methods whose objective is to observe and visualize through map representations
how a model responds to arbitrary perturbation of input (for example, a translation,
rotation, or mirroring of a figure in an image); as such, these method share a common
root with DeepLIFT and CAM variations, with the latter two being respectively
gradient based and activation based, and the former being perturbation based.
A commonly encountered sub-type of sensitivity analysis is occlusion sensitivity
analysis: in this case, the input is perturbed by partially removing some of its
information (e.g. replacing portions of an image with non informative data), and for
each output node (classes or regression output) the variation of the score function
is registered; by applying occlusion over the portions of the data iteratively, it is
possible to compile those score variations over an attention map. In [32], Uchiyama
et al demonstrate an application of occlusion sensitivity analysis to the case of a
CNN video classifier.
One more possibility for producing explanations is local approximation of the output
function of the complex AI models with simpler, naturally interpretable algorithms.
This solution entails, given some particular input and the relative output by the
black-box network, to build surrogate models (e.g. decision trees) which exhibit
congruous decision making strategies, although only for data whose features are
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positioned in the surroundings of the input data; once the approximative model is
generated, insight about its rationale, which is also locally representative of the
opaque network, is extracted. Some examples of this approach are mentioned in
the following paragraphs.
DeepSHAP[33] belongs to the family of additive feature attribution methods,
approaches rooted in game theory consisting in the attribution of effect values
to features of data which sum to output function of the model to explain; the
framework is built by using a combination of SHAP values as feature importance
metric, representing the change in expected prediction of a model when conditioned
to the feature itself, and DeepLIFT[34] as a technique to approximate the hard-
to-compute SHAP values, and at the same time guarantee local accuracy in
approximation of the model (in other words, the approximation of the model’s
behaviour against a certain input).
In [35], Nascita et al detail the usage of DeepSHAP[33] as a means of explaining
the proposed framework for mobile traffic classification, MIMETIC-ENHANCED;
in particular, the application of DeepSHAP here consists in the attribution of
importance values to input data belonging to a mobile traffic bi-flow: these values
represent a confidence measure of the model’s assignment of a bi-flow to a particular
class.
LIME[36] is an algorithm for model-agnostic, local explanation of both classifiers
and regressors; in order not to be tied to any specific architecture, the algorithm
works by building linear, interpretable, surrogate models around a data sample
that the non-linear model associated to a certain output, and does so by generating
samples via random perturbation of the sample to be explained; these perturbated
data samples are fed to the non-linear model, which associates them with an
output value (e.g. a class label); by observing the variation of the outputs and its
correlation with the variation of the perturbations the surrogate linear model is
finally generated.
The EXPLAIN-IT framework[37] is a proposal for explanation of unsupervised
(e.g clustering) learning architectures, and relies on LIME for this purpose; its
system is comprised of two steps: first, the dimensionality of the data is reduced
to a summarized space via clustering (or similar techinques), then these clusters
are analysed in terms of the characteristics separating them from one another;
this second step is achieved in two sequential substeps, namely training a black-
box model model (e.g. SVM) with higher discrimination power (w.r.t. naturally
interpretable white box models like decision trees) to trace boundaries around the
clusters and finally explaining the discrimination criteria by applying LIME on
said trained model.
Doctor XAI [38] is an ad-hoc framework conceived for the explanation of the Doctor
AI Recurrent Neural Network[39], built for the prediction of a patient’s clinical
events, given their medical history records; the approach followed by Panigutti et
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al when devising the explanation pipeline is to generate local (that is, for each
given input sample and corresponding prediction) surrogate decision models which
are trained by using sets of data-points (both real and synthetic medical records)
similar to the explanation target as training data correlated with the corresponding
Doctor AI prediction as ground truth; the outcome of this process is the creation
of a model which closely mimicks the behaviour of Doctor AI, and from which
interpretable decision rules can be extracted.
The contribution of this work is to mount a comparison of performance for some
of the traffic matrix completion solutions (or some variation of them) we have
mentioned thus far, for the use case of single coordinate inference with different
degrees of noise polluting the matrix data, and to exploit Vanilla Saliency maps
in order to derive visual explanations for the predictions of three proposed deep
learning models, in order to understand which OD flows are the most influential
towards the regression output.
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Chapter 3

Background

This chapter provides a general overview of the XAI techniques this work is focused
on, and the AI models they were tested upon.

3.1 Artificial Intelligence Architectures
3.1.1 Convolutional Neural Network
Convolutional Neural Networks (CNN) are a subclass of Artificial Neural Networks
(ANN), widely used for problems belonging to a wide spectrum, such as Computer
Vision, Natural Language Processing, Object Detection and Segmentation, Image
Classification and more [40]. These architectures, in particular, are attractive
when dealing with image data (and by extension matrix data), because of the
reduced computational complexity, number of training parameters, and over-fitting
tendencies when compared to traditional ANNs, while retaining good performance
[41]. A generic representation of the model can be seen in Figure 3.1: the core of a
CNN is comprised of three kinds of layers:

• Convolutional Layers, which include a set of filters (or "kernels"), multidimen-
sional parameters that act as operands for convolution operations with the
input data, which in turn produce a set of "activation maps", and represent
the key component that enables the layer to distinguish features in the data.

• Pooling Layers, which apply a form of downsampling to the input data (which
are generally activation maps), reducing its dimensionality.

• Fully Connected Layers, inherited from traditional ANN architectures, made
of units called neurons which are linked to each neuron of adjacent layers
through weighted connections, whose values are repeatedly updated during
the training phase.
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Figure 3.1: Architecture of a CNN

The first two kinds of layers are responsible for the extraction of features from the
data, while the last one ultimately produces the output of the model. Since CNN
is a prime and flexible alternative for working with matrix data, it is taken into
consideration in this work as a regressive model for estimating missing traffic data.

3.1.2 Convolutional Autoencoder
Convolutional Autoencoders belong, as the name implies, to the family of autoen-
coders, with the peculiarity of employing Convolutional, Pooling, and Up-Sampling
layers to build the encoder and decoder stages. Such architectures find applications
in tasks like Image Denoising [42], Coloring, (De)Compression, being particularly
suited for image data for reasons already stated in 3.1.1. The way they work is as
follows: (see Figure 3.2)

• the encoder stage, consisting of a number of Convolutional and Pooling layers,
is responsible of extracting the features from the input and compress the
information into a representation known as "Latent Space".

• the decoder stage, consisting of a number of Convolutional and Up-Sampling
layers, expands the data compressed inside the Latent Space up to the desired
output shape.

Because of the spatial features abstraction capabilities of convolution based net-
works, these models are capable of generating results (e.g. images) that are devoid
(to various degrees) of "spurious" portions of the input, such as visual noise, whose
information may be discarded/replaced during the compression-expansion process,
and for this reason, they represent a valid option as a solution to the Traffic Matrix
Completion problem.
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Figure 3.2: Architecture of a CAE

3.1.3 Adversarial Autoencoder
Adversarial Autoencoders (AAE) as introduced in [43], represent a form of Genera-
tive Adversarial Network (GAN), that is, a method for training generative models
by pitching two neural networks against each other; the composition of a GAN is
generally as follows (figure 3.3):

• A generator, which is trained to produce data samples that seemingly belong
to the data space so as to fool the discriminator.

• A discriminator, which is trained to distinguish whether an input sample
belongs to the data space ("true" sample) or not ("fake" sample).

Figure 3.3: Architecture of a AAE

In the specific case of AAEs, the generative model is built as an autoencoder. The
crucial aspect of these architectures is how the training procedure is led in several
steps for each data batch:

13
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• the AE is trained in a "traditional" fashion, in order to minimize the recon-
struction error on the data samples.

• the discriminator is trained on a mixture of true and generated latent space
vectors, so as to learn to discriminate the positives from the negatives.

• the encoder portion of the AE is trained to produce latent space vectors that
the discriminator can classify as positives.

3.2 Explainable Artificial Intelligence

3.2.1 Saliency Maps
Saliency Maps were first introduced in [30], as a way to visualize convolutional
classification models’ spatial support for a given class in an image. The idea behind
vanilla saliency is to rank the influence of single pixels of an image over the score
function (of a class for classifiers, or, in the regression case, for value variation) of
the output layer of a neural network. In further detail, the saliency values for each
pixel are computed by differentiating the score function of choice with respect to
the input image. The result is a map having the very same size as the image, where
each cell constitutes the degree to which the corresponding pixel of the image is
influential in defining the score value.

3.2.2 Occlusion Sensitivity Analysis
Much like saliency maps, occlusion sensitivity analysis lies in the category of post-
hoc, local interpretation methods. This approach consists in perturbing parts of
the input (“occluding” them) to be fed to the model, by replacing them with non-
informative values, and measuring how much the prediction score corresponding
to the occluded input distances itself from the original prediction relative to the
unmodified matrix. This distance is interpreted as the importance score of the
occluded part of the image with respect to the prediction: the higher the difference,
the more influential is that portion of the input. These importance scores are
ultimately compiled into an importance score matrix, of the same size as the input
matrices, which is the result of the analysis. The occlusion process may be carried
out on an arbitrary granularity: masks may cover portions of an image sizing
from even a single pixel up to large portions of the input, and should aim to
occlude significant portions of the sample (e.g. the set of pixels showing a class’s
peculiar feature) to achieve useful results. Although this methodology was taken
into consideration, no consistent, indicative information about the models could be
derived from it, therefore its results have been omitted.
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3.2.3 Activation Maximization
The purpose of Activation Maximization, as thoroughly described in [44], is to
visualize the "behaviour" of hidden layers inside of deep models. This is achieved
by solving (locally, see [44]) the optimization problem of finding the input which
maximizes the activation of the units of the model. In other words it is a matter
of artificially building an input sample that the network will, with the utmost
confidence, translate to a particular output class or value. Although very interesting
insight may be deduced when applying this sort of technique to particular fields
(i.e. computer vision, image classification), in our case the results were not intuitive
and as such have been omitted as well.
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Chapter 4

Solution

The traditional formal definition for the problem of Traffic Matrix estimation was
pioneered by Y. Vardi in [45]; we will use this definition, known as the tomography
model, as a reference to frame our case. The statement of the problem is as follows:
given a set of directed traffic flow volumes, measured from the L links of a network
with N nodes, sampled in a given time interval, we intend to compute the amount
of traffic running between the C = N(N − 1) Origin-Destination (OD) couples
of the network. We work under the assumption that the network is a strongly
connected directed graph, meaning that for any pair of nodes i, j ∈ N , there
exist two paths pi−→j and pj−→i that connect said nodes in both directions. At a
particular sampling time t, we identify three main components in our formulation:

• Xt, a column vector sized Cx1 containing the measurements of the OD flows
between each pair of nodes; essentially, this is a traffic matrix.

• Yt, column vector sized Lx1 containing the directed flow volumes traversing
each link of the network.

• the routing matrix A, sized LxC, containing information about the network
routing configuration, and defined as follows:Alc = 0 if link l /∈ pi−→j

Alc = 1 if link l ∈ pi−→j

where i and j are the indices of the nodes constituting the directed pair c.

Starting from the aforementioned components, a linear relationship between the
the OD traffic flows and the the volume of data going through the links of the
network can be defined in these terms:

Yt = AXt (4.1)
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Our objective is finding Xt, for a given Yt and A, hence we aim to solve the inverse
of the linear problem 4.1. Unfortunately, in most real networks, the number of
links L is way smaller than the number of OD pairs C, therefore:

• matrix A is not invertible.

• the inverse problem is severely underconstrained.

Several solutions have been devised in order to solve this issue (see [45], [18]), for
example consisting in posing additional constraints to the equation in order to turn
it into a determined system, or by using approximations models.
Our approach, while sharing the same objective of estimating the OD flows in Xt,
does not involve using either the routing information contained in A or the link
loads information from Xt; instead, we assume partial information about the OD
flows to be available, and we seek to fill the gaps in the data by leveraging the
capabilities of several algorithms to "understand" the spatial relationships which
run among the flows themselves. We can recognize three pieces in the formalization
of this new problem:

• matrix X̃t, sized NxN , containing the partially measured information about
the OD traffic flows.

• matrix Xt, sized NxN , containing the full information about the OD traffic
flows.

• function f(.), representing the non-linear function describing the matrix
completion algorithm.

By putting all the pieces together, we obtain:

Xt = f(X̃t) (4.2)

In essence, rather than avoiding the measurement of traffic flow data directly from
the network, and instead computing it by exploiting its relationships with other
easy to obtain information, we accept to sample a subset of that data, and estimate
the missing flow volumes through regression techniques.
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Chapter 5

Results

The following chapter provides some details about the data used in our tests, the
preprocessing operations and successively expands upon the used architectures
in terms of training and prediction time, prediction performance and prediction
visualization using the aforementioned XAI techniques.

5.1 Datasets
Three different datasets were chosen for this study:

• the Abilene (2004) dataset, featuring 48386 samples, sized 12 by 12, measured
in five minutes intervals.

• the commonly used Geant (2005), sporting a total of 11460, 22 by 22 matrices
representing traffic demand spanning over four months, with a granularity of
fifteen minutes.

• a set of matrices derived from the network traffic traces recorded from the
WIDE network and made publicly available by the MAWI group. Ten consec-
utive traces, spanning over two hours and thirty minutes from samplepoint-F
were considered, dated 2020. Traffic matrices were generated by aggregating
traffic by address prefix, with a one second granularity, and by filtering smaller
flows to keep the matrices’ size at a reasonable level. The result is a collection
of 9010, 24 by 24 matrices.

5.2 Metrics
Two different metrics were chosen for comparison and evaluation purposes:
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• Normalized Root Mean Squared Error defined as:

NRMSE = NqN−1
i=0 yti

óqN−1
i=0 (yti

− ypi
)2

N
(5.1)

• Normalized Mean Absolute Error defined as:

NMAE =
N−1Ø
i=0

|yti
− ypi

|
|yti

|
(5.2)

where:

• yti
and ypi

represent respectively the i-th observed value and i-th corresponding
predicted value.

• N represents the number of considered matrix samples.

NMAE represents an immediately intuitive representation of the magnitude of the
average estimation error, NRMSE instead puts more emphasis on the occurrence
of large errors, allowing to evaluate performance from a different standpoint.
Normalized metrics were preferred in order to take into account differences in the
normalization schemata and make the measured values inter-comparable.

5.3 Benchmark Algorithms
In order to properly evaluate the performances of the proposed AI models, tests
and measurements were additionally made on a set of other techniques fit to solve
the problem of matrix completion. Observations including some practical remarks
about the usage of all the benchmarked models follow in the next subsections.

5.3.1 Convolutional Autoencoder
Although somewhat redundant with 5.3.3, we explored this option via tuning so as
to better understand how details in the architecture influenced the end results and
whether using a shallower, simpler model could bring any benefit. In details, mixed
deep and convolutional autoencoders and fully-convolutional autoencoders were the
object of study, and they mostly yielded similar results, with the fully-convolutional
implementations pulling slightly ahead. The implementation of these architectures
substantially constitute de-noisers for the input matrices, where noise is to be
considered to be the (set of) missing values. These models produce whole matrices
as output and require no further pre-processing of inputs (no shifting), unlike
the proposed implementation of CNN, because they are intrinsically capable of
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estimating more than one value at a time for a single input, also meaning that a
single trained model can be used to estimate values a different positions at the
same time.

5.3.2 Adversarial Autoencoder
The proposed implementation of AAE, very similar on the autoencoder side to
5.3.1, was analysed in order to determine whether adding an adversarial component
to the simpler architecture could improve its performance in the case study.

5.3.3 Cascaded Convolutional Autoencoder
A (partial) implementation of the CCAE architecture proposed in [46] was tested,
only missing the tail end of the model, namely the reshaping and de-normalizing
layers, which are unneeded in our case. All the parameters and the rest of the
overall architecture of the network were kept as described, except for the input
layer of the network, which was changed to fit the case of the chosen datasets.
The metrics were calculated by extracting the predicted value(s) from the output
matrices and comparing them with the corresponding truth.

5.3.4 Convolutional Neural Network
Among the AI solutions presented in this section, the employed CNN implementa-
tion is the simplest, having the smallest number of trainable parameters.

5.3.5 Convolutional Long Short-Term Memory Network
ConvLSTM models are generally employed when capturing correlations of data
over time is of essence. The presented case study, however, pertains the capturing
of the sole spatial features of matrix data, therefore the tested implementation may
be considered a degenerate version of a ConvLSTM, where only a single input time
step is considered when producing an output.

5.3.6 k-Nearest Neighbours
Several values were tested for k, ranging from 5 to 20, but performance differences
were marginal at best so we settled for using 5 uniformly; distances were computed
as Euclidean distances. The model was fed with full, normalized matrices, reshaped
into mono-dimensional arrays in order to be fed to the regressor.
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5.3.7 LMAFit
The approach described in [11] was taken into consideration. Because the algorithm
requires an estimation of matrix rank as input (k), for each coordinate we empirically
determined the k value which minimizes NMAE, and proceeded to observe that
in almost all cases such value also minimizes NRMSE. Because of this approach,
all the reported metrics correspond to the model working in the best condition
possible, for each coordinate.

5.3.8 Smooth Low Rank Tensor Tree Completion
Another tested solution was STTC, an algorithm based on low tensor tree rank and
total variation minimization, as described in [6]. Since this approach was originally
conceived as an RGB image completion technique, some additional pre-processing
to the normalized traffic matrices was applied, in order to be compliant with the
required input format. In particular, because traffic matrices only span over two
dimensions, rendering them akin to single-channel (grayscale) images, each matrix
was artificially expanded by adding two additional channels, each one an exact copy
of the original matrix. Estimated values were ultimately extracted from the output
structure, corresponding to the completed input tensor (therefore, at each missing
values coordinate, three identical predicted values are found along the channels
axis). A value of 0.0005 was used for the ρ factor.

5.3.9 Smooth Low Rank Tensor Completion
The last model we introduce in this comparison is the one presented in [10], we
refer to it as LRTC. Like STTC (see 5.3.8), this is natively meant to work on
images, therefore the same steps for adding two more modes to the traffic matrices
were taken. Also similarly to LMAFit, an initial rank estimation is needed, so we
opted for the same empirical approach of determining the best estimation for each
case with respect to NMAE and NRMSE.

5.4 Preprocessing
Different data normalization schemata were used, in order to accommodate the
peculiarities of each model. Table 5.1 provides an overview on the ranges the data
was scaled into and the numerical values representing missing data points in the
matrix.

In this regard, CCAE follows the guidelines from [46], LMAFit and STTC are
tested as if working on an image completion problem (no missing data values are
reported, since both algorithms rely on different masking approaches, rather than
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interval missing data value
AAE [1,10] -1
CAE [1,10] -1

CCAE [0.01,1] 0
CNN [1,10] -1

ConvLSTM [0,1] -1
k-NN [1,10] -1

LMAFit [0,1] /
LRTC [0,1] /
STTC [0,1] /

Table 5.1: Data normalization and masking schemata

placeholder values, to detect missing entries), ConvLSTM uses a very common
normalization schema for the problem at hand, while AAE, CAE, CNN and kNN
adopt a completely different scale. The reason for this choice is the distribution
of values in the dataset affecting the performance of those models when using a
[0,1] normalization; rescaling the matrices in the [1,10] range instead, led to better
training stability for the neural networks (both training and validation loss kept a
mostly monotonic trend, with less oscillation with reference to [0,1] normalization)
and yielded improved performance metrics (better NMAE across the board). Table
5.2 reports the per-dataset maximum, minimum, and average NMAE values of
models using [0,1] and [1,10] intervals. It is worth mentioning that the largest gaps
in terms of metrics’ manifest when models work with the Geant and Mawi datasets,
whose data distributions are less uniform than Abilene’s, and whose spectrum of
values is a lot wider.

[0,1] [1,10]
Min Max Avg Min Max Avg

Abilene 9.75% 41.29% 23.25% 3.12% 15.23% 9.58%
Geant 7.44% 103.79% 82.39% 0.19% 12.13% 5.81%
Mawi 32.01% 149.72% 88.22% 3.02% 26.84% 12.25%

Table 5.2: NMAE comparison between normalization schemes

In addition to data normalization, CNN and ConvLSTM in particular also require
another step for the data to take before inference: since the models only output a
single value for each input matrix, and not full matrices like the tested autoencoders,
we aimed to provide the networks with different inputs for each coordinate of the
same matrix to predict; this is necessary because feeding the networks with a
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particular sample missing several values as-is, would always necessarily bring the
models to return the same exact prediction. This issue was solved by rearranging
the matrices, in order to place the inference target in the center, thus differentiating
the input according to which position we are trying to fill.

5.5 Performance
The results of our benchmarks are shown in tables 5.3 to 5.14, and in figures 5.1
to 5.6. All tests were led by referring to the same trios of coordinates (i.e. the
position of the value to predict inside a traffic matrix), namely (1,3), (8,9), (11,7)
for Geant, (3,4), (2,8), (7,9) for Abilene and (1,8), (11,2), (19,14) for Mawi, which
were chosen randomly.
Metrics in 5.3, 5.5, 5.7, 5.4, 5.6, 5.8 refer to models producing predictions when
only the value of the indicated coordinate is missing.
Charts 5.1, 5.3, 5.5 and 5.2, 5.4, 5.6 represent the performance trends of the models
when predicting the value of a given coordinate, for increasing percentages of
missing matrix data. The values were obtained by computing NMAE and NRMSE
over the predictions of the test sets, for each percentage of values in the matrix
missing, and for each of the considered coordinates. The set of missing coordinates
for each percentage was obtained via random sampling. The measuring process was
repeated for up to 20 times for each model, and finally the displayed values were
produced by computing the mean of the values over the 20 iterations and among the
three coordinate of each dataset. From the same process, 90%-confidence intervals
for each percentage were also derived. Because we decided to set the upper limit of
NMAE and NRMSE to 1 in these charts, models that yielded poor performances
in some of the tested conditions may not be represented.
The values in 5.9, 5.10 and 5.11 show the training time for each of the trainable
models along with the number of epochs, and how the number of parameters of
neural networks heavily impacts fitting times.
The measurements in 5.12, 5.13 and 5.14 were computed by averaging the predic-
tion time of the models over a subset of the Geant, Abilene and Mawi datasets,
respectively. Details about the relative performances of each model are listed in
the following subsections.

5.5.1 Results - Geant Dataset
Table 5.3 and chart 5.1 display the NRMSE values computed under different
conditions for each model; from these, we can identify the disparities in performance
between the solutions:
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(1,3) (8,9) (11,7)
AAE 8.0476e-03 3.0087e-02 1.0232e-01
CAE 5.4832e-03 2.6196e-02 8.4371e-02

CCAE 1.9334e-01 3.4919e-03 7.8917e-01
CNN 1.5464e-02 8.9110e-05 5.5814e-02

ConvLSTM 9.0470e-01 5.7056 9.4017e-01
k-NN 3.0486e-04 5.1705e-08 8.4772e-02

LMAFit 9.5433e-01 3.0438e-01 9.9954e-01
LRTC 4.1810e-01 1.8572e-01 4.1864e-01
STTC 2.6795 9.3372e-01 1.7522

Table 5.3: Normalized Root Mean Squared Error values (Geant)

Figure 5.1: NRMSE for increasing noise ratios (Geant)

• kNN, CAE and AAE present similar NRMSE values for lower noise ratios
(NR), but they diverge for higher numbers of missing values; in particular,
AAE and CAE, which follow an almost identical progression up to NR = 10%,
start performing worse than kNN for NR ≥ 20%; on the other hand, kNN has
stable performance even for high NR (∼ 50%)

• CNN performs remarkably well for low noise conditions (≤5%), matching the
AI/kNN group, but undergoes a substantial decline for NR ≥ 10%, becom-
ing one of the worst overall performers, denoting lack of robustness against
perturbations in the input conditions.
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• CCAE, although producing on average more large (or larger in magnitude)
errors than the models described so far (bar CNN with high NR), is almost
unaffected by growing NR.

• ConvLSTM produces by far the worst performance out of the batch, and as
such is not displayed in the y-axis range.

• LRTC, LMAFit, STTC all fall behind the AI/kNN group, to different degrees;
in further detail, LRTC has the best NRMSE performance in absence of noise,
but follows the sharpest fall-off when even the slightest amount of perturbation
is added, LMAFit is on average the best and stablest performer of the three,
and conversely STTC is the worst.

(1,3) (8,9) (11,7)
AAE 0.0648 0.1020 0.1164
CAE 0.0580 0.1438 0.1098

CCAE 0.3248 0.0451 0.5159
CNN 0.0073 0.0078 0.1221

ConvLSTM 1.5227 1.7935 1.2675
k-NN 0.0075 0.0010 0.0817

LMAFit 0.8022 0.6643 0.9975
LRTC 0.6680 0.4584 1.7429
STTC 0.8140 0.9507 0.9657

Table 5.4: Normalized Mean Absolute Error values (Geant)

Chart 5.2 show values of NMAE only up to 100%, which we deemed a reasonable
threshold of acceptable performance. At a glance, the progressions follow the same
course seen in 5.1, with some differences:

• kNN undisputedly produces the best predictions under any condition.

• CCAE actually performs closer to AAE and CAE for NR ≥ 20%.

• LMAFit is the best out of the three low rank optimization based algorithms,
overtaking (on average) LRTC under zero noise conditions; this is due to
LRTC yielding consistently inaccurate estimations for the coordinate (11,7).
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Figure 5.2: NMAE for increasing noise ratios (Geant)

5.5.2 Results - Abilene Dataset

(3,4) (2,8) (7,9)
AAE 2.4687e-02 4.7033e-02 3.3800e-02
CAE 2.5791e-02 3.7324e-02 2.1194e-02

CCAE 4.4652e-02 1.5951e-01 6.7021e-02
CNN 1.6813e-02 1.2987e-02 1.0694e-02

ConvLSTM 2.0497e-01 5.5820e-01 5.3280e-01
k-NN 2.4597e-02 2.7391e-02 1.6710e-02

LMAFit 5.1509e-01 9.5634e-01 5.4320e-01
LRTC 2.2056e-01 2.0070e-01 2.2213e-01
STTC 1.7374e-01 3.2477e-01 2.5423e-01

Table 5.5: Normalized Root Mean Squared Error values (Abilene)

Table 5.5 and Chart 5.3 tell how the differences in performance among the
models are diminished for the Abilene dataset, when compared to Geant and Mawi,
although, some of the tendencies observed in 5.1 still persist:

• kNN, AAE and CNN are the best performers, with the latter demonstrating
a higher stability as the NR grows, with relation to the Geant case.

• CCAE places only slightly behind the previous three algorithms.

• out of the models using [1,10] normalization, CAE struggles the most in the
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Figure 5.3: NRMSE for increasing noise ratios (Abilene)

Abilene case, having not only higher NRMSE values than the others, but
also higher performance variability for differing sets of randomly perturbed
coordinates of the matrices as noise is introduced.

• ConvLSTM is yet again the worst average performer, but sees a large improve-
ment for low NR when compared to the Geant case.

• STTC appears to be more compatible with Abilene than it is with Geant
and Mawi, most likely because the algorithm works closer to optimally with
the "smoother" data of the dataset; the result is that the solution is generally
superior to LMAFit and LRTC, and for high NR (≥ 20%) is better than CAE
and comparable with CCAE, AAE.

Table 5.6 and chart 5.4 corroborate the points made about the NRMSE perfor-
mance of the models with Abilene, by reproducing the smaller performance gap
among the algorithms with respect to the Geant case; all the trends already encoun-
tered in the NRMSE case are replicated with NMAE, with a minor discrepancy:
the tendency of LMAFit is less stable than the NRMSE case, showing that while
the magnitude of errors and/or the frequency of errors woth high magnitude do not
increase substantially for increasing NR, as shown by the NRMSE measurements,
the average error still increases noticeably, especially from the zero noise case
onward, in a similar fashion to LRTC; another peculiarity of LMAFit is how the
average error unintuitively seems to decrease when going from NR = 20% to 50%.
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(3,4) (2,8) (7,9)
AAE 0.1212 0.1551 0.1287
CAE 0.1313 0.1295 0.1126

CCAE 0.1635 0.2504 0.2025
CNN 0.0977 0.0966 0.0768

ConvLSTM 0.3417 0.6624 0.4227
k-NN 0.0591 0.0417 0.0384

LMAFit 0.6359 0.6941 0.7166
LRTC 0.4497 0.4885 0.4631
STTC 0.3289 0.5101 0.5206

Table 5.6: Normalized Mean Absolute Error values (Abilene)

Figure 5.4: NMAE for increasing noise ratios (Abilene)

5.5.3 Results - Mawi Dataset
Table 5.7 and chart 5.5 confirm the superiority of kNN/AI models using the [1,10]
normalization schema in all cases, with a glaring disparity; more specifically:

• kNN, CAE, AAE are consistent with the Geant and Abilene cases.

• CNN reports better performance with Mawi, especially for high NR, for which
it does not decline as harshly with relation to the instances of the other two
datasets.

• CCAE, despite its trademark noise tolerance, distances itself the most from
the the other AI models in this particular case, being closer in performance to

28



Results

(1,8) (11,2) (19,14)
AAE 1.0915e-01 2.6857e-01 4.6037e-02
CAE 1.2137e-01 2.0914e-01 1.0975e-02

CCAE 7.8098e-01 8.4875e-01 4.1693e-01
CNN 3.6130e-02 1.2510e-01 2.3376e-03

ConvLSTM 8.7972e-01 9.2567e-01 1.7987e-01
k-NN 9.7873e-02 1.7987e-01 4.8726e-03

LMAFit 1.4659 1.0001 1.1202
LRTC 4.1322e-01 6.0398e-01 4.8981e-01
STTC 9.4162e-01 1.0069 7.9512e-01

Table 5.7: Normalized Root Mean Squared Error values (Mawi)

Figure 5.5: NRMSE for increasing noise ratios (Mawi)

the low rank optimization algorithms.

• ConvLSTM displays performance on average close to the LMAFit/STTC/L-
RTC group, but lacks the noise tolerance of the latter.

• STTC, LMAFit and LRTC produce very close results to one another, partic-
ularly for 1% ≤ NR ≤ 20%; instead, in absence of noise, LRTC once again
outperforms the other two, and for NR > 20% the estimations of STTC worsen
outstandingly more.

Table 5.8 and chart 5.6 validate the same observations made for NRMSE;
the sole dissimilarity, although not too prominent, is found with the low rank
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(1,8) (11,2) (19,14)
AAE 0.1358 0.2506 0.0622
CAE 0.1146 0.2622 0.0418

CCAE 0.4883 0.6581 0.4958
CNN 0.0909 0.2002 0.0329

ConvLSTM 1.1882 1.3908 0.3878
k-NN 0.0702 0.1931 0.0428

LMAFit 1.0325 1.000 1.1243
LRTC 0.6259 0.6340 0.5993
STTC 1.0402 1.3833 0.8584

Table 5.8: Normalized Mean Absolute Error values (Mawi)

Figure 5.6: NMAE for increasing noise ratios (Mawi)

optimization algorithms relative performance: according to our measurements,
LRTC universally yields better NMAE than STTC and LMAFit, meaning the
former is more pronouncedly prone to predict with large errors than the latter two,
despite the average error being lower.
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5.5.4 Training and Prediction Times

time (seconds) epochs
AAE 4857.32 50
CAE 1086.93 100

CCAE 9513.83 50
CNN 336.75 50

ConvLSTM 1522.94 50
k-NN 0.0030434132 /

Table 5.9: Training Times (Geant)

time (seconds) epochs
AAE 6669.86 50
CAE 1777.52 100

CCAE 8545.44 50
CNN 678,43 50

ConvLSTM 2259.75 50
k-NN 0.0034039021 /

Table 5.10: Training Times (Abilene)

time (seconds) epochs
AAE 1673.19 50
CAE 864.77 100

CCAE 12150.23 50
CNN 297.80 50

ConvLSTM 2272.37 50
k-NN 0.0045638084 /

Table 5.11: Training Times (Mawi)

The values in 5.9, 5.10 and 5.11 represent total training times and epochs for
the model, and come as no suprise:

• AAE and CAE, despite the comparable performances, have way different
training times, with the first needing times-per-epoch from ∼3.9 to ∼9 higher
than the second, given the more complex learning process.
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• CCAE, possessing the highest count of trainable parameters, is the slowest
model to train.

• vice-versa, CNN is the fastest.

• kNN, while included, does not undergo training in the same sense as neural
networks, but rather the times reported refer to the time taken to store the
training data in memory; hence, the way lower values.

• ConvLSTM places itself in the middle of the pack.

time (seconds)
AAE 1.3671e-04
CAE 2.7903e-04

CCAE 2.8152e-04
CNN 1.8614e-04

ConvLSTM 8.9529e-04
k-NN 1.2067e-04

LMAFit 3.3232e-04
LRTC 8.8121e-03
STTC 2.4552e-01

Table 5.12: Average Prediction Times (Geant)

time (seconds)
AAE 7.5961e-05
CAE 1.1945e-04

CCAE 1.1139e-03
CNN 1.0714e-04

ConvLSTM 2.5503e-04
k-NN 2.7166e-04

LMAFit 4.3060e-04
LRTC 3.4409e-03
STTC 3.1745e-01

Table 5.13: Average Prediction Times (Abilene)

The statistics in tables 5.12, 5.13 and 5.14 can be summarized as follows:

• AAE, CAE, CNN, kNN can be placed in the same bracket of average prediction
times.
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time (seconds)
AAE 4.4790e-04
CAE 4,5784e-04

CCAE 7.4157e-03
CNN 1.5564e-04

ConvLSTM 1.8944e-03
k-NN 2.7014e-04

LMAFit 6.2203e-03
LRTC 8.0102e-03
STTC 2.0548e-01

Table 5.14: Average Prediction Times (Mawi)

• ConvLSTM and CCAE are the slowest AI solutions.

• LMAFit is, on average, considerably faster than the other low rank optimization
based algorithms.

• LRTC is slower than LMAFit, but much quicker than STTC, which is the
slowest overall by circa two orders of magnitude at best.

5.6 XAI Results
Following the study of performance, the focus now shifts to the behavioural
interpretation of the neural networks used in this scope. The analysis revolves
around three of the models: CNN, CAE and AAE.

5.6.1 Saliency Maps
Saliency maps were the primary tool for explanation in this work, being an intuitive
and efficient method for visualizing the rationale behind the estimations of the
convolutional models. All the presented maps refer to the same color palette,
with brighter (e.g. yellow) colors indicating higher saliency values, and darker
colors(e.g. dark blue/green) conversely indicate lower saliency. For the sake of a
more immediate visual comparability between different models, the maps generated
by AAE and CAE were shuffled and centered around the target coordinate, in
order to conform to the CNN configuration. Two types of maps are presented:

• single prediction saliency maps, computed for single, randomly sampled ma-
trices.
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• average prediction saliency maps, computed by averaging the saliency values
over the test sets.

The choice of computing an average saliency over a large amount of data is due
to the intent of providing a global understanding of how the model interacts with
the dataset, and not only explain the reasons for a single prediction. Starting
from the single prediction saliency maps, it appears sometimes possible to find a
common pattern among the three models, in which the most influential data flows
for the prediction fall within the same region of the matrix (Figures 5.14 (a), (c),
(e)) or even coincide (Figures 5.10 (a), (c), (e)), while there are cases in which
the attention of the three models focuses on completely different flows (Figures
5.15 (a), (c), (e)). This result provides some interesting insight, meaning that
despite their comparable performances, the three models do not always weigh the
information they are fed with in the same manner, and possess specific nuances
in their operation that depend not only on the patterns of the data they were
trained with, but also on the structural details of the architectures (e.g the size
and number of convolutional filters). On the other hand, average saliency maps
display a more consistent pattern: despite the models focusing on variably large
sections of the matrices, all three of them are, on average, more heavily influenced
by OD flows in close proximity to the inference target, and gradually exhibit less
attention as the distance from the position of said target grows. This behaviour is
symptomatic of a potential issue with these architectures, when dealing with this
type of data: flows placed in neighboring positions inside a traffic matrix might in
reality be weakly related to one another, since the reason they occupy adjacent
cells might simply be due to how the algorithms of collection and compilation into
the bi-dimensional structure process the data. For these reasons, it might be worth
exploring whether finding a criterion to distribute traffic flows inside the matrix in
a such a way that their positional distance reflects their actual mutual correlation
can be beneficial to the performances of these models.
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(a) CNN (sample) (b) CNN (average)

(c) CAE (sample) (d) CAE (average)

(e) AAE (sample) (f) AAE (average)

Figure 5.7: Saliency Maps (Geant, coordinate 1,3)
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(a) CNN (sample) (b) CNN (average)

(c) CAE (sample) (d) CAE (average)

(e) AAE (sample) (f) AAE (average)

Figure 5.8: Saliency Maps (Geant, coordinate 8,9)
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(a) CNN (sample) (b) CNN (average)

(c) CAE (sample) (d) CAE (average)

(e) AAE (sample) (f) AAE (average)

Figure 5.9: Saliency Maps (Geant, coordinate 11,7)
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(a) CNN (sample) (b) CNN (average)

(c) CAE (sample) (d) CAE (average)

(e) AAE (sample) (f) AAE (average)

Figure 5.10: Saliency Maps (Abilene, coordinate 3,4)
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(a) CNN (sample) (b) CNN (average)

(c) CAE (sample) (d) CAE (average)

(e) AAE (sample) (f) AAE (average)

Figure 5.11: Saliency Maps (Abilene, coordinate 2,8)
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(a) CNN (sample) (b) CNN (average)

(c) CAE (sample) (d) CAE (average)

(e) AAE (sample) (f) AAE (average)

Figure 5.12: Saliency Maps (Abilene, coordinate 7,9)
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(a) CNN (sample) (b) CNN (average)

(c) CAE (sample) (d) CAE (average)

(e) AAE (sample) (f) AAE (average)

Figure 5.13: Saliency Maps (Mawi, coordinate 1,8)
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(a) CNN (sample) (b) CNN (average)

(c) CAE (sample) (d) CAE (average)

(e) AAE (sample) (f) AAE (average)

Figure 5.14: Saliency Maps (Mawi, coordinate 11,2)
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(a) CNN (sample) (b) CNN (average)

(c) CAE (sample) (d) CAE (average)

(e) AAE (sample) (f) AAE (average)

Figure 5.15: Saliency Maps (Mawi, coordinate 19,14)

43



Chapter 6

Conclusion

The work reported in this thesis was led with the overarching goal of verifying the
applicability of the techniques for AI explanation found in literature, to the cases
of neural networks trained to solve the problem of Traffic Matrix Completion. The
study was carried in three steps:

• first, we focused on the problem of completion itself, aiming to grasp its
nature and the technical challenges it derives from, surveying the landscape
of existing algorithms and finally mounting a comparison among a selection of
these algorithms by a number of different metrics, observing how in our case
the AI based approaches generally outperform their competitors.

• secondly, after scrutinizing a set of XAI methods and the intuitive value of the
information they provided about the algorithms we tested, we chose to present
the application of saliency computation to three different AI architectures
under different conditions.

• Finally, we discussed the patterns observed in the behaviour of the networks
through the saliency maps, the extent of the insight they provided about both
single predictions and on average, and, based on this information, speculated
about how mindfully arranging the information inside of traffic matrices, given
prerequisite knowledge about the network flows and their correlations, could
lead to an improvement of performances.
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