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ABSTRACT

It has been a little over two years since all of our lives were completely changed
after a new, as yet unidentified strain of coronavirus spread to all parts of the world.
With the diffusion of the SARS-CoV-2 pandemic, the scientific community took
immediate action to first sequence the virus and find drugs that could adequately
treat those affected, and then switch to vaccines to prevent the spread of the
disease.

Data Science, which has proven to be very reliable in the medical field, played
its role in the fight against this pandemic. Using Data Science to predict the
probability of death offers a great opportunity to optimize the allocation of medical
resources, which is crucial in responding to a large-scale outbreak of an emerging
infectious disease such as COVID-19.

The main goal of this work was therefore to develop a Machine Learning model
that can identify whether a patient with SARS-CoV-2 is at risk of death. For
this purpose, the CDC COVID-19 Case Surveillance dataset was used. This is
a very large American private dataset from which ten thousands of COVID-19
patients were extracted to start the research activity. Once the first outcomes were
available, we moved on to the second phase, which took into account a total of
more than 3 million patients, in order to further expand the analysis and assess the
reliability of the initial results. Based on the literature review, the most commonly
used and effective algorithms for predicting mortality in people affected by SARS-
CoV-2 were selected. These include Logistic Regression, Decision Tree, Random
Forest, Gradient Boosting, Artificial Neural Network and Bayesian Network. They
were then all subjected to a performance evaluation in order to determine which
produced the best results. After carrying out several experiments also the most
alarming symptoms and patient characteristics that need closer monitoring were
detected. The model which has shown the highest accuracy that is 97.20+£0.8 was
the Random Forest classifier.

Forecasting a patient’s mortality with Machine Learning could definitely help the
healthcare system in all countries of the world to give more attention and medical
care to people who are most at risk. In this way, they will receive appropriate
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treatments in a shorter time and there is hope in this manner to reduce the overall
mortality rate in the world.
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We should recognize that they reflect
things that we’re doing, not just things
that are happening to us.

We should understand that, although
some of the human-caused factors may
seem virtually inexorable,others are
within our control. [D.QUAMMEN,
Spillover]



Chapter 1

Introduction

COVID-19 disease caused by the beta-coronavirus SARS-CoV-2 was first identified
in Wuhan, China, in December 2019, and then the World Health Organisation’s
(WHO) reported a cluster of pneumonia cases of unknown aetiology in Wuhan city
and China’s Hubei province on 31 December 2019(7],[8]. In a press conference held
by China’s National Health Commission on 20 January 2020, human-to-human
transmission of coronavirus was confirmed [9]. The virus spreads mainly through
proximity to humans (less than one meter apart), via saliva particles or by touching
previously contaminated surfaces. The most difficult thing about the spread of the
virus is that it can often infect people who are free of symptoms for days. After
exactly one month, 'Patient Zero’ has been identified in Italy and the beginning
of the nightmare has also taken place in our country [10]. On 11 March 2020, a
global pandemic will be declared on WHO that will affect the whole world [11].
Figure 1.1 briefly presents the main events that have happened over time. To
date, there are nearly 617 million cases of disease and about 6.54 million deaths
in the world. But what should be most worrying is that various estimates based
on excess mortality in a large sample of countries suggest that these numbers may
be underestimated by a factor of two to four. In our country, one in four people
has already been infected and the number of deaths is over 160000 [12].

The following chapter is mainly based on the book (Spillover: Animal Infections
and the Next Human Pandemic), the article "Why Weren’t We Ready for the
Coronavirus?" published in the New Yorker and many interviews released by David
Quammen.

1.1 COVID-19 origin

Everything comes from somewhere and dangerous, new viruses that pass to hu-
mans and cause new diseases come from wild animals. "How do we know?" because
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Patient Zero develops France announces the first 'WHO declares COVID-19 Giobal tally of confirmed
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INCIDENTS REPORTED
WHO about China records First WHO declares COVID-19 cutbreak
death by the COVID-19. as a pandemic. Various countires
impose travel restrictions.

Figure 1.1: Timeline of COVID-19 most relevant events (Data source:[1])

viruses can only reproduce in cellular living things by making copies of themselves,
they can only function within the cells of cellular creatures. Viruses are not cells,
they are just little protein-enveloped packets, little capsules that contain genomes.
The genome can either be a genome of the famous DNA, the double helix molecule,
or a genome of another genetic molecule, RNA, which, unlike the double strand
of DNA, usually consists of a single strand with the letters of the genetic alpha-
bet. Viruses, such as the SARS-CoV-2 shown in Figure 1.2, replicate themselves
by attaching to the cells of cellular organisms and then inserting their genome to
hijack the cell’s machinery and make copies of themselves.

Animals, plants, fungi, bacteria and all other living things are all cellular crea-

Figure 1.2: SARS-CoV-2 virion structure

tures. Some of them are simple cells, like bacteria, while others are made up of
many complex cells that perform different functions, like animals and plants. We
live in a world of viruses, they are everywhere, there are several viruses in every
kind of wild and domestic animal on the planet and there are viruses in every
kind of plant and in every kind of fungus. Some of the viruses have performed
important functions throughout history. Viruses actually move genetic material
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1.1 — COVID-19 origin

around and sometimes they introduce genetic material into a species that actually
benefits that species. However, we tend to think of viruses in terms of disease.
Viruses cause disease when they enter us and multiply, which in some cases has
consequences for the body in which they multiply.

"How does this happen and how are they transmitted from non-human animals to
humans?" Viruses are essentially passive, they do not seek us out, viruses cannot
walk, run or fly, but they do "ride" inside living things. If the host in which a
virus rides is disturbed, then the virus has the opportunity to move from its usual
host, perhaps a monkey, rodent or bat, to another kind of host, perhaps a human,
but not because they are looking for us, just for opportunity, and this opportu-
nity arises simply because we as humans come into contact with wild animals all
the time. Particularly by capturing or killing wild animals for food, but not only
in this way, but also by disrupting diverse ecosystems that contain many different
animals that carry many different viruses, so that the viruses have the opportunity
to pass from their non-human animal host to the first human victim and multiply
in him. After that, there is a possibility that they can be transmitted from one
person to another.

A group of Chinese researchers has published on "Cell" an analysis of viruses
found in wild animals traded and used as food in China. This study shows that
102 viruses were identified from nearly 2000 specimens belonging to 18 different
species and five orders of mammals. Among them are 65 that were described for
the first time and 21 that pose a high risk of infection to humans. Coronaviruses
are a spillover event ! . The conclusion is obvious: wildlife captured for commercial
use is an extreme threat to human health. Yet the exotic animal trade remains the
fourth most lucrative illegal trade in the world, after drugs, weapons and humans.
So we ignore this kind of information and leave the virus to use its sheer strategy
to transmit itself from one human to another. For example, like this: when a
virus infects the cells in the respiratory tract, in the windpipe, and accumulates
there and causes irritation, a kind of throat causes pneumonia. A person starts
coughing, the virus is expelled when they cough and then has a chance to get into
another person. Typical clinical signs are shown in Table 1.1 [13].

We have heard many stories about this terrible virus: it could have come from
a seafood market in the city of Wuhan, or perhaps from a bat that brought it to
that seafood market. These are the first stories that came up about the possible
origins of this virus. But these stories become more complicated as time goes
on. When this virus was isolated from human victims in the city of Wuhan in
December 2019, and scientists sequenced the genome of this virus, they were able

I"Spillover event" refers to the overcoming of the many naturally occurring barriers that allow
a pathogen to pass from members of one species as hosts to members of another species
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Table 1.1: COVID-19 Symptoms

Most Common Symptoms
Fever 87.9 %
Dry Cough 67.7 %
Fatigue 38.1 %
Sputum Production 33.4 %
Less Common Symptoms
Shortness of Breath 18.6 %
Myalgia/ Arthralgia 14.8 %
Sore Throat 13.9 %
Headache 13.6 %
Chills 11.4 %
Rare Symptoms

Nausea 5.0 %
Nasal Congestion 4.8 %
Diarrhea 3.7 %
Hemoptysis 0.9 %
Conjunctival Congestion | 0.8 %

to determine that it was a coronavirus, which belongs to the coronavirus family.
And why? Because coronaviruses have infected people in the past.

Back in 2003, when SARS broke out, the first SARS virus appeared in southern
China and spread from the international airport through the city of Hong Kong,
then made its way to Toronto, Beijing, Hanoi and Bangkok, making people seri-
ously ill. It killed one in 10 infected people and was then fortunately stopped. In
the end, only 8000 people became infected and about 800 people died. That was
the first SARS, the first really dangerous coronavirus that spread to humans.
After that, scientists began studying coronaviruses to find out where this particular
virus came from. Scientists from China, in collaboration with other international
scientists, looked for the hosts from which the first SARS virus came and found
very similar viruses to this one in horseshoe bats [14]. A team of scientists led
by Dr Zhengli Shi, who maintains a laboratory at the Wuhan Institute of Virol-
ogy, began studying the viruses, particularly coronaviruses, that live in bats in
China, looking for the RNA signatures of these viruses. They found a number
of coronaviruses living in bats in caves in southern China and began publishing
about them. They found a virus in 2013 and gave it a code number. In 2016, they
published a warning about the diversity of bats, their diversity of coronaviruses
in southern China. In 2017, they published another warning about all the coron-
aviruses they had found in bats. In 2019, they published another warning about
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1.2 — COVID-19 variants and open challenges

the coronaviruses. All of these warnings were about the risk of coronaviruses in
bats that could be transmissible to humans and cause infection in humans. Then,
in late 2019, this virus shows up in humans in Wuhan and starts making them
sick, the genome is sequenced and it is another coronavirus and then, in early 2020,
she and her team publish another paper explaining that there is some evidence of
where this virus comes from. In fact, in 2013, a virus was found in a mine shaft in
southern China that was 96 per cent similar to this new COVID-19 virus and that
there is very strong evidence that this virus, the SARS2 virus, also came from a
bat. In 2013, she found the same virus that became the COVID-19 virus. It was 96
per cent similar at that time, meaning it represented 40 or 50 years of independent
evolution. This indicated that the virus found had probably been living in a bat
population in southern China for thousands of years and that there was another
bat population separate from it in which this type of coronavirus also lived.

The separation between these two bat populations occurred perhaps 40 or 50 years
ago, perhaps due to habitat destruction or human activity that prevented these
bats from circulating from one group to the other and transferring their viruses
back and forth, so these two viruses. Because of this separation, the coronaviruses
evolved separately in them. This part of the population, which she did not sample,
is thought to contain the immediate precursor of SARS COVID. The virus jumped
from a bat to a human and it was probably already circulating in humans in Wuhan
in early December 2019 and the case that occurred had no known contact with this
particular market. Perhaps the virus was carried to the market by another animal
brought to eat, or by a human who was already infected, and from there spread
to other humans, creating the cluster. All we know with great certainty is that
the virus came from a wild animal, possibly a bat, evolved naturally, passed to
humans, then entered the city of Wuhan and from there spread around the world.
Another hypothesis was drawn up during the first year of the pandemic COVID-19:
"the lab leak theory". The US President Donald Trump claiming that SARS-CoV-
2 was originated in a laboratory in Wuhan, China. However, he never presented
any proof of this and few scientists took this hypothesis seriously. Then a "joint
mission" by the World Health Organization (WHO) and a Chinese scientific team
investigated the possible origins of COVID-19. This it was concluded by describing
the lab accident as "extremely unlikely" [15].

1.2 COVID-19 variants and open challenges

Although it has faded into the background, especially after the war in Ukraine and
with contagious but less aggressive variants, this pandemic is far from over.

In fact, hundreds of variants of this virus have been identified worldwide in the past
year. WHO and its international network of experts are constantly monitoring the
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changes so that if significant mutations are detected, WHO can notify countries
to take action to prevent the spread of this variant [16].
Here are the variants defined by the WHO as "Variants of concern" (VoC):

1. Omicron variant (variant B.1.1.529), first detected in South Africa in Novem-
ber 2021. Currently distributed mainly in Italy and Europe.

2. Delta variant (variant VUI-21APR-01, also known as B.1.617) was first dis-
covered in India in April 2021.

3. Gamma variant (variant P.1) originated in Brazil in January 2021.

4. Beta variant (variant 501Y.V2, also known as B.1.351) discovered in South
Africa in July 2020.

5. Alpha variant (variant 202012/01, also known as B.1.1.7), first identified in
the UK in November 2020.

Viruses always mutate when they replicate, it is just routine, they mutate all the
time, these variants are clusters of mutations that have spread and then clustered
together into one variant. Some people say that these variants are more trans-
missible, but it is not true. It just means that they are more successful,that they
are fitter to survive. There is concern that these variants may escape the existing
vaccines. As evidence, there is evidence that the Brazilian variant, for example,
may have already evolved to be able to re-infect people who have already survived
infection. The variations are the sign of evolution, and if evolution is taking place,
commonly referred to as Darwinian evolution, the more people are infected and
the more the viruses are replicated, the more they can evolve. In other words, it
is impossible to take anything for granted. No solution can be adopted directly
by all states. One must be able to analyse the available data as well as possible.
If something goes wrong because the analysis is not adequate, or if the scientists
forget even one variable, it will make all the difference and the final models will
not work properly. This can happen because even though data is now "the new
oil", a huge collection of data is of no use if the statisticians and data scientists are
not able to manage it properly. Instead, if the research group has the right core
skills to overcome this problem, the analysis carried out will lead to estimates,
hopefully with a small confidence interval. In other words, this means that the
results can be trusted and acted upon accordingly. All this happens because even
if there is a common divisor, in reality for COVID-19 there is no generalisation
that can be applied to every condition, and the approaches to this disease are
really heterogeneous.

There are two real proofs of this: the case of a vaccine without patents and the
case of Cuba.
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1.3 — The lifelong consequences of the pandemic: how it changed the world

CORBEVAUX is a vaccine that is completely new in the sense that there are no
patents blocking its production and that it can be produced very quickly. Finally,
the first vaccine that would escape the egoism of countries and the greed of estab-
lished companies. While there is talk of the 4th dose in Western countries, poor
countries like Cuba are looking for new solutions. The main cause was the lack of
the large sums of money needed to buy vaccines per capita. Her personal solution
to solve this problem was to develop a new vaccine. Thanks in particular to Iran’s
help in the experimental phase, where the number of variants ranged from one
to another, they found a vaccine by using conjugate vaccine technology. This is
known as Soberana 2 and differs from all the others in that it is used in children.
The results obtained are excellent. With 97% of the population vaccinated, the
infection has actually decreased.

The first unequivocal proof over the whole world that the vaccination of children
is an absolutely right course to pursue [17]. There is no rule except one: "No single
option is excluded to defeat this pandemic, everything is possible!".

1.3 The lifelong consequences of the pandemic:
how it changed the world

The main consequences of this outbreak will be the worsening of inequalities even
in developed countries like the US, but especially in developing countries. In 2020
to 2021, the wealth of billionaires will grow to $ 4400 billion, while in the same
period over 100 billion people will live below the poverty line [18]. This is the main
reason why the USA is the country with the most victims due to COVID.

This disease has affected people with health conditions highly correlated with
poverty and work incompatible with isolation. Many Americans do not take tests
to determine if they are infected and go to work spreading the virus, or they have
asked for help too late. The poor will become poorer as jobs are lost, especially
in the low-wage service sector. Another relevant aspect is the fact that many
poor children have educational deficits due to online learning, predicting a strong
growth in inequalities that will increase over time. The ability to develop, produce
and distribute so many doses of vaccine so quickly is certainly a victory for the
scientific organisation, but on the other side of the coin there are these kinds of
epic failures. Even with all the technology and resources we had, we were not able
to increase the vaccine stockpile enough to distribute it to poor countries.

Markets may be able to solve an economic problem, but they are not able to over-
come the legal barriers put in place for the intellectual property rights of vaccine
owners, so they effectively have a monopoly on the entire market. Incidentally,
these companies have an incentive to limit production and set prices at a value
that is many times their fixed production costs. This is absolutely crazy, especially
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when you consider that the original production was financed with public money.
Unfortunately, the COVID shock is very likely to continue. Not doing everything
to counteract this disease everywhere is nonsense. Because doing so will perpetu-
ate COVID in our lives by delaying global recovery and exacerbating already high
levels of inequality.

1.4 Will be ever get rid of it?

As can be seen from the previous sections, much has been reported in the scientific
literature about the danger. Further evidence of this is the November 2015 in which
an article by Ralph Baric et al. said that bat coronaviruses are very similar to
SARS viruses. More specifically, they may have been able to make a "species jump"
from Chiroptera to humans [14]. Thus, a potential risk to humans was already
apparent that year, and yet the whole world was caught unprepared.

Viruses give no warning, they are simply creatures that replicate themselves using
a genome of DNA or RNA and they are subject to Darwinian imperatives. The
three specimens Darwin drew represent evolution, diversity of complexity and
adaptation to the process he discovered via natural selection, shown in Figure
1.3: Where D, B and C represent different species that have evolved. Darwin’s
imperatives are based on 3 things:

1. Makes as many copy of itself as it can
2. Expand itself in geographical space
3. Persist, avoiding extinction

If the first two rules can be fulfilled, then there is a high probability that the third
Darwinian imperative will be fulfilled, so that extinction is avoided and the virus
survives.

In early February, "Nature" published a paper based on genetic Big Data, in which
there are at least 100,000 previously unknown RNA viruses that have left their
signature in the database.

Let us now ask ourselves: "if it had not been the SARS-CoV-2 pandemic, how much
attention would we pay to these alarm bells?". Be that as it may, we may never
get rid of the virus. This is simply because the virus could evolve and become
less harmful to humans. Maybe it will just be another cold, like some other
coronaviruses that have infected humanity, but there is no guarantee of that. The
measles virus, for example, has been prevalent in humanity for thousands of years,
and although there has been a vaccine for almost 60 years, many people around
the world have not been vaccinated. Therefore, there is the chance that they will
become infected or die from this disease. So far, there is no proof whether COVID
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N

Figure 1.3: The first evolutionary tree sketched by Darwin in one of his notebooks
(Data source:[2])

remains in the population forever or whether it is just a nuisance or whether it
could remain a threat only to a part of the world’s population. This has led to the
need to be vaccinated against this virus and other coronaviruses even forty years
from now.

1.5 The possibility of further pandemics like this
in the future

As already written, nothing is certain about this disease. However, it seems worth
investing today to avoid something unpleasant happening tomorrow. This is con-
firmed by an article by epidemiologists and ecologists published at the beginning
of February [19]: Primary prevention is needed against pandemics, which means
that three measures can be taken:

1. Monitoring the pathogens that cause the spillover event
2. Better management of the animal trade
3. Stop deforestation
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These 3 simple actions would definitely cost one-twentieth less than late interven-
tion. However, if no one intervenes, the only high probability is that there will be
such a virus in the future that will completely change our lives.

It is not necessarily a pandemic, but there will be more spillovers of viruses pass-
ing from wildlife to human hosts. In some cases, a disease outbreak may affect a
dozen people in a small town in the US or in a remote village in the third world
countries.

However, it is not inevitable that every outbreak will become an epidemic that
spreads across a country and then a pandemic that spreads across the world. It
is not inevitable, but something we can manage if we are better prepared next
time. All of this is only possible if we recognise in the future that spillover events
leading to new diseases have occurred throughout history, with a frequency that
has unfortunately increased over the last 60 years. There are many examples of
such pandemics in the history of the world. HIV was recognised in 1981, followed
in 1994 by the Hendra virus, which was transmitted from bats in Australia to race-
horses and passed from them to humans. In 1998, the Nipah virus was transmitted
from bats to pings and then to humans in Malaysia, causing a fatal disease. In
1997, avian influenza in Hong Kong was transmitted from wild birds to chickens
and ducks and then to humans. In 2003, the original SARS in China was trans-
mitted from bats to humans. In 2012, another coronavirus, MERS, Middle East
Respiratory Syndrome, was transmitted from bats to camels and then to humans
in Saudi Arabia. And finally, in 2015, the Zika virus, a viral disease transmitted
to humans through the bite of infected mosquitoes of some species of the genus
Aedes.

A drumbeat of these events has already taken place, in some cases with only a few
dozen deaths, in others like the COVID pandemic with millions of deaths.

But the question is always one of "why?" The answer is simply the fact that there
are more people today than ever before, causing disruption to wild and diverse
ecosystems. There are 8 billion of us on the planet. We are draining resources
from the natural world for ourselves and for all the choices we make, even the most
habitual ones, like what we eat, wear, buy, how much we travel, how much fossil
fuel we use, how many children we want to have. All these choices we all make
add up to our collective footprint in nature, and it is this footprint that displaces
the viruses that naturally occur in wildlife. It dislodges them from wild animals
and gives them the opportunity to infect humans and become a pandemic.

We can do something about it, we are smart, but we are also hungry and numerous.
We can develop vaccines, which we have already done, and in this way prevent
this type of virus from spreading even more dramatically than it already has. We
can prevent future spreads by identifying new ways to mitigate them and also our
impact on the world. In particular, we can better prepare for pandemics by devel-
oping prototype vaccines that can be used through international virus surveillance
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and detection networks for new viruses. It is about human responsibility as mem-
bers of our community, but also as members of our own families. We must believe
in science and persuade those who deny it to do so.

1.6 Science and technology against the viruses

We are in an evolutionary process, including vaccines, in terms of the different
virus variants, and we are disrupting the ecosystem so that we increase the like-
lihood of pandemic outbreaks. From certain points of view, we can certainly do
more to minimise our impact on these ecosystems, but on the other hand, it is
inevitable that our impact on these ecosystems will increase. The projections are
that population growth, even with extreme efforts by countries and individuals to
reduce it, is likely to be between 9 and 11 billion people. Even our current figure of
8 billion is almost four times the number of people there were a hundred years ago
at the time of the 1918 flu. But it not just about size, it is about total population
multiplied by consumption (individual and collective).

We can reduce the impact of consumption and technology even as the population
continues to increase through individual responsibility and improved technology.
Technology is one part of this equation. It can either exacerbate the impacts we
have or on the other hand there are inventions like the one that allows recycling
of plastics, which tends to decrease our consumption. Technology and scientific
knowledge play a key role in managing this pandemic to minimise the risk of peo-
ple being exposed to the virus or becoming seriously ill. Therefore, it is necessary
to use science and technology in collaboration to reduce the human impact on the
world, with positive technology being the key object: science is just a method of
knowledge, a process of discovery, while technology is its own application.
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Chapter 2

Background

Artificial intelligence (AI) and related technologies are becoming increasingly com-
mon in business and society, and are beginning to be applied in healthcare [20]. Al
is not just a technology, but rather a collection of technologies. Most of them are
directly related to healthcare, but the specific processes and tasks they support
are very different. Machine Learning (ML) is one of the most common forms of
Al It is a statistical technique for fitting models to data and ’learning’ by training
models with data. Currently, ML is a rapidly developing and ever-growing field.
It programs computers using data to optimize their performance. It learns the
parameters to optimize the computer programs based on the training data or its
previous experience. It can also use the data to predict the future. ML also helps
build a mathematical model using the statistics of the data. Its main objective is
that it automatically learns from given data (experiences) by providing the desired
results by looking for trends/patterns in the data [21].

2.1 The Analytics Life Cycle

Today’s business challenges start with large amounts of complex data. Effective
decision-making requires state-of-the-art predictive modelling techniques. The an-
alytics process always begins with a business challenge. In response, the business
establishes a precise and measurable analytics objective. The analytics life cycle
represents a series of activities whose goal is to extract value from raw data. The
definition of value depends on the objectives of the particular organisation. The
analytics life cycle, as seen in Figure 2.1, has three phases:

1. Data is the foundation of everything. This phase is about exploring and
preparing data for analysis.
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Analysis Goal
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L

Figure 2.1: Representation of the Analytics Life Cycle (Data source: SAS)

2. Discovery is the act of discovering something new. It is the result of sci-
ence using scientific and technological knowledge. By creating and refining
several models, the final aim is to select the best model for the analysis to be
calculated.

3. Deployment in which we put the model into practise. By applying the
model to new data, which is a process called scoring.

Thus the value of ML is demonstrated throughout the analysis life cycle with
actionable insights at each stage. It results on being flexible as things can be done
in different order within the same project.

2.2 The 5 V’s of big data

It is not always true that "the more data you have, the better it is".

In fact, in the real world, it is typical for data to be dirty, noisy, with some
inconsistencies and incomplete records. Good data is the foundation for good
models.

The 5 V’s of Big Data enable data scientists to get more value from their data:

1. Value
2. Volume
3. Veracity
4. Velocity
5. Variety
The data must also be cleaned and reduced to the optimal size for analysis.
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2.3 Machine Learning

Machine Learning (ML) develops systems that iteratively learn from data and
make predictions. The three main characteristics of ML are: automation, cus-
tomization and acceleration (Figure 2.2).

Machine Learning

Automation Customization Acceleration

—F%F\)—}
&S

T
L]

=

Figure 2.2: Illustration of the main features of Machine Learning main character-
istics (Data source: SAS)

ML is largely an automated process. The creation of models requires minimal
human intervention.

1. Automation: system learns iteratively from the data, based on algorithms
rather than programming. With each pass through the data, the system
identifies patterns and makes predictions, continues to learn and improve.

2. The ML process is highly customized. It can draw on many algorithms for
training the data, depending on the requirements of the situation.

3. ML speeds up the process of performing sophisticated analyses on large amounts
of data so that results can be obtained quickly.

2.3.1 Swupervised Learning

Supervised Learning (SL) is a Machine Learning model created to make predic-
tions. SL is also known as predictive modelling or supervised prediction and starts
with a training dataset. More specifically, this algorithm is performed by using
a labelled dataset as input (independent variables) and it generates responses as
output (target). The observations of the training dataset are called examples or
instances. SL develops predictive models from classification algorithms and re-
gression techniques. For a given instance, the inputs reflect the a priori knowledge
before the target is measured.

- Classification predicts discrete responses. Mainly, the algorithm classifies by
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choosing among two or more classes for each example. When this happens be-
tween two classes, it is called binary classification and when it happens between
more than two classes, it is called multi-class classification. Applications of classi-
fication include handwriting recognition, medical imaging, etc.

- Regression predicts continuous responses. The model learns to predict numeric
scores or a statistical value. The analysis is done by predictions [22]. The common
regression techniques are:

- Linear Regression

- Polynomial Regression

- Logistic Regression

The variables used inside the model can be numerical or categorical. The first
is also called an interval variable and can be further classified as continuous or
discrete:

- The continuous case can be any infinite number of values within a certain range
- Discrete variables are often counts

Categorical variables take qualitative values, with each value representing a group
or category. The number of possible values of a categorical variable is usually
finite.

The purpose of the training data is to build a predictive model that relates the
inputs to the target. The predictive model is a concise representation of the rela-
tionship between the inputs and the target.

2.3.2 Unsupervised Machine Learning

Unlike supervised learning, there is no supervisor, only input data. The basic
goal is to find certain patterns in the data that occur more often than others.
In statistics, this is called density estimation. One of the methods for density
estimation is clustering. This involves grouping the input data into clusters or
groupings. Assumptions are made to discover clusters that fit a classification
reasonably well. This is a data-driven approach that works better when enough
data is available. However, these approximations are usually weak compared to
supervised learning [22].

2.4 Algorithms

In this work, I have examined several algorithms with which I have carried out
supervised classification.
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2.4.1 Logistic Regression

For most applications that have a binary target, logistic regression replaces linear
regression [23].Both the set of inputs and the target variable (output) can only
take on discrete values when dealing with classification problems. In logistic re-
gression, the expected value of the target is transformed by the logit link function
to constrain its value to the range of 0 to 1. Mathematically the logit is the inverse
of the logistic function o () = ;3= Thus it is defined as logitp = 0~ (p) = Ingt
for p € (0,1) and it is shown below 2.3.

Logit Link Function
5

Figure 2.3: Logit link function illustration (Data source: SAS)

The logit link function converts probabilities (between 0 and 1) into logit scores
(between negative infinity and positive infinity)[24]. The predictions of the logistic
model can be considered as primary outcome probabilities. This model infers the
probability of P(Y = 1).

A linear combination of the inputs produces a logit score, the logarithm of the
probability of the primary outcome, as opposed to the direct prediction of the
target by linear regression. For binary prediction, any monotonic function that
maps values between 0 and 1 to the real number line can be considered a link.
The logit link function is one of the most common. Its popularity is partly due to
the interpretability of the model. The functional form of the hypothesis is:

y=C".X (2.1)

where C is the column vector of regression coefficients and X is the list of the
features

Bo 1
C = ”8 Hox = ):(1 (2.2)
B, X,
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B; are the regression coefficients or weights for the features present in the data and
Bo is the intercept of the equation. We have:

y=c'x=0+ i1 + oz + .. + Bun (2.3)

In linear regression, the ordinary least square method is used for parameter esti-
mation. However, in the logistic regression model, parameter estimation is com-
plicated by the presence of the logit link function. Therefore, maximum likelihood
estimation is used for parameter estimation in logistic regression. In our specific
case the record will be defined as survived or death if the value of

Bo + Brar + Baa + ... + Bpn 2 0 (2.4)

The likelihood function is the joint probability density of the data treated as a
function of the parameters. A simplified version of the likelihood function for a
binary target is:

n n

> _log(pi) + ) log(1 — py) (2.5)

i=1 i=1
where p; is the probability of die while (1 — ;) is the probability of survive. The
mathematical formula (2.5) is the sum of two quantities: the first element on
the left represents the training cases with primary outcome while the quantity
on the right represents the training cases with secondary outcome. The maximum
likelihood estimates are the values of the parameters that maximise the probability
of obtaining the training sample. These estimates can be used in the logit and
logistic equations to obtain predictions.
One of the attractions of a standard logistic regression model is the simplicity
of its predictions. The contours are simple straight lines, commonly known as
the isoprobability lines. In higher dimensions they would be hyperplanes. It is
possible to get a probability using a straightforward transformation of the logit
score, the logistic function. Logistic regression uses a linear combination of the
input variables to predict the target and this it performs well for many simple
datasets that are linearly separable. It has the limitation that it can only draw
straight lines, even if the data could be better separated by more complicated
geometry. In higher dimensions, this problem remains, even though the lines are
replaced by planes (in three dimensions) or hyperplanes (in higher dimensions).
One way to overcome the rectilinear constraint and introduce curved decision
boundaries is to include higher order polynomial terms in the model. A second-
order polynomial regression model would include all quadratic terms. By adding
these terms to the model equation allows the model to draw quadratic decision
boundaries rather than just linear boundaries. By adding third-order terms (such
as 23), the model can draw cubic decision boundaries and so on for higher order
terms. These additional terms increase the flexibility of the model but potentially
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leading to overfitting. If we know that the inputs are not linearly related to the
target, it may be useful to add polynomial terms.

2.4.2 Gaussian Naive Bayes

The Naive Bayes algorithm is an "elementary" probability classifier. This type
of algorithms predict class as a function of the probability of appertaining to
that specific class [25]. It computes a series of probabilities from the number
of frequencies and values in a given data set. It is based on Bayes’ theorem by
following this formula:

P (A) * P (B|A)
P(B)

P (A|B) = (2.6)

Using this theorem, it is possible to determine the probability of event A (the target
event) occurring if a particular event B has occurred. In COVID case the event B
can represent for example the presence of a particular symptoms or an individual
personal data such as the age or sex. It assumes that variables are all independent
and due to this, is a very fast algorithm compared to other complicated ones,
which is an advantage in cases in which computational saving time is preferred
over higher accuracy. However, this lack of independence does not model the real-
world context because it ignores the correlation between variables. Therefore, it
is referred to as "Naive" [26].

2.4.3 Decision Tree

This algorithm is a non-parametric supervised learning method. Decision Tree
models are easy to explain and interpret. Trees follow a decision split (decision
rules) , IF-THEN logic and can be represented in a tree-like graphical structure
(see image 2.4) which are inferred from the data given [27].

Decision trees use rules that determine a decision based on the values of the input
variables. The rules are expressed in Boolean logic and they are arranged hier-
archically in a tree-like structure with nodes connected by lines. The first rule is
placed on the base is called the root node. Then the Subsequent rules are called
inner nodes. Nodes with only one connection are called leaf nodes. The depth of
a tree indicates the number of generations of nodes. The root node is generation
0, the children of the root node are generation 1 and so on.

For the evaluation of a new case, the input values must be examined and the rules
defined previously by the decision tree classifier must be applied. By increasing
the maximum depth it can cause overfitting while vice versa increasing the number
of minimum leaf size can prevent overfitting.

The goal of splitting is always to reduce the variability of the target distribution
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Figure 2.4: Representation of the Decision Tree classifier implemented on SAS
Viya

and thus increase the purity in the child nodes. A splitting criterion measures this
reduction and there are a variety of impurity reduction measures that can be used.
Most of these are applicable to binary or interval categorical targets. The result
of the splitting process is called the maximum tree. The maximum tree is built
solely on the training data, so it is unlikely to generalise well to the validation
data. The maximum tree is the starting point for optimising the initial model
through a process called pruning. In bottom-up pruning, we start from the most
complex maximal tree and then consider a tree with n-1 leaves until we reach the
root of the node. We then compare all these possible candidates and choose the
one that fits the validation data better, when two models fit the validation data
in the same way then the one less complex will be selected.

Decision trees recursively partition the input space into different regions and clas-
sify each region according to the value of the target for the majority of training
cases in that region. In this way, a list of rules for classifying new data points is
created. Larger and more complicated decision trees produce more distinct regions
and longer lists of rules.

The first part of the algorithm to create the tree is called the split search. Split
search begins by selecting an input to partition the available training data. Two
groups are created for a selected input and a fixed split point. Cases with input
values smaller than the split point are branched to the left and cases with input
values larger than the split point are branched to the right. The groups, together
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with the target results, form a 2x2 contingency table with columns indicating a
branching direction and rows indicating a target value. A Pearson’s chi-square
statistic is used to quantify the independence of the counts in the columns of the
table. Large values of the chi-square statistic indicate that the proportion of Os
and 1s in the left-hand branch is different from the proportion in the right-hand
branch. A large difference in the proportions of outcomes indicates a good split.
Since the Pearson chi-square statistic can be applied to the case of multiway splits
and multi-outcome targets, the statistic is converted to a p-value. The p-value
indicates how likely you are to get the observed value of the statistic if you assume
identical target proportions in each branch direction. For large data sets, these
p-values can be very close to zero. For this reason, the quality of a split is given
by the log value, which is -log(chi-squared p-value). The best split for an input is
the split that gives the highest logworth.

2.4.4 Random Forest

One problem with decision trees is that they are relatively unstable models. This
means that a slight change in the training data can significantly change the model
created [28]. When a tree is created with the slightly changed data, the deci-
sion boundaries are completely different, although the prediction accuracy could
remain the same. This leads us to wonder whether we have really created the
best possible decision tree, because many trees trained with similar data will also
perform similarly. One solution to this problem is to create many different deci-
sion trees and combine their results. This random forest method recognises that
there are many different trees that could contribute to an accurate prediction of
the target, but instead of selecting one, their results are averaged. The Random
Forest algorithm randomly samples both observations and variables when it cre-
ates the trees in the forest. This random selection means that each tree in the
forest is different because it has been trained with a different part of the data.
The combination of trees can be done by averaging the predicted value or by each
tree voting on a prediction and following the majority rules (Figure 2.5). Random
forests not only solve the problem of instability associated with decision trees, but
also reduce variance by combining a collection of different models into an average.
This reduction in variance can improve model performance and reduce the risk of
overfitting.

Although the performance of Random Forest is great, it has its limitations when
it comes to understanding why certain predictions are made. It does not start
from a data structure and therefore it is difficult to ensure how and why certain
features may affect the prediction performance.
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Figure 2.5: Conceptual diagram of the Random Forest algorithm. Averaging many
random decision trees significantly reduces variance and bias in individual samples.
(Data source: [3])

2.4.5 Boosted Random Forest

Gradient boosting is another method to improve the performance of decision trees
by combining them. This time, however, an iterative sequence of decision trees
is used for improving the model at each iteration. We start by creating a single
decision tree from the training data. This tree will make some errors, so we
calculate a column of residuals that simply represent the errors the decision tree
made in classifying points. These residuals are calculated as the difference between
the true value of the target and the prediction of the target by the decision tree.
We then create a second decision tree with the same inputs as the original tree,
but instead of trying to predict the target, we only try to predict the residuals
of the original model. The cycle continues as we create a series of decision trees.
These trees can then be superimposed to produce an ensemble model that has a
much smaller error in the training data than the first decision tree we trained in
the sequence. This procedure is basically designed to overfit the training data. So
if we create enough trees to get good performance on the training data, we weight
the trees less and less at each iteration to get good performance on the validation
data. Boosting has the advantage of building the ensemble model by focusing
on the misclassification errors that occur during each iteration and increasing the
weights for each misclassification, which in this way can end up improving the
performance of the model [29].

36



2.4 — Algorithms

2.4.6 Gradient Boosting

The gradient boosting model uses a partitioning algorithm described in [30]. A
partitioning algorithm searches for an optimal partition of the data defined by
the values of a single variable. The optimality criterion depends on how another
variable, the target, is distributed among the partition segments. The more similar
the target values are within these segments, the higher the value of the partition.
Most partitioning algorithms further partition each segment in a process called
recursive partitioning. The partitions are then combined to create a predictive
model. The model is evaluated using fit statistics defined in terms of the target
variable. A good model may result from many mediocre partitions.

Gradient boosting resamples the analysis dataset several times to produce results
that are a weighted average of the resampled dataset. Tree Boosting creates a series
of decision trees that together form a single predictive model. Each time, the data
is used to grow a tree and the accuracy of the tree is calculated. Successive samples
are adjusted to compensate for the previously calculated inaccuracies. Since each
successive sample is weighted according to the classification accuracy of previous
models, this approach is sometimes called stochastic gradient boosting.

Like decision trees, boosting makes no assumptions about the distribution of the
data. Boosting is less prone to overfitting the data than a single decision tree. If
a decision tree fits the data reasonably well, boosting often improves the fit.

2.4.7 Support Vector Machine

Support Vector Machine (SVM) [31], like neural networks, are black boxes, mean-
ing they are difficult to interpret, but they are very flexible and automatically
discover any relationship between the inputs and the target, so there is no need to
specify the relationship before modelling. Unlike trees and neurons, they are not
something that most people can visualise. The classifier model (i.e. the separating
line) is symbolically denoted by H and its mathematical formulation is:

H=<wx>+b=0 (2.7)

H has two elements: a normal vector w and a bias term b. The vector w is per-
pendicular to H. In a two-dimensional input space where H is a line, w affects
the slope of the line. The bias term b is a measure of the offset of the division line
from the origin. H is defined as the dot product between the vector w and the
vector of inputs x, plus b. If a point falls exactly on the line, the value of H is 0
and the result of the dot product gives a scalar as the answer. To train a SVM
model , you must choose w and b so that the line separates the values of the target.
This also applies to a higher dimensional example that has a hyperplane instead
of a line. The predictions done after training for new observations are made using
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the formula above, in which H returns predictions as positive or negative values,
where the sign, not the magnitude, is the crucial aspect. Points on one side of the
line return a positive value and points on the other side return a negative value.
To find the best classifier for linearly separable data, the approach is to find the
hyperplane with the largest distance. This means that we try to maximise the
margin of error on both sides of the separator. In the two-dimensional example

Figure 2.6: Representation of how SVM works in two-dimensional space for linearly
separable data (Data source: SAS)

shown in the Figure 2.6, this would mean visualising the thickest line touching the
innermost red values of the target and the innermost green values of the target.
The thickest line is the largest margin of error on the positive and negative side.
The best solution is the exact centre or median of the thick line. If you take the
exact centre of the fat line, you get a unique solution known as a hyperplane with
maximum margin. This solution, shown as H in the diagram, has the largest
margin of error on both sides. The support vectors, also known as the carrying
vectors, are the points in the data closest to the hyperplane. Only these points
determine the exact position of H.

In the figure 2.6, there are five support vectors: two green and 3 red. Using support
vectors avoids the curse of dimensionality because all other points are irrelevant
to the solution. When the data is not linearly separable, one possible solution is
a support vector machine, also known as a soft margin hyperplane (as in Figure
2.7), which allows for some misclassification. In a two-dimensional input space,
soft margin means that a line can separate most points, but some errors occur. We
account for the errors by using a penalty term in the optimization process. This
penalty is the product of two quantities: an error weighting, which is a regulariza-
tion parameter and is often denoted C, and the distance between a point in error
and the hyperplane. It provides a balance between model complexity and training
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Figure 2.7: Representation of how SVM works in bidimensional space for non
linearly separable data (Data source: SAS)

error. A larger value leads to a more robust model with the risk of overfitting
the training data. A larger value leads to a more robust model with the risk of
overfitting the training data.

If the data points are not linearly separable, we have what is called a soft margin
hyperplane. In this case, we have to take into account the errors that the separable
hyperplane might make. During the optimization process, the distance between
an erroneous point in error and the hyperplane is typically denoted by &.

Given the need to account for errors, the optimization problem is solved by mini-
mization:

Jw|P +C - 32 &
Under the single constraint:
Yi- (Kw,z; > +b) > 1§, >0

The method used to solve the optimization problem is called the Lagrange ap-
proach. The a; > 0 are called the Lagrange multipliers and they summarize the
problem in a Lagrange function, while the constraints: & > 0 and a; > 0 are
used for finding the saddle point of the Lagrange function. Thus, the optimization
problem consists of the following Lagrangian function that is:

(wha&) = lllP +C- 36 - Ya+utt) -0 29
=1 i=1

To detect the saddle point, L (w,b, cr, ) is minimized with respect to w, b and &,
but maximized with respect to a;. However, there may be another problem: The
red and green points can no longer be separated by a straight line. Here in the
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Figure 2.8: Representation of feature space approach in SVM algorithm (Data
source: SAS)

Figure 2.8 is represented a possible example of this situation: Even a soft margin
classifier would cause too many errors. The solution is the so-called feature space
approach. The first step is to project of the data points to a higher dimension us-
ing a non-linear transformation called feature space, and then find the hyperplane
with maximum margin in this higher dimensional space.

In the red versus green example, it is possible to transform the data into a three-
dimensional feature space where a plane separates the red and green points.
Nevertheless, optimizing the complexity of the model in a higher-dimensional fea-
ture space is a mathematical challenge. Dot products are required to solve H and
evaluate new observations. However, a dot product on transformed data has a
different form and is difficult to calculate. To avoid dot products on transformed
data, there is a mathematical trick called the kernel function. The kernel function
has the following form:

K(:ci, :L'j) = ¢<xi), ¢(<xj)

The kernel function exists in the original input space, but it is equivalent to a
dot product on the transformed data in the higher dimensional feature space. In
this way, it is not necessary to know the transformation and understand exactly
what the feature space looks like. It is sufficient to specify the kernel function as a
measure of similarity and the geometric interpretation remains the same because
the solution is still a hyperplane. If the data points are linearly separable, there is
an infinite number of separating hyperplanes. The starting point to reach a unique
solution is to imagine a "fat" hyperplane between the points with different target
values. This leads to a separator that has the largest margin for error.

Among all these hyperplanes, there is only one that has the maximum margin.

It is essentially the median of the bold hyperplane. The data is not always linearly
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separable, so points that lie on the wrong side of the decision boundary lead to a
penalty term in the algorithm. This penalty term is the hinge loss function and is
used to generalise Support Vector Machines to cases where the data is not linearly
separable. This soft margin classifier still looks for the maximum margin of error,
but now also minimises the hinge loss penalty associated with the misclassified
points. In many real-world situations, the data is not linearly separable, but a soft
margin classifier would make too many errors to be a viable solution. One solution
to this problem is to transform the data into a higher dimensional space and then
find the hyperplane with the maximum margin in that higher dimension. Data
points that are not linearly separable in lower dimensions can become linearly
separable in higher dimensions, although the calculation becomes more difficult as
we increase the number of dimensions.

To make this calculation easier, the kernel trick is used to convert the dot product
calculation in higher dimensions into a kernel function in lower dimensions. This
non-linear kernel function allows us to find the hyperplane with the maximum
margin in higher dimensions without transforming each data point into its higher
dimensional representation. Once the hyperplane with the maximum margin has
been calculated in higher dimensional space, it can be transformed into a non-linear
decision boundary in lower dimensional space, allowing us to generate non-linear
decision boundaries using Support Vector Machines.

2.4.8 Bayesian Network

A Bayesian network (BN) is a directed acyclic graph that represents probabil-
ity relationships and the structure of conditional independence between random
variables[32]. A BN can explicitly represent distribution dependence relationships
between all available random variables; it allows the discovery and interpretation
of dependence and causality relationships between variables in addition to the
conditional distribution of the target. In contrast, support vector machines and
neural network classifiers are "black boxes" while logistic regression and decision
tree classifiers they are able only to estimate the conditional distribution of the
target. Therefore, BN classifiers have great potential for real-world classification
problems, especially in domains where interpretability matters(see Figure 2.9).

A Bayesian network is a graphical model consisting of two parts (G, P):
- G is a directed acyclic graph (DAG) in which the nodes represent random vari-
ables and the arcs between the nodes represent the conditional dependence of the
random variables.
- P is a set of conditional probability distributions, one for each node depending
on its parents.
BN have two important properties:
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Figure 2.9: Representation of one of the Bayesian Network implemented on SAS
Viya

- Edges or the arcs between nodes represent "causality', so no directed cycles are
allowed.

- Each node is conditionally independent of its ancestors if its parents are present.
This is called a Markov property.

According to the Markov property, the joint probability distribution of all nodes
in the network can be decomposed into the product of the conditional probability
distributions of each node as a function of its parents, that is:

Pr(G) = Pr(X1, Xs, .., X,) = rp[ Pr(X|m(X))) (2.9)

=1

where 7m(X;) are the parents of node X;

2.4.9 Artificial Neural Network

Traditional non-linear modelling techniques become much more difficult as the
number of inputs increases: this phenomenon is called the curse of dimensionality.
It is unusual to see parametric nonlinear regression models with more than a
few inputs, because deriving an appropriate functional form becomes increasingly
difficult as the number of inputs increases. Higher-dimensional inputs are also a
challenge for non-parametric regression models. Artificial Neural Networks (ANN)
have been developed to overcome these challenges.They are a non-linear model
designed to mimic the neurons in the human brain [33]. Although neural networks
are parametric nonlinear models, they are similar to non parametric models in one
way: neural networks do not require to specify the functional form. This allows to
construct models when the relationship between inputs and outputs is unknown.
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In a neural network (NN), the weights start close to zero. With each pass through
the data, the NN learns more and refines the weights. Neural networks generally
work well in sparse, high-dimensional spaces.

A major advantage of this model is the concept of flexibility: neural networks
can be used to predict very complex surfaces. It is a universal approximator that
can actually model any input-output relationship, no matter how complex. For
example, the image 6.6 shows the relationship between two inputs, z; and xs,
and a target value y. This complex relationship would be difficult to estimate
accurately using conventional regression methods. However, a neural network can
take on this task.

flexibility

Universal Approximator

Figure 2.10: Representation of an NN with two inputs (Data source: SAS)

Although they are a very powerful tool to overcome many limitations compared
to other models, they also have limitations, in particular the lack of interpretability,
which is the basis for the well-known black box objection against neural networks.
However, there are methods that make it possible to open the black box. One
possibility is decomposition, in which the parameters in a neural network are ap-
proximated by a set of IF-THEN rules.

A neural network is constructed in layers that contain neurons or units. A NN is
made of 3 main elements: Input Layer, Hidden Layers, and Output Layers [34].
The simplest example of a Neural Network is the multilayer perceptron (MLP),
which consists of only three layers: an input layer, one hidden layer, and a target
layer. Each unit in the input layer is connected to each unit in the hidden layer,
and each unit in the hidden layer is connected to the unit in the output layer.

The hidden units contain an activation function, i.e. a mathematical transforma-
tion that is applied to the input layer. However, what makes neural networks so
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interesting is their ability to approximate virtually any relationship between the
inputs and the target.

A neural network uses a numerical optimization method to estimate the weights
that minimise the error function. This process is called learning.

The weight estimates for a binary target are generated by minimizing the error.
The error function and the weights in the model define the surface of the error
space. The error space can also be referred to as the error surface. The surface
can have many valleys.

The goal of numerical optimization is to minimise the error function. This is the
same as finding the lowest point in the error space, which is called the global
minimum (see Figure 2.11).

Error Space

Error
Function

global
minimum AT

(Weight)

x1>HIN

(Weight)
Figure 2.11: Error space representation (Data source: SAS)

Formally, a global minimum is a set of weights that produces the smallest set
of errors. A simple strategy to ensure that a global minimum has been found is to
perform an exhaustive search of the error space.

Unfortunately, the curse of dimensionality quickly makes this method infeasible.
It is more efficient to use a heuristic numerical optimization algorithm to search
for the optimal weight estimates.

Numerical optimization algorithms use local features of the error surface to decide
how to proceed. However, by using local features, these algorithms are prone to
getting stuck in treacherous regions of the error surface that are unlikely to lead
to improvement. These regions can be called error plateaus or local minima. The
learning process stops when the numerical optimization algorithm determines that
it has learned the data well enough. Some modelling situations require a more
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flexible and neural network architecture than a simple MLP 2.12.

Neural networks can have additional layers, additional neurons in each layer, and
different types of connections.A second layer of hidden units can improve the per-
formance of the model as this allows the MLP to implement discontinuous input-
output mappings. On the other hand, adding a second hidden layer also increases

Multilayer Perceptron

Hidden Units Result

Too many *  Models noise
* Fails to generalize

Too few * Fails to capture
the signal
input hidden target * Fails to generalize

layer layer layer

Figure 2.12: MLP pattern (Data source: SAS)

the number of weights considerably. Adding hidden units can improve the perfor-
mance of the model. However, if the network has too many hidden units, it will
model random variations or noise as well as the desired pattern or signal. This
means that the model cannot be generalised. Conversely, too few hidden units
cannot adequately capture the underlying signal and the model cannot be gener-
alised either.

The optimal number of hidden units is problem dependent. The best way to deter-
mine the appropriate number of hidden units is empirically, starting with a default
NN and measuring its performance against an appropriate metric. Then increase
the number of hidden units by one and observe the impact on the network’s per-
formance. Add more hidden units until the performance of the network decreases.
As the final model, select the last network that was created before the performance
drop. This final model has the optimal number of hidden units.

The network is trained using maximum likelihood estimation to determine the
weighting estimates. This is done using a backpropagation algorithm that moves
backwards through the network, and updates the weight values to reduce the er-
ror in the training data. Once the weights have been trained, the model can be
used to classify new data points by simply plugging the new inputs into the model
equations. This generates a probability that can be used to classify the new data
point. Unlike other models, the neural network generates decision boundaries that
are fundamentally non-linear. The ability to model arbitrary nonlinear functions is
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very powerful and allows for much more complicated decision boundaries, but this
added complexity comes at a cost. Because neural networks are so flexible, it can
be difficult to choose the right network architecture or weight training procedure.

Iterative updating in numerical optimization

Numerical optimization algorithms optimize the weighting values by iteratively
updating the weights until the algorithm finds a minimum in the error space. The
error space is defined by the error function and the weights in the model. The
iterative updating process 2.13 comprises four main steps, which are described
below:

w, T A
‘ —.--- 1. Initialize the weight vector.
—=--- 2. Determine the update vector.

_ 3. Generate new weight estimates
4.a. Return to step 2.

T~~~ [Iterations of 2-4]

“~~ 4.b. Determine the final weights.

Wy

Figure 2.13: The four steps of the iterative update process (Data source: SAS)

1. Initialise the weight vector with small random values. This weight vector
represents a point in the error space. (The coordinates are the values in the
weight vector).

2. Use a numerical optimization method to determine the update vector (i.e.
the values that are added to the weights). This update vector represents a
downward step on the error surface.

3. Add the update vector to the weight values from the previous iteration to
generate new weight estimates. By adding the values in the update vector to
the original weight vector, a new point is reached on the error surface. This
point represents new weight estimates for a model that has a lower value of
the error function.
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4. Determine if any of the convergence criteria are met and decide how to pro-
ceed.

If none of the convergence criteria are met, return to step 2 to determine new
values for the update vector. If any of the convergence criteria are satisfied, exit
the numerical optimization process. The final weighting estimates are for a model
that minimizes the error function. These estimates represent one of the minima
shown in the contour plot of the error space.

2.5 Model Selection

Among the different models, we must choose the one that generalises well. Choose
the right trade-off between complexity, bias and variance, as the model may not be
complex enough, leading to under-fitting where the signal is systematically missed.
In this situation, the model has a high bias.

A naive modeller might assume that the most complex model always performs
better than the others, but this is not true at all. A model that is too complex
might be too flexible, leading to overfitting that takes into account nuances of
random noise in the sample. In this case, the model has a high variance. The goal
of model selection is to choose a model that neither underfits nor overfits the data.
A model with the right amount of flexibility provides the best generalization.

2.6 Data Splitting

It is important to find a way to evaluate the model and say whether the model
generalises well. A common method is therefore to split the data into training,
validation and test folds.

- The training subset is used during the learning phase. It is the largest subset of
the data set and usually about 70-80% of the total data is used.

- The validation fold is used instead to validate the performance of the model
during the training phase. It is very useful for obtaining unbiased evaluations
during training and for tuning the hyperparameters. The main idea behind the
construction of the validation set is to prevent overfitting of the model, i.e. the
model becomes very good at classifying samples within the training set, but is
not able to classify unseen data correctly. So it is used to get a feel for how well
the model is performing. The most commonly used percentage is 20% within the
70-80% previously extracted for the training set.

- The test set: once the training experiments are complete and the parameters
have been selected, it is important that you have a completely separate set of data
that the model has never seen before. This data is called test data and is only
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used for the final evaluation of the model. The proportion of data belonging to
this set is usually 30-20% of the total dataset.

2.7 Model Assessment

Not always the best algorithms are necessarily the ones that have achieved the
highest reported accuracy. Most algorithms usually require careful tuning and
extensive training to achieve the best achievable performance. Choosing the mod-
elling algorithm for machine learning application can sometimes be the hardest
part. The decision of which algorithm to use can be guided by answering some
key questions proposed by [35]:

1. What is the scale and type of data you have?

2. What do you want to achieve with your model?

3. How accurate does your model need to be?

4. How much time do you have to train your model?

5. How interpretable or understandable does your model need to be?

6. Does your model have a function to automatically set the hyperparameters?

The optimal setting of the hyperparameters is extremely data-dependent. There-
fore, it is difficult to establish a general rule about how to identify a subset of
important hyperparameters for a learning algorithm or how to find optimal values
for each hyperparameter that work for all data sets. Controlling the hyperparam-
eters of a learning algorithm is very important because proper control can increase
accuracy and prevent overfitting.

2.8 Performance Metrics

A wide range of performance measures can be used in a classification problem.
Depending on the problem and dataset we are facing, choosing the right metrics
is essential to fairly compare classifiers and identify the right "champion model",
i.e. the best predictive model. These may include:

- Accuracy is the proportion of predictions that the model classified correctly.
Mathematically, this means:

TP+TN
TP+TN+FP+ FN
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- Precision which is the number of positive predicted instances that the model was
able to recognize. High precision is equal to a low false positive rate [36]. This
can be represented mathematically as:

TP
Precision = ————— 2.11
recision = s (2.11)
- Recall is the ratio of positive class predictions with respect to the total positive

examples inside the dataset [36]. Mathematically expressed as:

TP
Recall = m (212)

- F1-Score which is the weighted mean of Recall and Precision, by taking into
account both false negatives and false positives [36]. Mathematically, this means:

2 X Recall x Precision
F1— = 2.1
Score Recall + Precision (2.13)

- ROC Receiver operating characteristic is a graph that relates the sensitivity
and specificity of a diagnostic test to the variation in the cut-off value. Its anal-
ysis makes it possible to evaluate accuracy and determine the most appropriate
cut-off value. By increasing the cut-off value, the number of false-negative re-

Sensitivity
1.0

1 - Specificity

Data Role

Stepwise Logistic Regression TEST
Bayesian Network TEST

- Stepwise Logistic Regression TRAIN

Forest TEST Neural Network TEST
Ensemble TEST Gradient Boosting TEST
Forest TRAIN Neural Network TRAIN
Ensemble TRAIN ~ ======~ Gradient Boosting TRAIN * Bayesian Network TRAIN -+ Decision Tree TRAIN

Forest VALIDATE Neural Network VALIDATE - Stepwise Logistic Regression VALIDATE ~ ==+==-=-= Forward Logistic Regression VALIDATE
---------- Ensemble VALIDATE  ==+==+==-= Gradient Boosting VALIDATE ==+==-==-= Bayesian Network VALIDATE =srmemee= Decision Tree VALIDATE

Forward Logistic Regression TEST
Decision Tree TEST
-+ Forward Logistic Regression TRAIN

Figure 2.14: ROC curve representation developed in SAS Viya

sults increases, while the number of false-positive results decreases. Consequently,
we have a highly specific but not very sensitive test. Conversely, a lower value
increases the number of false positives while decreasing the number of false neg-
atives, therefore we have a highly sensitive but not very specific test. It is useful
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because it can summarise the required performances in a single graph. On the y-
axis we find the rate of true positives (TPR = sensibility ). On the x-axis, that of
false positives (FPR = 1-specificity). An example of this curve is shown in image
2.14. For each cut-off value, there is a certain sensitivity and specificity value that
corresponds to a point in the graph. Once all the different points are connected,
the desired graph is obtained [37].

- AUC "Area Under the ROC Curve' if it is 0.5, it means that it is not informa-
tive, i.e. the curve would correspond to the bisector and the test is not able to
distinguish the survivors from the dead in our case. While, if it is between 0.5 and
1, the test gradually becomes more and more accurate [37].
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Related Work

In the absence of vaccines and lack of information on various aspects of the spread
of this disease, governments and researchers began their struggle with great un-
certainty. Data from countries such as China, where the virus had initially spread,
were considered a valuable source of material for the scientific communities fight-
ing the virus. Over time, however, the amount of data available has become much
more consistent, and more policies can now be formulated based on evidence of
the "curve" and "peak" of contagion. However, controlling infections caused by
this pathogen is a time-critical challenge and the main goal of all those involved
in these studies is the health of the world’s population.

For this reason, research has focused on finding effective boosters and taking pub-
lic health measures to contain the spread of the pathogen and restore the desired
normality in the period before COVID. In most parts of the world, these measures
took the form of lockdowns, forcing people to stay at home and leave only for
essential needs, such as work, medical care or taking emergency rations. Although
the lifestyle changes required to deal with the virus have had an impact not only
in the medical sphere, but also in the economic and social spheres.

In fact, in many cases, the attempt to control COVID-19 has led to a backlog
of other medical procedures [38] and a shortage of those procedures. Health care
providers have had to find a balance between trying to test and diagnose infected
people.

Fortunately, Artificial Intelligence (AI) has proven to be very reliable in the med-
ical field in recent years, which is why the scientific community has been trying to
use it as much as possible since the outbreak of the pandemic. Under the term Al
we can find, for the present purposes, different branches: Machine Learning(ML)?
Natural Language Processing(NLP) and Computer Vision applications that teach

2An important class of techniques commonly used is under the name Deep Learning(DL)
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the computer to use Big Data based models for pattern recognition, explanation
and prediction [4]. This section describes the current literature on Machine Learn-
ing, Statistics and COVID-19. The review of the literature is done in the database
of Google Scholar, PubMed and IEEE under the keyword COVID-19 Statistical
Analysis or COVID-19 and Artificial Intelligence.

3.1 Al applications for SARS-CoV-2

The WHO has created a framework that describes the outbreak of an infectious
disease in six different phases [39], briefly shown in Figure 3.1.

1. "Identification": a new virus or bacterium is discovered.
2. "Recognition": where the disease clusters are placed around the world.
3. "Initiation": if there is a permanent transmission to humans.

4. "Acceleration": the number of cases start to increase and several methods are
used in order to constrain the disease.

5. "Deceleration": The methods adopted in the 4 phase, lead to a levelling off
and a subsequent decline of the number of cases.

6. "Preparation": As the spread slows down, the world entire in this step to
prepare itself for the next wave of the pandemic.

AT has the potential to address challenges in all of these phases. A proof of this is
that, when there was no potential vaccine, one of the most important technologies
that played a crucial role in combating the pandemic was Al [40]. It was seen as
helping to contain the spread of the disease through contact tracing, social dis-
tancing, quarantine monitoring, trend analysis, symptom reporting and analysis,
symptom clustering, symptom severity estimation, disease spread modelling and
alerting [41]. AI models have greatly helped in identifying the transmission routes
of this virus and in its containment [42], although several issues arise in their use
(e.g. initial unavailability of large datasets, ethics related to features, privacy, se-
curity, etc.). Accurate prediction of the epidemic was indeed quite difficult in the
beginning due to the lack of historical and unbiased data needed for training.This
lack of data was explored by [4] in the countries shown in Figure 3.2 by identi-
fying six possible areas where Al could contribute (see Figure 3.3) In the same
year, another study by [5] identified seven major application areas of Al for the
COVID-19 pandemic, which are reproduced in Figure 3.4. Despite the different
labels used by the authors, the areas identified are the same and in a few cases
they may be complementary.
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Figure 3.1: The six stages describing the outbreak of an infectious disease
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Figure 3.2: Top 10 countries using AI COVID-19 (Data Source:[4])
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Figure 3.3: Possible Al application areas for COVID-19 (Data Source:[4])

# | Early detection and diagnosis of the infection
P Monitoring the treatment
/s
e
/
//
yd ¥ Contact tracing of individuals
y // e
- -pe 7 . 7 . -
Most significant Al applications o ]
. Projection of cases and mortality
forcoviD-19
T Development of drugs and vaccines

a Reducing the workload of healthcare workers

Prevention of the disease

Figure 3.4: Snapshot of key AT applications for COVID-19 (Data Source:[5])

1. Early detection and diagnosis: Al plays an important role as it is useful in
detecting irregular symptoms. The early phase of its use in this area concerns
diagnosis based on chest X-rays. According to a number of studies such as
[43], Al can be as accurate as humans. Another example is [44], in which Dr
Rosebrock offers guidance on Deep Learning to automatically detect COVID-
19 in a hand-generated X-ray image dataset. So if Al is used in an appropriate
way, it can be useful in making decisions that can reduce the overall costs
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borne by governments.

2. Monitoring treatment: Neural networks can be used to monitor and generally
treat affected individuals.

3. Contact tracing of affected people: Al can help in contact tracing and moni-
toring of individuals.

4. Projection of cases and mortality: Al can predict the number of positive cases
and deaths in each country and region. This is helpful in identifying the most
vulnerable regions and people and taking the appropriate countermeasures.

5. Drug and vaccine development: Even before this pandemic exploded, it was
claimed that Al provides an insightful glimpse into the discovery of new drugs
(see [45]). In the case of SARS-CoV-2, Al was used to analyse the available
data for developing appropriate vaccines faster than usual [46].

6. Reducing the workload of healthcare workers: Al helps doctors in the early di-
agnosis phase to distinguish COVID-19 symptoms from other diseases [47].One
example is [43], which says that using Al in X-rays could help radiologists save
time and make diagnoses that are faster and cheaper compared to standard
tests.

7. Prevention of the disease: using real-time data, Al helps monitor the spread,
check the intensive therapy beds needed in a place to avoid overcrowding and
unpreparedness on the part of the hospital [48,38], and use thermal images
to scan public places to detect possibly infected people and enforce social
distancing and possibly lockdown measures [49].

8. Data dashboards: The tracking and prediction of this virus has sparked a
veritable sector that creates data dashboards to visualise actual and expected
spread (see for example [50]). They are very useful as they provide a general
overview of the world and also at country level, as an increasing number of
countries already have their own dashboards. Tableau, which is one of the
most important visual analytics platform, has also created a COVID-19 Data
Hub with a COVID-19 Starter Workbook ? .

Thanks to this overview, it has been shown that some of the limitations of using
AT (e.g. the unavailability of open source data or the lack of historical data needed
to train the models) are now partially solved. However, this raises the data deluge
problem. It is not always true "the Big Data Hubris" which believes that huge

3https://www.tableau.com/covid-19-coronavirus-data-resources
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volume of data always leads to better results. Authors Lee et al [51] say: "The
conventional doctrine in Machine Learning is that it is always beneficial to collect
more training data". This is true if the data collected represents the same under-
lying phenomenon, but in medicine, it is often difficult to make this assumption,
mainly due to the huge variability in patient/clinical characteristics as well as our
limited understanding of complex human health and disease trajectories. This is
particularly true in the case of COVID-19, where there is much doubt about the
characteristics that determine the incidence of severe cases across the population.
This is exacerbated today by the presence of many variants. We can no longer
even speak of much correlation between the age of a patient and the disease, since
the people most susceptible to the latter variants are the children. The presence
of outliers in the data and the enormous amount of scientific evidence must be
assessed before diagnostic and treatment options are offered [52] . In the end, the
scope of Al can be summed up in a single phrase: "Use Big Data to understand
the unknown"[52].

3.2 The Role of "Open Science"

This unprecedented period has also seen the emergence of an interesting phe-
nomenon: the emphasis on the fact that science must be conducted in such a way
that it is transparent, reproducible and robust. The concept that knowledge must
be public and freely accessible to everyone has always been known. This is espe-
cially true when it comes to technological knowledge with many applications, as
in the case of the search for a solution against SARS-CoV-2. In fact, it offers a
lot of advantages in this way over the more traditional thinking of a closed form
of knowledge and the reasons for this could be many [53]:

1. any interested party can look at the actual implementation of the code and
eventually criticize, add to or even contribute to it;

2. improving transparency;
3. ensuring better results through public scrutiny;
4. certainty about the reproducibility of the results achieved.

Concrete examples of this are the internet, e.g. the flood of open source powered
dashboards [53], open data repositories, etc. Another example is the number of
scientific papers related to COVID-19 published since the start of the pandemic
[54], the amount of data and tools developed to track the evolution of the virus,
etc. [55]. Given the increasing number of publications, some community initiatives
have used Machine Learning techniques to help identify the most relevant sources

([56], [57]).
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3.3 The Pandemic Numbers

Algorithms and models have made it possible to understand much about SARS-
CoV-2, often in advance. But for the future, there is a need to increase predictive
capacity. It is clear from the other sections of this chapter that the role of ML
and Al in general is very important in confronting and responding to this disease.
First, the mathematical models based on the available data describe the spread of
the epidemic. These models use real-world data: the demographic structure of the
population, the mobility networks, the clinical course characteristics of the disease.
The computer becomes the laboratory where data are generated that can then be
used to understand the characteristics of the pathogens, plan effective measures
to control the spread and make predictions. The epidemiological mathematical
work and the computational work are additional tools. They are no substitute
for the real heroes of this pandemic, namely the medical equipment, the health
workers and the many volunteers who are still on the ground. The common divisor
is common, but mathematics and Al are fighting a different battle, one that can
be managed through numbers and information.

First, it is important to distinguish between the different types of methods that can
be used to analyse epidemiological data. On the one hand, there are mechanistic
models, in which numerous numerical simulations are carried out in the back-
ground using powerful supercomputers, and on the other hand, there are models
and data that describe the transmission processes of viruses between individuals.
These types of models are called mechanistic because they explicitly describe the
mechanism of the infection process and the transmission of the virus from one
individual to another. The more detailed the people, their relationships and the
factors involved in the transmission of the virus, the better the model can rep-
resent reality. In addition, these types of models have the advantage of allowing
the identification of equations and algorithms that describe the dynamics of the
disease in a population. For example, a fairly relevant number is the reproduction
number Ry, which indicates how many people on average can contract the disease
from each infected individual.

On the other hand, there are models that are based on the lecture of statistical
data without assuming any individual-level processes that determine the contagion
phenomena. Al algorithms are found in the most sophisticated of these models.
The core idea of these approaches is that the algorithm itself learns to recognise
precise relationships and patterns in the data and automatically adapts to "learn-
ing by doing" by processing the information. Each type of model has its own
advantages and disadvantages depending on the type of data available and the
information we are interested in. Different mechanistic techniques and approaches
are used depending on the different phases of the disease, the level of knowledge
about the mechanisms of infection and the extent to which the data have been
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analysed. Then, several initial conditions are simulated using the computer and
different parameters of the models are varied within the experimental uncertainty
interval. This leads to a collection of plausible trajectories that map the likely next
evolution of the disease and describe the probability of events that could occur in
the future. It should be noted that uncertainty is always part of the prediction
[58].

Another important fact is that all models used at the scenario simulation level
and for predictions differ from each other because they use data, techniques or
approaches that are very different from each other. Therefore, relying on only one
model is never a good choice. The solution is to use what is called the "ensemble
multi-model" technique. It consists of combining the results of several models to
improve the predictions and make the confidence interval more reliable. This type
of model is used extensively by the CDC (Centers for Disease Control and Preven-
tion) in the US, which has used more than 20 models from different independent
research groups to predict deaths and hospitalizations. Shuai Wang et al. has
identified the radiological changes in CT images of patients with Sars-Cov-2 in
China. In this research, he has used Deep Learning methods to extract the graph-
ical features of COVID-19 from the CT (Computed Tomography) scan images and
develop it as an alternative diagnostic method. They have collected CT images
from confirmed patients as well as patients diagnosed with pneumonia. The re-
sults of their work provide a proof of principle for using Al to accurately predict
COVID-19 [59]. This research uses CT scan images, which is different from my
research because clinical features and laboratory results are used for prediction.

3.4 The pandemic underlined the absence of rel-
evant facilities for the data analysis

"Data is the new oil", as Humby said in 2006. Proof of this is that in today’s world,
the amount of information and the availability of data is increasing by the day.
But at the same time, as Palmer later said, this sentence was incomplete. It
reflected reality, but at the same time there was still a piece missing: "Data is
valuable, but if it is not refined, it cannot really be used".

We live in a world where we are surrounded by a multitude of information that is
constantly increasing. This results in the need to implement methods that enable
us to process it better and transform it into useful information. This continuous
evolution requires constant development and integration of data analysis tools.
To meet the demand for data analytics in healthcare, machine learning approaches
have become necessary prerequisites [60, 61,62,63]. To facilitate the assessment and
modelling of COVID-19 development, ML models have been developed. Liu et al.
use ML techniques to predict the spread of the disease in Chinese province [64],
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Wang and Wong used a neural network on chest X-ray images to identify it [65].
Beck et al.[66] proposed a list of drugs to potentially combat SARS-CoV-2 using a
deep learning model. The ability to predict goes hand in hand with the quality of
the data. Unfortunately, this disease shows that even the simplest data collection
has some limitations. After all, the data are usually affected by various issues that
can change from one state to another, in terms of time period, frequency of testing
and delays in reporting by the health system. This has been particularly the case
during the stressful period of the pandemic.

So having a permanent infrastructure that works to maintain data quality and
reliability is a chore. It is about getting not only public health data, but also
information on mobility statistics, genome sequences of pathogens, policies im-
plemented by individual states and measurements of their impact [58]. Instead,
during this terrible event, reality has shown that important infrastructures such as
these are missing. These facilities are a basic necessity for all humanity because,
if built in the right way, they can be a fundamental tool to support governments’
decisions by using the best available evidence.

3.5 Mortality prediction in previous works

The importance of ML and DL in many fields has encouraged many researchers
to use these methods extensively in the course of the pandemic for automated
diagnosis, prognosis and development of tools to predict mortality in severe cases.
The Random Forest approach in ML has been repeatedly shown to be accurate
in modelling COVID-19 outcomes, using an ensemble of decision tree classifiers to
generate predictions.

Ko et al [67] developed an Ensemble-based Deep Neural Network (EDRnet) to pre-
dict in-hospital mortality from routine blood samples administered on admission.
The dataset consisted of 73 blood biomarkers from 467 COVID-19 patients. A to-
tal of 28 blood biomarkers along with age and sex information were selected using
analysis of variance (ANOVA) and available data selection (ADR) techniques. An
ensemble approach was adopted, combining RF models with a NN that achieved
a sensitivity of 1, a specificity of 0.91 and an accuracy of 0.92. In order to ob-
tain additional patient points, the authors also created an online web application
(BeatCOVID-19) to predict mortality from blood test results.

Similarly, in [68] the authors applied ML techniques to clinical data from COVID-
19 patients in treatment at Mount Sinai Health System (MSHS) in New York City
to predict mortality. The training set consisted of 3841 patients, of whom 313 are
deceased and 3528 are still alive. The validation set consisted of 961 patients, of
whom 78 are deceased and 883 are still alive. Finally, the test set consisted of 249
patients, of whom 25 died and 224 are survived. Recursive feature elimination was
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used for feature selection. In addition, several ML models such as Support Vec-
tor Machine (SVM), Random Forest (RF), Logistic Regression (LR) and Extreme
Gradient Boosting (XGBoost) were applied and achieved an Area Under Curve
(AUC) value of 0.91. It was found that patient age, minimum oxygen saturation
in the course of medical treatment and inpatient status were the most important
predictive characteristics. The only constraint of this study is the limited number
of attributes. The dataset in fact contained only those features which are daily
collected during hospital cure. Another study by Das et al [69] in South Korea
to forecast mortality in COVID-19 patients with ML. They make use of a pub-
lic dataset produced by the Korea Centers for Disease Control and Prevention,
with 3524 COVID-19 patients from 20 January to 30 May 2020. Five ML models:
k-nearest neighbors (KNN), Logistic Regression (LR), Support Vector Machine
(SVM), Random Forest (RF) and Gradient Boosting (GB) were used.

LR outclassed the other models with an accuracy of 0.96 and an AUC of 0.83. The
limitation of the proposed application was that no clinical information on COVID-
19 patients was available. Moreover the authors did not use a hold-out set that
had not been previously used for validation thus this might introduce overfitting.
Another study conducted by the scholars [70], used the Korean data to implement
ML models to predict the prognosis of COVID-19 patients. The dataset contains
the clinical and demographic information of individuals in South Korea. It was
created using a combination of different databases of patients with a confirmed pos-
itive COVID-19 test. Among them there were 10237 patients, 7772 recovered, 228
died, and 2237 were still receiving treatment. Different models were used, such as
LASSO, SVM (Linear), SVM (Radial Basis Function (RBF)), RF and KNN. The
top models were LASSO and SVM (Linear). LASSO reached an AUC of 0.963 and
accuracy of 0.911. With SVM, L; norm feature selection techniques were used to
select the most important features. Nevertheless, SVM (Linear) achieved an AUC
of 0.962 and an accuracy of 0.919. The study found a strong association between
mortality risk and characteristics such as age, sex, disability, previous symptoms,
diabetes mellitus and asthma.

In comparison, researchers in [71] analysed the cases of COVID-19 in Madrid using
ML and survival analysis techniques to predict mortality. The dataset came from
the HER system of HM hospitals and contained 29 variables from admission and
clinical data of 2307 patients. Different data analysis methods were exploited, such
as LR, Bayesian Network (BN), survival data analysis, DT, RF and bi-clustering.
LR achieved the best result with an AUC of 0.89, sensitivity of 0.81 and specificity
of 0.81. The study confirms that older people have an increased risk of dying from
COVID-19.

In addition, decision rules for predicting the risk of death in COVID-19 patients
can be derived from the DTs to help clinicians triage COVID-19 patients. They
could identify different patient groups through unsupervised learning, allowing
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global analysis of drugs distributed to patient populations. However, the study is
limited to data from a specific population collected under complex health condi-
tions.

The researchers in [72] analyzed data from 1955 COVID-19 patients in different
regions of Spain. Age, sex, oxygen saturation and the rate of change of both
haemogram ratios VNLR (neutrophil-to-lymphocyte ratio) during week 1 from
the admission date were used. LR showed the best performance in the analysis
of VNLR with an AUC value of 0.891. Ferreira et al [73] analysed patient data
from the Portuguese Directorate General of Health by applying different models
such as LR, NB, DT and Artificial Neural Networks (ANN). These models aim to
predict COVID-19 the outcome of patients whether they recovered or died. The
best results were obtained by using all available information on comorbidities, age
and symptoms together with oversampling technique and the DT algorithms. A
sensitivity of 0.95, accuracy of 0.90 and specificity of 0.86 were achieved. Fur-
thermore, a study [74] used the dataset COVID-19 from 146 countries to detect
mortality rates. SVM, ANN, RF, DT, LR and KNN were used. The results of the
study show that the model ANN achieved the highest accuracy of 0.8998 with 57
features.

In [75] authors used RF to predict the risk of death in COVID-19 patients. The
dataset contains 567 individuals. Gini importance criteria were used with RF to
select the most important characteristics. The model achieved an accuracy of 0.655
and an AUC of 0.855. However, the model needs validation and its generalizability
is limited as variables such as treatment and intervention are not considered.

In [76] to predict Intensive Care Unit (ICU) admission and mortality in COVID-19
patients using DL and a risk scoring system. There were clinical information from
1108 patients, of whom 837 were for hospital admissions and 271 for the ICU. Of
the 837 general admissions (772 were released and 65 died), 271 admitted to ICU
(86 were still in ICU, 108 were discharged and 77 deceased). All patients were
at Stony Brook University Hospital in New York. Feature ranking was performed
using Random Forest to rank the features. The top predictors identified were then
fed into a DL model consisting of five fully connected dense layers. The activa-
tion function ReLLU was used for the hidden layers, while the sigmoid activation
function was used for the output layer. To build the risk score model, the gen-
eralised additive model was used to graph and illustrate the probability of ICU
admission and mortality for each independent clinical variable. For the prediction
of mortality, the model achieved an AUC of 0.844 and an accuracy of 0.853. It
was found that the significant characteristics for mortality were age, LDH, CRP,
cardiac troponin and SpO2. Comorbidities were not a relevant predictors of ICU
admission and mortality.

However as it was previously written in the description of RF, the algorithm has
certain limitations that can make understanding the model itself difficult. These
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limitations could be exacerbated in understanding this disease, as the impact on
individuals may be different. For example, if individuals belong to different age
groups, as it has been shown that this type of feature is one of the most important
in understanding whether a person would die or not [77], [78]. This insight into
using patient demographic characteristics to predict health outcomes is a current
research trend known as Personalized or Precision Medicine [79, 80, 81, 82].
Iwendi et al. in [29]implemented a Random Forest model boosted by the AdaBoost
algorithm. This classifier obtained an accuracy of 94% and an F1-Score of 86%.
Their analysis revealed a positive correlation between patient gender and death.
The last and fundamental work, thanks to which I was able to take up my research
activity, was the one carried out by [83]. His dissertation was conducted at Illinois
State University and uses the same dataset exploited in this research, extracting
10,000 individuals. He demonstrates how the RF classifiers achieves very high
performance, reaching an accuracy of 0.95.

For a fast summary of the related studies analyzed in this last part of the literature
review, see the table 3.1) on the next page. It shows only those works that are
more closely related to the study conducted in this thesis.
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Chapter 4

Proposed Methods

4.1 Software environments

With the advent of digitization, the excessive use of Big Data has increased. Many
programming languages such as SAS and Python are capable of separating usable
data to meet today’s market demands. As a result, many companies rely on these
programming languages for data analysis.

The war between SAS and Python is untamed and in order to rationally decide
which tool is ideal, an analyst must first understand the pros and cons of each.
My mentor has talked to me about SAS since I started this work.

So, in order to form a fair and personal opinion about it, we decided to give me
the opportunity to use the already familiar Python environment for part of my
work and then compare it with the new SAS Viya to see with my eye how different
they are and how specifically SAS Viya works.

4.1.1 Python

For the first part of the experiments I used the Python programming language and
the Jupyter Integrated Development Environment (IDE).

Python is a sophisticated and effective programming language for general use and
has a large standard library that provides tools for performing various tasks. The
following Python libraries were used during the work:

- Pandas: It is a Python package that provides expressive data structures that can
work with both relational and labelled data. It is an open source Python library
that allows the utilization of DataFrame object for manipulation of data arranged
by columns [90].

- Numpy: It is an open source Python package for scientific computing. It is ex-
tremely useful for working with arrays and also provides functionalities for working
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in linear algebra, Fourier transform and matrices [91].

- Matplotlib: It is an open source Python package used for creating plots and 2D
representations [91].

- Tensorflow: It has a comprehensive, flexible ecosystem of tools, libraries and
community resources that enables the creation and development of DL based ap-
plications [92].

- Scikit-learn (sklearn): It is an open source Python machine learning library de-
veloped to complement Numpy. It provides various machine learning algorithms
for classification, clustering and regression [93].

4.1.2 SAS Viya

For the second part of my thesis I used the potential of a new and great environ-
ment, namely SAS Viya.

SAS Viya is an extremely powerful data analytics framework that helps organisa-
tions accelerate their data analytics capabilities. The goal of SAS Viya is to help
companies access Big Data analytics and accelerate the process at every step from
data collection to data delivery [94].

4.2 Dataset

Data collection was a fundamental, difficult and lengthy process. Regardless of
the research area, accuracy of data collection is critical to maintain cohesion. As
the patients’ clinical data were not publicly available, data collection was a rather
complicated process.

At the beginning of the study, the aim was to find certain characteristics that could
provide a possible explanation for the number of deaths in Italy and in America,
and then, if possible, to discover some correlations between the two countries. To
achieve this goal, I contacted various hospitals and health institutes in Italy to
obtain the most accurate data possible, but no one was willing to provide it.
However, the Centres for Disease Control and Prevention (CDC), a major public
health surveillance agency in the United States of America, gave me the opportu-
nity to access their private dataset. The CDC is a United States federal agency
that is part of the Department of Health and Human Services and is based in
Atlanta, Georgia.

So my research focused on analysing US data to better understand within the
dataset what key characteristics are important in understanding when one person
with COVID is more likely to die than another.
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4.2.1 CDC COVID-19 Case Surveillance Restricted Access
Data

The dataset used to train the model to predict mortality was COVID-19 Case
Surveillance Restricted Access Data*. This kind of data is collected by jurisdic-
tions and, after anonymisation and removal of protected health information, is
voluntarily shared by CDC for research purposes under a registration process and
data use agreement. This database comprises patient-level data reported by US
states and autonomous reporting agencies, including New York City, the District
of Columbia, and US territories and affiliates. It contains anonymised electronic
medical records (EMR) from over 32 million occurrences of people affected by
COVID-19. The observations range in time from 1 June 2020 to 30 April 2022.
The unidentified data consists of demographic and geographic information (county
and state of residence), and presence of any underlying medical conditions and risk
behaviors with a total of 33 features.The predicted mortality outcome in this work
is defined as positive if a patient died with COVID-19, otherwise the outcome is
marked as negative (alive). The attributes that were considered for the Machine
Learning models are shown in Table 4.1.

The data classes are very unbalanced, i.e. the total number of deceased persons
in relation to living persons was quite small. A recapitulation of this data in fact
shows that only about 5% of the observed individuals are dead due to COVID-19.
Data imbalance usually creates problem since it leads models to overfitting.

To obtain accurate and unbiased models, a balanced dataset with the same num-
ber of observations for recovered and deceased patients was created for training
and testing the models.

The data samples (patients) in the training dataset were randomly selected and
are completely separated from the test data. The training data was then further
divided into two folds (training and validation) by using GridSearchCV which is
a useful tool for tune the parameters of the model and at the same time per-
forming k-cross-validation on data. More specifically, a 3-fold cross validation was
performed. Then the parameter selected in this step, are used with test dataset.
Figure 4.1 shows the exact number of the American population that died for each
month of the observation period. As can be seen, the peak is reached in 2020 De-
cember and 2021 January. This event can be explained by the fact that permission
for mass vaccination in the United States was granted on 14 December 2020 [95],
but considering that 10 days later was the Christmas holidays a relevant number
of people did not start vaccination until January. Moreover, as at least 14 days are
needed for the vaccine to take effect, it is natural that picks takes place in these

4https://data.cdc.gov/Case-Surveillance/ COVID-19-Case-Surveillance-Restricted- Access-
Detai/mbd7-r32t

67



Proposed Methods

months and not before, since the virus has probably weakened during the summer
months due to weather conditions and is then much more virulent in wintertime.
In fact, from March ahead, we can see a decrease in the number of deaths, which
could be due to both climatic conditions and, in particular, the effect of the vaccine
previously administered. We can then look at how, unfortunately, from 2021 July
onwards, deaths begin to rise again. By hypothesis, a plausible for this is that,
this is probably due to the COVID variants spreading and by the fact that the
vaccines that we have done previously, they were a bit inactive in relation to the
new virus forms.

Looking at deaths by race, we can see that this general trend is respected by
Blacks, Latinos, Asian and Pacific Islanders people (Figure 4.3, 4.4, 4.2, 4.5). The
exceptions is done by Indigenous and White groups (Picture 4.7 and 4.6), in which
the number of deaths decreased slightly from December to January, possibly due
to the fact that people vaccinated themselves earlier compared to the previously
cited races.

Monthly COVID-19 Deaths

mmm All Americans

Figure 4.1: Monthly COVID-19 deaths in United States

Asian people Monthly COVID-19 Deaths
Asian

Figure 4.2: Asian race monthly COVID-19 Deaths in USA
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Table 4.1: CDC COVID-19 Case Surveillance dataset description

Features Description Levels Data Type
race ethnicity combined | Race and Ethnicity 8 Categorical
cde case earliest dt Earliest available data for record NA Date
cde_report_dt Initial date case reported to CDC NA Date
pos_spec_ dt Date of first positive specimen collection NA Date
onset__dt Date of symptom onset NA Date

sex Patient sex Male, Female | Categorical
hosp_ yn Patient hospitalized Yes, No Categorical
death_yn Patient died Yes, No Categorical
medcond__yn Patient had pre-existing condition Yes, No Categorical
res_ state State of residence 50 Categorical
age_ group Patient age group 8 Categorical
current__status person current status 2 Categorical
county_fips_ code County FIPS Code 511 Numerical
res_ county County of Residence 398 Categorical
icu_yn Patient admitted or not to intensive care unit Yes, No Categorical
he_work _yn Patient is a health care worker or not in US Yes, No Categorical
pna_yn Patient developed pneumonia Yes, No Categorical
abxchest__yn Patient had abnormal chest X-ray Yes,No Categorical
acuterespdistress_ yn Patient had acute respiratory distress syndrome | Yes, No Categorical
mechvent__yn Patient received or not mechanical ventilation Yes, No Categorical
fever yn Patient had or not fever(temp > 100.4 F ) Yes, No Categorical
sfever_yn Patient felt feverish Yes, No Categorical
chills_ yn Patient had or not chills Yes, No Categorical
myalgia_ yn Patient had muscle pain or not Yes, No Categorical
runnose_yn Patient had or not rhinorrhea Yes, No Categorical
sthroat_yn Patient had or not sore throat Yes, No Categorical
cough_yn Patient had or not chronic cough Yes, No Categorical
sob_yn Patient had or not dyspnea Yes, No Categorical
nauseavomit__ yn Patient had or not nausea or vomiting Yes, No Categorical
headache__yn Patient had or not headache Yes, No Categorical
abdom_yn Patient had or not abdominal pain Yes, No Categorical
diarrhea_ yn Patient had or not diarrhea Yes, No Categorical

Black people Monthly COVID-19 Deaths

= Black
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Latino people Monthly COVID-19 Deaths

. Latino

Figure 4.4: Latino race monthly COVID-19 Deaths in USA

Pacific Islander Monthly COVID-19 Deaths

Pacific Islander

Figure 4.5: Pacific Islander race monthly COVID-19 Deaths in USA

4.3 Data Preprocessing

Preprocessing data is an important step in developing Machine Learning models.
The data collected is often poorly controlled and contains many missing values
that can be misunderstood by the model and considered noisy. For this reason,
such data can falsify the result of the experiment.

- Imputation of missing columns: The CDC started entering data into their
database as early as January 2020, but there was an inconsistency between the
way data are registered before the month of June 2020. For this reason, I decided
to omit the period from January to May 2020 by starting the analysis from June.
At the beginning the dataset was contained in a zip file which, when unzipped,
was about 16 GB in size. It again contained a folder for each month of each year
analysed. Each month file was in turn divided into several csv files. In particular,
each month, with the exception of those relating to the year 2020, had 4 to 8 parts
each. Once these had been analysed to determine whether or not the attributes
used were the same and consistent across all months, they were merged month by
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Indigenous people Monthly COVID-19 Deaths

Indigenous

Figure 4.6: Indigenous race monthly COVID-19 Deaths in USA

White Monthly COVID-19 Deaths

m White

Figure 4.7: White race monthly COVID-19 Deaths in USA

month into a single csv file. As a final step, these monthly files were then used to
create the Pandas dataframes.

- Imputation of missing values: After a long analysis, I have assumed that the data
under analysis fall into the category of "missing completely at random": missing
values appear randomly in the input data, so it is possible to omit the rows with
missing values without distorting the model [96].

Usually, where this lack of data is found, are attributes that can be considered
"more sensitive", such as the race or sex of the person. Therefore, I have assumed
that these features are directly required as optional during the data collection pro-
cess, rather than mandatory if the person does not wish to provide them. So under
this assumption, missing values are not relevant to increase the predictive power
of the model. Complete cases ( the rows that are complete) are representative of
all original cases. Consequently, patients with missing values are simply excluded
from the analysis. Moreover, the percentage of complete cases is really high, it is
about 85 % of the total cases. For the reasons previously mentioned, and given the
abundance of the complete cases, rows with missing values are discarded before
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random sampling the rows that are used to train, validate and test the models.

- Categorical data encoding: For the experiments conducted in the Python environ-
ment, the OneHotEncoder package was used, which encodes categorical features
as a one-hot numeric array. Concerning SAS Viya, this program automatically
recognises orkhich are the categorical variables involved and modifies them so that
each model is able to use them, i.e. to understand them and to extract valuable
information.

4.4 Sampling

Given the large number of individuals inside the original source, a dataset of 10000
samples was first extracted from the files. Then another sample of about 3 million
individuals was created. The first sample consisted of 10000 individuals since the
idea was to compare the results obtained by [83] with my work. For the second
phase of the experiment, a much larger number of lines was selected to prove the
quality and generalizability of the models. In both cases individuals are randomly
selected by ending up with an equal number of dead and deceased individuals.

4.5 Feature Selection & Dimensionality Reduc-
tion

The work is structured in such a way that it was possible to analyse how the models
work to detect mortality due to COVID-19 using a different number of features.
This was done to understand whether certain types of characteristics are relevant
to deceased detection or not. Therefore, four different types of experiments were
conducted on the larger dataset:

1. The first experiment consists in the use of all the available features

2. The second experiment consists in keeping features that are not considered
the most relevant by the Random Forest Algorithm

3. The third experiment consists of deleting the categorical binary attributes
that are negatively correlated with the target variable

4. Use only the race, age group, sex and previous health status of each person to
find out if they contain enough information to solve accurately our research
question

This type of analysis has been carried out to explain which attributes are impor-
tant in determining whether or not a person affected by COVID will survive. In
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this way, there is the possibility of reducing the dimensionality and complexity of
the task[97]. It is important to select only those attributes that contribute to the
estimation of the target variable and disregard the irrelevant ones, as they might
lead to different problems:

- overfitting: it may be that some of the variables included in the models are noise
variables, so that the model cannot be validated with new future samples because
it will perform poorly. The overfitting problem is essentially caused by multiple
testing, where some noise variables are included in the model by chance;

- productivity: even if we are in a case in which all the attributes are relevant, it
is important to consider some things, such as the amount of data available, the
storage and computing resources, the time needed to complete the work, etc.).
This makes it clear that using all of them is almost impossible for one reason or
another;

- redundancy: dealing with many predictor variables increases the possibilities
that there are hidden relationships between some of them, leading to redundancy
and it can be a huge problem for the quality of the resulting model;

- model understandability: models with fewer predictors are easier to understand
and explain. Since data science steps are performed by humans and results need
to be understandable to humans, we need to take into account a sort of trade-off.
This consists in giving up some potential benefits to the success rate of the data
model, while ensuring that the data model is easier to understand and optimize.
Feature selection using Random Forest is called "embedded methods'. These are
characterised by the fact that they have their own integrated methods for feature
selection. One of their greatest advantages is that they are very accurate, general-
izable and easily interpretable. More specifically in the case of Random Forest by
using boosting and bootstrapping techniques not every tree sees the same features
or observations. This ensures that trees are decorrelated and thus less prone to
overfitting.

The other type of analysis consists in discarding binary features negatively corre-
lated with the output (see Figure 4.8) and also dropping dates, residence country,
residence state and postal code. This led to a reduction in the number of attributes
to 15, which were then used by the models for the classification task.

The final idea of using only the four variables came from the fact that the neural
network used with the smaller dataset was still accurate. Therefore, I decided to
use this result and validate it with a larger part of the population to see if it still
works or not.
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Figure 4.8: Attribute Correlation with the output
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4.6 Implementation

One of the biggest difficulties researchers have encountered in combating COV-
SARS-2 is the different consequences the virus can have on individuals. This is
because the virus does not always have the same effects, rather it depends for
example on age group or race98]. In this work that has the aim of predicting
the health status of patients affected by COVID-19, models are developed using
the entire corpus of data selected as described previously. As the first step of this
work, T have partially adopted the general workflow of [83].

This idea of using the individual characteristics of each patient to prevent health
risks has been called personalised medicine in the last decade [79,81,99]. It is
the result of numerous innovations in the field of molecular biology, genetics and
bioinformatics. There is no really clear definition of Personalized Medicine except
that it is a global approach to prevent, diagnose, cure and track diseases according
to general characteristics and not just those of one person. This term is more
European, while Americans prefer to call it as Precision Medicine.

Regardless of terminology, the basic idea is that each individual’s genome, when
interacting with the external environment due to complex pathologies, has unique
characteristics that can be diagnosed and treated in an efficient and effective man-
ner. There are several aspects of its application. These include oncology (i.e. with
the analysis of the genes of an individual affected by a tumour, it is possible to
choose a more appropriate therapy) or the diagnosis and cure of neurological and
cardiovascular diseases. The interest in our case instead lies more in the use of
individual information to avoid health consequences.

4.7 Experimental setup

This section briefly describes how the work was divided. More precisely, this was
comprised two phases, which differ in the number of individuals analyzed and the
programming language used.

4.7.1 Phase I: sample of 10000 individuals

The first phase of the experiments was conducted entirely in the Python en-
vironment using the Anaconda graphical user interface, specifically via Jupyter
Notebook. Following what [83] did, a sample of 10,000 individuals was randomly
selected from the CDC dataset to reduce the computational burden. Random
sampling was done to obtain a balanced dataset in terms of the possible values
taken by the target variables. In the end, there were 5000 dead and 5000 surviving
individuals.
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First, the improved RF model presented by Iwendi in the paper [29] is replicated.
After achieving the same performance with the dataset he used in his paper [29],
the model was applied to the previously created sample of 10,000 individuals. Then
Iwendi’s Boosted Random Forest model was compared with other ML models.

From the sklearn library, the GridSearchCV is used to perform an exhaustive
search over specific parameter values. The most appropriate parameters have
been shown in table 4.2. Different classifiers have been used: Logistic Regres-

Table 4.2: Optimal parameters for the Boosted Random Forest Classifier

max_ depth 6
min_samples_leaf | 2
min_samples split | 7
n_estimators 300

sion, Decision Tree Classifier, SVM Classifier,Gaussian Naive Bayes classifier. As
a second part of this first experimental phase, a clustering technique was applied
to the training set to obtain an additional variable called "clusters'. This step
was necessary to create a "tailor-made" predictive model called Boosted Clustered
Random Forest. Then, a new attribute called "region" has been created and added
to the dataset. This attribute represents the geographical location in relation to
the registered residence. The "region" feature can assumes 4 values: (Midwest,
West, South, Northeast). A better understanding about the States division for
each region location is visible in the geomap (Image 4.9).

o

N ¢
West Midwest oy

South

Figure 4.9: US territory division performed by adding the region attribute (Data
source[6])
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As last step, a neural network model is built to determine the interaction be-
tween the levels of different factors. Using the Tensorflow and Keras libraries, the
neural network is constructed with 1 hidden layers. The activation function was
RELU, ADAM the optimizer and the binary cross entropy function was the loss.
For the output layer, a sigmoid activation function is used to output the death
probability. The number of epochs used to train the model was 200.

4.7.2 Phase II: sample of 3 millions individuals

After getting the final results from the 10 thousand dataset, it was the turn of
the larger dataset. This was because it was relevant to check whether or not the
results obtained with the smaller dataset were confirmed with a larger number of
samples.

For this part, it was decided to add the feature "region" here as well. The reason
for this is that when looking at the feature of the previous dataset, it always
comes first compared to all the other geographical variables already present in the
dataset.

First of all, all available variables were considered for the classification task. In
this part of the work, however, I not only tried to reuse all available attributes, but
also to see if it was possible to remove some features. In this way, it was possible
to better identify which variables were more relevant for distinguishing between
survivors and deceased. More precisely, this kind of feature selection was done
under several conditions by adopting different reasoning.

4.8 Performance Metrics

To ensure consistency with all other previous work, a wide range of performance
measures were used. These include:

- Accuracy is the ratio of correctly predicted COVID-19 cases to the overall SARS-
COV-2 cases. Accuracy is represented mathematically in the following equation:

TP +TN
TP+TN+ FP+FN

Accuracy = (4.1)

- AUC "Area Under the ROC Curve" in order to compare models among them.

- Precision which is the ratio of correctly predicted instances for the class of de-
ceased patients to the total predicted dead individuals. High precision is equal to
a low false positive rate [36]. This can be represented mathematically as:

TP
Precision = ————— 4.2
recision = s (4.2)
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- Recall(or sensitivity) is the ratio of correctly deceased patients with respect to
the total deceased patients inside the dataset. Mathematically expressed as:

TP
ReCCLll = m (43)

- F1-Score for giving more weight to the false positive predictions with respect to
the false negatives. Mathematically, this means:

2 X Recall x Precision
F1 — = 4.4
Seore Recall + Precision (4:4)
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Chapter 5

Results

5.1 General Overview

Several machine learning algorithms were tested, as the most appropriate algo-
rithm may vary depending on the data structure and task.

In the medical field, a machine that is very good at detecting true deaths (high
sensitivity /recall) and a high probability that people identified as survivors actu-
ally survived (negative predictive value) is much more valuable than a machine
that is instead very good at predicting survivors identified as dead, i.e. with a low
false positive rate. In other words, it is better to have a model that has a higher
false positive value than a low sensitivity and a low negative predictive value.
When analyzing reality, imagine that we are a person with COVID-19 who has just
received the results that the model has predicted. If it is good news, this person
is labeled as a survivor. What is matter is that we need to answer the following
question: "What is the likelihood that he/she will actually survive?"

Another interesting point is about Feature selection. If successful, it allows irrel-
evant features to be discarded from the outset, which has a positive impact on
computational costs (i.e. training time and less information to be gathered to run
tests).

5.2 10 thousand CDC dataset

The results obtained in the test set by comparing the Iwendi Boosted Random
Forest [29] for the dataset with 10000 individuals are summarized in Table 5.1.
More precisely, Figures from 5.1 to 5.4 represent the performances in terms of
accuracy, F1-Score, sensitivity and precision achieved by each algorithm tested.

With regard to what Cornelius did in his work, I took a step back. I decided
not to assume that the performance obtained with the Boosted Random Forest
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could be the best and therefore to repeat the whole case study implemented by
Iwendi. In his paper, the performances of the Boosted Random Forest classifier
were compared with those of the other classifiers. The algorithms compared were:
Decision Tree Classifier, Support Vector Classifier, Naive Bayes and Boosted Ran-
dom Forest Classifier.

For my study case the recall metric given by the SVM was the highest. But at the
same time, this classifier had shown the lowest performance in terms of precision
score. This naturally led to the classifier being ranked last in terms of F1 score.
Although the model is positioned as last, it can still be considered a good classifier.
This is because it has shown a high sensitivity score. It should be remembered that
a high recall score is necessary for predictions that need to be outputs-sensitive.
Indeed, in situations such as predicting a cancer or a disease such as COVID -19,
a high recall score is necessary because detection of false negatives is mandatory.
It is fine if a survivor is marked as dead, but a person who dies should never be
classified as a survivor. As indicated in the paper [74], the SVM that performed
best on this type of data was the one with linear kernel and regularization param-
eter of 1.

Then following the ranking list from bottom to top, there are: Naive Bayes, De-
cision Tree and Boosted RF. The results of these latters are very similar to each
other. In particular, for the Naive Bayes classifier, the Precision is higher than for
the Decision Tree, but as mentioned earlier, high recall is preferred over a high pre-
cision for the aim of this work. The armonic mean (i.e. F1 score), anyway, puts
the Decision Tree classifier as the winner among the two. Finally, the Boosted
Random Forest outperforms all the others in terms of both recall and precision,
making it the best of the lot. Even if the Fl-score and Accuracy shown by it and
decision tree are quite similar.

Evaluation Metrics for Gaussian Naive Bayes

Accuracy F1 Score Recall Score  Precision Score

Figure 5.1: Evaluation metrics for GNB on 10 thousand individuals

After confirming that the Boosted Random Forest classifier was the best, I fo-
cused my attention on this classifier. This was done by comparing the "simple"
Boosted Random Forest with two other types of Boosted Random Forest. This
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Evaluation Metrics for Support Vector Machine
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Figure 5.2: Evaluation metrics for SVM on 10 thousand individuals

10 Evaluation Metrics for Decision Tree
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Figure 5.3: Evaluation metrics for DT on 10 thousand individuals

"new" first model was constructed according to the concept of clustering given
by Cornelius and the other model is related to the concept of creating a Boosted
Random Forest by using Features Elimination. This one was created in order to
try to reduce the problem complexity. At the end this model was constructed
by discarding 14 features. The omitted features were selected as those considered
irrelevant for differentiating among survivors and dead people by the Random For-
est algorithm.

Table 5.2 put in comparison the results obtained by the "simple" Boosted Random
Forest, the Clustered Boosted Random Forest and the Boosted Random Forest
with Feature Elimination.

Looking at the results the Boosted Random Forest classifier with Feature elimina-
tion led to the highest performance.

The last step of this experimental phase was the construction of the Neural Net-
work as Cornelius did 83. The NN is trained for 200 epochs by achieving an
accuracy of 86%. The mortality probabilities for White males and females given
as output by the Neural Network are shown in Tables 5.3 and 5.4.
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Evaluation Metrics for Boosted Random Forest

Accuracy F1 Score Recall Score  Precision Score

Figure 5.4: Evaluation metrics for Boosted Random Forest on 10 thousand indi-
viduals

Table 5.1: Classifiers performance on 10 thousand CDC dataset

Classifier Recall(%) | Precision(%) | Fl-score(%) | Accuracy(%)
Gaussian Naive Bayes 90.18 93.49 91.80 92.05
Support Vector Machine | 100 49.40 66.13 49.40
Decision Tree 92.61 92.05 92.33 92.40
Boosted Random Forest | 92.81 93.10 92.95 93.05

5.3 3 millions CDC dataset

In this part of work, even more classifiers were analyzed than before. These in-
clude: Neural Network, Stepwise logistic regression, Forward logistic regression,
Decision Tree classifier, Random Forest, Gradient Boosting classifier, Gaussian
Naive Bayes classifier and the Ensemble classifier. The latter one is constructed
as a function of posterior probabilities (for the target classes) given by all the
aforementioned classifiers.

Moreover in this part of the project activity different amount of features were
tested. The 3 million CDC dataset is divided into 10 samples of about 300,000
individuals each.

Four different typologies of experiments were conducted for a total of 40 experi-
ments. The overall results are resumed in the tables 5.5, 5.6, 5.7, 5.8. The results
inside the tables are given as mean (Z) + the standard deviation (o).

As for the authors of [89] RF outperformed all the other algorithms while the last
position was taken by the Logistic Regression algorithm. For all the different type
of experiments conducted, the champion model was always the Random Forest
classifier. Pictures from 5.5-5.8 represent the number of trees selected for the Ran-
dom Forest for each of the four experiment conducted. These graphs show how
the average squared error changes as the number of trees in the forest increases.
The part in which it must be put higher attention is the validation one in which
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Table 5.2: Comparison Boosted RF with and without Clustering

Classifier Recall(%) | Precision(%) | Fl-score(%) | Accuracy (%)
Boosted Random Forest 92.81 93.10 92.95 93.05
Clustered Boosted RF 94.03 93.84 93.93 94.00
Boosted RF with Feat. Elim. | 94.43 94.24 94.34 94.40

Table 5.3: Mortality risk for a healthy White male (Neural Network output)

Age 10-19(%) 20-29(%) | 30-39(%) | 40-49(%) | 50-59(%) | 60-69(%) | 70-79(%) 80+(%)
Northeast | 0.13 0.30 0.82 2.02 491 11.43 24.38 50.64
Midwest | 0.18 0.28 0.57 1.39 3.40 8.07 18 1224
South 0.11 0.38 0.81 2.72 7.05 15.94 32.14 59.02
West 0.09 0.42 0.99 2.37 7.66 21.79 41.03 66.90

the error gives an indication about how well the model is able to generalize. Con-
cerning the training error usually it decreases as the number of trees increases.
When all features were used, the number of trees where the minimum error oc-
curred in the validation set was equal to 29 (Figure 5.5). In the case in which
features have been selected according to RF relative importance, there were 4
trees (Figure 5.6). While concerning the elimination of the binary attributes that
are negatively correlated with the target variables the minimum error occurred at
21 trees (Figure 5.7). The last case under analysis was the one in which only 4
features have been used the number of trees was equal to 87 (Figure 5.8).

The method of class target voting used either in Python or with SAS was the soft
voting. Specifically, this means that the predicted class probabilities for a new
individual is calculated as the mean of the predicted class probabilities of the trees
in the forest. This method was chosen w.r.t. hard voting because the performance
achieved is higher. The reason is that this method gives more weight to highly
confident votes.
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Table 5.4: Mortality risk for a healthy White female (Neural Network output)

Age 10-19(%) | 20-29(%) | 30-39(%) | 40-49(%) | 50-59(%) | 60-69(%) 70-79(%) | 80+ (%)
Northeast | 0.21 0.28 0.50 1.06 2.62 6.31 15.91 40.37
Midwest | 0.24 0.26 0.40 0.81 1.80 1.38 11.88 3251
South | 021 0.27 0.69 1.56 3.81 9.00 20.99 B72
West 0.18 0.25 0.71 1.92 1.39 9.72 20.16 12.95
Table 5.5: Final results on 3 millions dataset using all the variables

Classifier Accuracy(%) | Fl-score(%) | AUC
Random Forest 96.81 +0.33 96.73 +0.35 0.996 4+0.003
Decision Tree 92.97 +0.23 92.49 +0.26 0.961 +0.001
Bayesian Network | 92.89+1.34 92.714+1.38 0.9684+0.013
Logistic Regression | 91.89+0.36 91.9240.38 0.96940.002
Gradient Boosting | 93.5741.60 93.8942.03 0.97640.020
Ensemble 93.63£0.32 94.21 £1.01 0.981+0.014

Table 5.6: Final results on 3 millions dataset by using only the features according
to RF relative importance

Classifier Accuracy(%) | Fl-score(%) | AUC

Random Forest 97.20£0.34 97.18+0.30 0.997+0.0004
Decision Tree 92.82 £0.05 92.49 £0.11 0.956 £0.003
Bayesian Network | 92.83 £0.31 92.94 +0.16 0.970 +0.005
Logistic Regression | 91.63 +0.19 91.65 £0.08 0.969 £0.002
Gradient Boosting | 93.37 £0.51 94.23 +0.20 0.979 +0.003
Ensemble 93.62 +0.08 94.324+0.39 0.983 £0.002

Table 5.7: Final results on 3 millions dataset by dropping binary features negative
correlated with the target variable

Classifier Accuracy(%) | Fl-score(%) | AUC

Random Forest 96.65 +0.36 96.63 £0.35 0.996 +0.001
Decision Tree 92.56 +0.08 93.26 +0.06 0.961 £0.001
Bayesian Network | 92.30 4+0.29 92.37 £0.27 0.967 4+0.004
Logistic Regression | 91.80 £0.18 91.72 +£0.22 0.967 +0.003
Gradient Boosting | 93.03 £0.41 93.39 £0.39 0.977 £0.004
Ensemble 93.13 +0.12 93.27 £0.11 0.981 £0.005
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Table 5.8: Final results on 3 millions dataset by using 4 features

Classifier Accuracy(%) | Fl-score(%) | AUC
Random Forest 85.79 £0.81 85.73 £0.83 0.936 £0.003
Decision Tree 85.70 £1.20 85.63 £1.22 0.932 £0.005

Neural Network 85.34+1.26 85.21+1.25 0.924 +0.004
Bayesian Network | 85.69 +1.82 85.64 £1.78 0.931 £0.008
Logistic Regression | 85.06 £2.12 85.07 £2.15 0.927 £0.013
Gradient Boosting | 85.16 +1.08 84.89 £1.14 0.929 £0.005
Ensemble 85.48 +2.20 85.18 +2.26 0.930 +£0.007
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Figure 5.5: Representation of the average squared error according to the number
of trees selected for the Champion model using all the attributes

Number of Trees
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Figure 5.6: Representation of the average squared error according to the number
of trees selected for the Champion model following RF relative importance
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Figure 5.7: Representation of the average squared error according to the number
of trees selected for the Champion model for dropping binary features negatively
correlated within the target
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Figure 5.8: Representation of the average squared error according to the number
of tree selected for the Champion model in 4 features case
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Chapter 6

Analysis and Discussion

6.1 10 thousand CDC dataset

The proportion of men in the sample used was 51% and 49% of women. Temper-
ature was available for 73.3% of the data, with 24.5% of patients presenting with
a temperature > 38.0°C.

The distribution of the extracted data sample across the four different geographi-
cal areas is as follows 6.1:
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Figure 6.1: Frequency distribution of individuals
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Figure 6.2 simultaneously shows the results for the classifiers. The boosted RF
model of Iwendi [29] generally proved to be the best performing in terms of the
four metrics used and thus a reasonable standard for addressing the predictive per-
formance for COVID-19 patient mortality the results found. The first experiment
did not involve any clustering of the data, but simply applied different algorithms
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Comparison of various models' performances
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Figure 6.2: Final results in the 10 thousand CDC dataset

to the data after some pre-processing.

Then we moved on to clustering. To build such a model, we first need to define
a suitable measure that can capture the degree of similarity between one person
and another. Previous work has used a few different approaches to measure pa-
tient similarity. For example, in [100], a so-called case-based statistical approach
was used to identify similar patients. Panahiazar et al in [101] used a clustering
approach to identify similar patients. A RF method can also be used to define a
similarity measure, which Lee [51] used to develop a similarity measure for inten-
sive care patients. This is possible by simply running a RF model unsupervised
(without a prediction target) that provides a similarity score between individuals.
More specifically to find the appropriate number of clusters for grouping the data,
both the average silhouette and the elbow methods were compared to ensure that
the optimal number of clusters was selected for K-means algorithm.

The images 6.3 and 6.4 show the results obtained. By using these two approaches
and trying out the two selected k (k = 9 for the average silhouette score and k =
5 for the elbow method), k = 5 was found to be the best k in the end.

The distribution within the clusters was indicated in 6.1.

After applying KMeans for k = 5, a new feature called "clusters" was added
to the dataset, which was used within the Boosted Random Forest, now called
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Figure 6.3: Average silhouette applied for choosing the appropriate k for K-means
algorithm
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Figure 6.4: Elbow method applied for choosing the appropriate k for K-means
algorithm

Clustered Boosted Random Forest.

Figure 6.5 shows the features in order of relevance to the Boosted Random Forest,
from the most important to the less important.

The additional attribute "clusters" turns out to be quite relevant and therefore
useful for distinguishing between deceased subjects and not for the Random Forest
classifier.

As can be seen in the 5.2 table, performance improves when features are selected
according to the relative importance assigned to the attributes on RF. By using
only the most relevant features and discarding all the attributes after pna_yn
(see Figure 6.5), accuracy increases and in general the overall performance also
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Table 6.1: Main characteristics of the clusters found in the 10 thousand CDC
dataset

Cluster | Number of people | Pre-existing conditions | Hospitalized | Fatality Rate
1 3198 36.68% 41.15% 50.72%
2 1067 55.48% 35.98% 45.07%
3 2513 45.28% 41.03% 49.18%
4 1601 39.30% 33.66% 39.16%
5 1621 45.21% 42.68% 63.78%
Overall 10000 42.72% 39.62% 50.00%
improves.

Hence, the K-means algorithm applied on top of Boosted Random Forest is proved
to be useful for this first part of work.

Finally, it was the turn of "Boosted Random Forest with Feature Elimination".
It works by dropping the features that the Boosted Random Forest classified as
irrelevant (according to the importance of the features represented in 6.5). This
was done because irrelevant or partially relevant features can negatively affect the
performance of the model. Irrelevant attributes can reduce the accuracy of the
model by causing the model to learn noise due to irrelevant features.
The best cut was achieved by considering only the features up to "chills_ yn" and
eliminating the others below. However, it is important to remember that 14 fea-
tures were eliminated and the result is therefore significant from a computational
cost point of view.
As last step to obtain the interaction between the levels of different factors, a
neural network model was built on the data. The neural network model is used to
obtain the probability that an individual with certain specified characteristics will
die due to COVID-19. The NN was built by inferring new characteristics (these
characteristics are thought of as a hidden layer) that are linear combinations of the
original features that were then passed through an activation function. Thus the
dependent variable is modelled as a function of linear combinations of the derived
features.
Only the medical condition, sex and the age group to which each patient belongs
were used to build such network.One neural network for each race was created, as
there was the desire to obtain a probability for each race.
Using the Tensorflow and Keras libraries, a neural network (Picture 6.6) was con-
structed with 1 hidden layer and RELU as the activation function, Adam the
optimizer and the binary cross entropy function as loss. For the output layer, a
sigmoid activation function is used to output the probability of death for each
individual. The number of epochs used to train the model was 200.
From this bar chart (Figure 6.7) is evident that almost all people considered are
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Figure 6.5: Relative variable importance for Boosted Random Forest
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Input Layer

Output Layer

Figure 6.6: Representation of the Neural Network used for last step of the 10
thousand CDC dataset

white. However, this sample is representative of the dataset from which the 10,000
people were extracted. In fact, almost all the individuals registered are white in
this case as well. Anyway, it was decided to show only the neural network for white
men and women, as the number of elements in the other races was very small and
it was not possible to train the network sufficiently. Another peculiarity was the
fact that only women and men who had no previous diseases, i.e. healthy people,
were considered for this analysis. This choice was made to exclude the possibility
that their death was related to other factors rather than SARS-COV-2.

As can be seen in Figure 6.8, the probability of death increases with age for both
men and women. In particular, women are generally less likely to die than men,
and a few studies show that the general trend is actually that men are sometimes
twice as likely to die as women [102].

In the case of the 10,000 randomly selected individuals, women from South states
are slightly more likely to die than others. Among men, on the other hand, those
with a higher fatality rate are those from West.
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Figure 6.7: Individuals’ Race Distribution for each cluster found in 10 thousand
CDC dataset

6.2 3 millions CDC dataset

Tables 6.2 and 6.3 represent each characteristic in relation to the subjects under
analysis in this part of the research activity.

As can be seen, the age factor has always been one of the characteristics that
contribute most to whether a person affected by COVID dies or not (Figure 6.9).
Indeed, a number of studies looking at the prediction of severity or mortality have
found that age is one of the most important characteristics contributing to the
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Probability of death for White Male
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Figure 6.8: Fatality risk for White people with no pre-existing condition

prediction of severity of cases [103,104,105]. As the sample data suggest, the older
the patient, the greater the probability of death, while the lower the age, the
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Table 6.2: 3 million CDC dataset symptoms

Feature Name Survivors (n=1677538) Dead (n=1677538)
Abdominal Pain (No) 1457856 1509905
Abdominal Pain (Yes) 219682 167633
Abx Chest (No) 1604485 830365
Abx Chest (Yes) 73053 847173
Acute Resp. Syndrome (No) 1659164 1112145
Acute Resp. Syndrome (Yes) 18374 565393
Chills (No) 951510 1124676
Chills (Yes) 726028 552862
Cough (No) 592067 518251
Cough (Yes) 1085471 1159287
Diarrhea (No) 1231269 1278802
Diarrhea (Yes) 446269 398736
Fever (No) 1027895 708252
Fever (Yes) 649643 879286
Headache (No) 638055 1189280
Headache (Yes) 1039483 488258
Hospitalized (No) 1559095 379869
Hospitalized (Yes) 118443 1297669
ICU (No) 1656094 978266
ICU (Yes) 21444 699272
Mechanical Vent. (No) 1671740 1207654
Mechanical Vent. (Yes) 5798 469884
Previous Med. Cond. (No) 987029 148531
Previous Med. Cond. (Yes) 690509 1529007
Myalgia (No) 736406 1046980
Myalgia (Yes) 941132 630558
Nausea Vomit (No) 1283161 1322121
Nausea Vomit (Yes) 394377 355417
PNA (No) 1602506 794349
PNA (Yes) 75032 883189
Run nose (No) 914250 1317153
Run nose (Yes) 763288 360385
SFever (No) 949995 971460
SFever (Yes) 727543 706078
Dyspnea (No) 1231178 673937
Dyspnea (Yes) 446360 1003601
Sore Throat (No) 1013976 1373869
Sore Throat (Yes) 663562 303669

greater the probability of survival.

Furthermore, it can also be observed that the number of men in the sample who
survived is lower than that of women. From this it can be deduced that men are
more likely to die in relation to women (Figure 6.10), and indeed there is a study
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Table 6.3: Additional information on 3 millions sample

Feature Name

Survivors (n=1677538) Dead (n=1677538)

Age (80+ years) 30681 574321
Age (70-79 years) 74804 473688
Age (60-69 years) 163473 301141
Age (50-59 years) 238287 198584
Age (40-49 years) 258471 82345
Age (30-39 years) 289198 31792
Age (20-29 years) 333028 10464
Age (10-19 years) 213603 2921
Age (0-9 years) 75993 2282
Female 932265 706372
Male 745273 971166
Health care worker (No) 1490927 1632528
Health care worker (Yes) 186611 45010
Race (White) 1136221 1240101
Race (Hispanic/Latino) 292674 157492
Race (Black) 159812 180997
Race (Asian) 33301 63883
Race (Native Hawaiian) 10368 13857
Race (American Indian) 4103 5919
Race (Multiple) 41059 15289

on this [106] which suggests that men are about twice as likely to die as a woman.
Once again from the histogram 6.11 is evident that almost all people considered
are white.

For the abdominal X-ray chest, one can see how the recording of such char-
acteristics can be of fundamental importance, as people who have undergone it
are most likely to die. This is easily explained because, especially in the crowded
hospitals in the first year and a half, these kinds of X-rays were only taken when
the patient’s condition was very critical. Having cough, fever, dyspnea [107] and
pneumonia [108] seem to be the most common symptoms noticed in dead patients
6.12. As mentioned in [109] the acute respiratory distress is a predictable serious
complication of COVID-19 that needs to be recognised early and treated compre-
hensively.

Furthermore, it is noted that out of the total 231621 health workers, 45010 died
while the remaining 186611 survived. Although they were exposed to a higher
risk than those who do not work in this sector (one study states that the risk of
death is about 7 times higher [110] compared to a person who does not work in
this sector), most of them survived thanks to the timely intervention of the States,
which were the first to subject this category of workers to compulsory vaccination,
which of course offers the possibility that the worst did not happen. Another
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600000

550000
500000
450000
400000

350000

300000
250000
200000
150000
100000
SDODOI
, B H_ H. HB O

0-9 years 10-19 years 20-29 years 30-39 years 40-49 years 50-59 years 60-69 years 70-79 years 80+ years

mSurvivors m Dead

Figure 6.9: 3 millions CDC dataset age distribution

Gender Distribution 3 millions CDC dataset
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Figure 6.10: 3 millions CDC dataset sex distribution

crucial circumstance that increases the probability of death is the registration of
the event in terms of whether or not the patient was hospitalised. Indeed, it is
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Race Distribution 3 millions CDC dataset
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Figure 6.11: 3 millions CDC dataset race distribution

clear that most of those who have been admitted to hospital have died, and this is
always due to the fact that at the moment of overcrowding only really sick people
had a bed in the hospital. The same holds for those who were admitted to the
intensive care unit and / or they were mechanically ventilated.
For those who have pneumonia and/or have pre-existing conditions, these are also
essential as they increase the likelihood of getting COVID and dying. Usually,
older people and those with chronic pre-existing conditions are at higher risk of
severe COVID-19 leading to hospitalization, admission to intensive care and death
[111].
Data pre-processing was performed in the Jupyter Notebook system using Python
as programming language. After the 3 million individuals were randomly selected,
they were split into 10 files, as the size supported by the SAS Viya for student did
not allow the examination of all individuals at once. After this step, the data was
loaded into the SAS environment, it was possible to proceed to the creation of the
pipeline to be used, which is shown in Figure 6.13.

In comparison to the classifiers previously used, additional approaches were tested
to those already applied in the 10 thousand CDC dataset: Neural Network, Step-
wise logistic regression, Forward logistic regression, Decision tree, Random forest,
Gradient Boosting, Ensemble classifier: this is constructed as a function of the
posterior probabilities (for the target classes) given by all the above classifiers,
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Figure 6.12: 3 millions CDC dataset symptoms in dead patients
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Figure 6.13: Pipeline implemented on SAS Viya

Gaussian Naive Bayes. The difference between backward stepwise logistic regres-
sion and forward regression is as follows:

- Backward Stepwise: is a method that starts with a (usually complete) set of vari-
ables and then in turn excludes variables from that set until a stopping criterion
is met.

- Forward: starts with an empty set of variables and then gradually adds each new

99



Analysis and Discussion

variable and tests for statistical significance.

The original creation of the pipeline was slightly different, as it tried to use 2 blocks
belonging to the pre-processing processes: one was that of imputing missing val-
ues and another was tested only when analyzing the use case of all the available
features, which was used for the "feature selection".

This last block was included because, once its process was completed, it could have
led to a computational time that would have been reduced in terms of training
time within the classifiers. Also, because sometimes we may filter out informa-
tion that is simply noise for the models we are using, allowing the algorithm to
achieve the same performance it previously obtained by keeping all the informa-
tion. Sometimes, however, this is explained simply because the information is
useless for deciding the target class. However, it was found that its addition to
the pipeline led to a large decrement in terms of performance and for this reason
it was eliminated this latter block.

In the case of the "imputation of missing values" block, it was found that its elim-
ination improved the overall performance of the classifiers improved. This can be
explained by the fact that in some specific cases even missing values per se have
a certain meaning and the removal of this knowledge for the models can lead to
a drop in performance. Although the common practise is initial or permanent
removal of them, removing or imputing missing values before understanding the
reason behind them can lead to negative consequences. A particular example is
the optional compilation of sensitive data such as race, which individuals were not
required to provide if they did not want to. So, after this analysis, it was decided
to create the pipeline as it was presented before.

It is possible to divide the experiments conducted into 4 types:

1. First, I started experiments in which all the features were taken into account.

2. Then I tried to consider the possibility of using the relative importance given
by the random forest selection as feature selection and launched more exper-
iments. Within the system, the attributes decreased.

3. After another part of the experiments, it was considered to eliminate the
binary attributes that are negatively correlated with the target attribute and
disregard the dates as they are not useful for the analysis performed. In
addition, the specific attributes of the patient’s origin were not considered, but
only the "region" attribute as geographical data, where there is an indicative
geographical alignment of the state of affiliation in relation to its geographical
position inside the American continent.

4. Lastly, the models were created using only the 4 variables that had given
excellent performance to the ANN used in the 10 thousand CDC dataset.
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Based on the results, it can be noticed that by discarding the features with less
than 0.012 as relative importance following the relative importance attributes of
the Random Forest, the performance remained unchanged compared to using the
whole dataset.
However, this has one major advantage: the number of attributes used decreases
and so does the complexity of the problem. The removed attributes (see Table
6.4 for more information) are: nauseavomit_yn, sfever yn, cough yn, abdomi-
nal _yn, currentstatus.

At the same time, however, it is important to emphasise that performance re-

Table 6.4: RF relative variable importance on 3 millions CDC dataset

Variable Name Relative Importance
age_ group 1
hosp_ yn 0.92
medcond__yn 0.31
pna_yn 0.25
icu_yn 0.18
abxchest_yn 0.14
acuterespdistress_yn 0.10
mechvent_ yn 0.09
headache__yn 0.07
race__ethnicity combined | 0.045
region 0.044
runnose_yn 0.031
hc__work__yn 0.025
myalgia_ yn 0.024
sob_yn 0.023
sex 0.022
diarrhea_ yn 0.014
sthroat_ yn 0.014
chills_yn 0.013
fever__yn 0.012
nauseavomit_ yn 0.011
cough_ yn 0.010
sfever__yn 0.010
abdom_ yn 0.009
current_ status 0.008

mains excellent even with the idea of do not considering the binary features with
negative correlation within the target variable. In this case, another advantage is
that the eliminated variables are 14, i.e. only about half were used by the classi-
fiers compared to the original variables. This leads to a further reduction in the
complexity of the problem and, at the same time, to reflect on the considerable
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amount of information recorded in hospitals that seems to be superfluous for de-
termining a person’s mortality.

Then, based on the test performed on the small dataset where the neural network
performed well with only 4 attributes to predict patient death , I also tried to test
if this is further confirmed in this larger dataset. The number of hidden layers
was equal to 1 and the tanh was used as the activation function for the latter.
Even though Relu is considered the best and most advanced activation function,
able to completely eliminate drawbacks such as the vanishing gradient, the tanh
performed better in this case. Increasing the number of hidden layers degrades the
performance of the network. This can be explained by the fact that the complexity
of the problem is not very high. Moreover, increasing the number of hidden layers
beyond the number of layers required to solve the problem caused the accuracy in
the test set to decrease, but the performance in the training set to increase. The
network has therefore overfitted, resulting in the network being unable to gener-
alize to unseen data. The performance of the NN remains the same obtained with
the smaller dataset. Thus, the result is still very interesting. If this result will be
confirmed again in the future with other dataset then it will be enough to know
only the patient’s age, health status, race and sex in order to predict with a high
degree of confidence whether the patient will die or not.

An attempt was also made to implement the clustered boosted random forest ap-
proach used in the first phase of the work in all the analysis cases of this second
phase of experiments to check whether this actually leads to improvements. In this
case, no improvement was found: the performances remained the same as those
obtained without clustering done on top of the algorithm. Since each additional
operation performed within the overall workflow increases its computational com-
plexity (in terms of cost and time), it was decided to discard the cluster attribute,
which was therefore not considered relevant to the analysis of the problem.
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Chapter 7

Conclusion and Future Work

7.1 Concluding thoughts on the research activity

All of the studies conducted to date, as can be seen in the Related Work chapter,
have used a much smaller number of samples to validate their results than those
used in my analysis, which tested the models on 3 million patients.

Almost all previous studies reported that age is a strong prognostic factor, and this
was also confirmed by the results obtained in this research activity, using either
the small or the largest data set. Although the results of 61, 64 were similar to
those of mine in terms of performance achieved, they had an advantage which is
quite related i.e. much more interesting details related to biological elements and
pathological conditions in the patients. This of course helped them in achieving
high performance. Other than that, the analysis that I carried out, I think it is very
useful and interesting from different points of view. First of all, this concerning
the features. The use of a smaller number of features was done step by step to
see how the elimination of these attributes might or not affect the quality of the
model. Moreover this was performed in different ways and it was found that the 33
characteristics are necessary in order to obtain good performance. Also by reducing
the number of characteristics from 33 to 26 and then to 15, no significant decrease
in terms of performance was found. Using the technique of eliminating binary
attributes negatively correlated with the target attribute produced a important
result since no one have never try to do this. The results in fact with this type of
"elimination" remained faithful to those obtained using all available features. As
noted in many other papers on mortality, RF has always remained the algorithm
that gave the best results in all the different case studies, followed by the Ensemble
model and Gradient Boosting. The results were amazing and surprising, especially
when using only 4 features (sex, race, whether the patient has already suffered from
other diseases and the age group to which he belongs). Even if the performances are
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lower compared to the other 3 experiments conducted, the quality and efficiency
of the algorithms remains very high. However much more validation of this last
result must be carried out in order to see if really only this 4 variables are good
for predicting mortality in people affected with COVID-19.

7.1.1 Hope for the future

This tragedy, as Bill Gates [112] and David Quammen had predicted in the past,
has caught us unprepared not only medically but also organizationally. The cri-
sis has highlighted the importance of having detailed and reliable information
quickly in order to make important decisions, such as determining the timetable
and modalities of the measures to be implemented. To understand the epidemic,
it is necessary to use data, but with method.

" Pas de calcul la ou 'observation peut étre faite " (No calculation when it is
possible to make observations), as the statistician Georg von Mayr said as early
as 1895, in response to his Norwegian colleague Anders Nicolai Kiaer, who was
the first to propose using a part and not the whole population to obtain social
and economic information at national level. Because the reality is that we cannot
observe everything directly, and this has never been more evident in modern times,
except in this pandemic that has made us all protagonists and made us aware of
this obvious limit. It is not easy to obtain data on an entire people and, as a rule,
the most severe cases have always been the main protagonists, to the detriment of
people with milder symptoms.

It is clear that before the second half of 2021, the data and results available to
us seemed unreliable and unrealistic, because in the absence of studies conducted
on a representative sample of the whole population, we were unable to measure
the prevalence and rate of actual mortality from the virus. Even the number of
deaths reported daily by official sources seemed to be grossly underestimated. In
the early days, when there were no tampons, doctors often wrote down causes of
death that were not true; one of the most commonly used was interstitial pneumo-
nia, although these deaths can now be certified as infections of COVID-19 given
the symptoms.

So, with the availability of data increasing daily and the emergence of new collec-
tion methods, we need to think about the emergence of new possible information
management models. The information system is a complex environment composed
of different data collected by several agencies and data that has not yet been col-
lected but has great potential. The pandemic has highlighted this aspect, which
is not foreign to those who deal with data and estimates on a daily basis, their
integration is therefore a duty.

Even if we cannot do anything to fix the past, we can change the time ahead: A
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solution must be found so that a possible new pandemic does not catch us unpre-
pared again.

It will take a special effort from medicine and data science to ensure that this does
not happen again in the future, so that the deaths that have occurred have not
died in vain.

The last consideration relates to digitization for medical purposes.This health
emergency has certainly created the need for more modern and digital healthcare,
and the need for closer and more timely care. Digitization for medical purposes
is and will be essential in many countries, including Italy, where the sixth PNRR
mission foreseen with the allocation of about €15 billion for Digital Health.This
will certainly be a major turning point for the use and management of Big Data
for the Italian healthcare system, as the information might be used in different
ways. For example, for identifying better therapies, for identifying patients at
higher risk and, last but not least, for simplifying patient diagnostics. Therefore,
the possibility of creating automated systems that are able to respond to specific
questions and not just be a kind of "black box model" is certainly the hope future
for the whole world.

I hope that my work has somehow helped to promote the visibility that data sci-
entists need to be given in relation to problems like this. Because any solution to
a problem as important as this, no matter how simple it may seem, can contribute
to the birth of great ideas for the future.

7.1.2 SAS & Python pros and cons

As T have already said, the war between the two environments I have used for this
project is very fierce. But my personal opinion is that each instrument is different
in its own way. There is no obvious winner in this case. Each instrument has its
own advantages and disadvantages.

Python is probably the most widely used programming language among software
engineers. Python is a simple, easy-to-learn programming language that has a
larger number of libraries.

It is a fast and scalable programming language and includes many useful tools
such as visualization, data analysis and data manipulation.

It is certainly a programming language that is great for analysing complicated data
in the field of data science. On the other hand, SAS Viya is primarily known for
statistical analysis, but it is able to combine AT capabilities with machine learning
approaches to create a new product.

It also has the advantage of being a standardized code base that supports pro-
gramming in SAS and other languages such as Python, R and Java.

The main advantage of Python in my case was that I could use any file size and
process it directly, whereas the advantage with SAS Viya was that I did not have
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to create much code but only to have in mind what I had to do. I just had to learn
and make experiments inside the new environment. However the cons for SAS was
that T had to divide my data into several files, as the maximum size allowed per
file was 100 MB. Ultimately, I have come to the conclusion that both are valid
tools that I will use in the future.

7.2 Further Possible Extensions

A list of possible future extensions is now described to allow others to contribute
and improve on the work already done.

7.2.1 Survival analysis

If we want to go beyond this work, an interesting analysis could be that of survival.
For this type of analysis it is imperative to have the dates of the first positive test
and the time of death for each individual in order to calculate the difference be-
tween them. It is useful to understand which factors have a greater impact on the
survival time of individuals (usually age is a crucial element in prolonging survival
time). Survival analysis, also known as reliability analysis in engineering, aims to
establish a relationship between covariates and the timing of an event. The name
survival analysis comes from clinical research, where predicting time to death, i.e.
survival, is often the main goal. It differs from traditional regression in that parts
of the training data can only be partially observed they are censored.

Formally, each patient record consists of a set of covariates x € R? and the time
t > 0 at which an event occurred or the time ¢ > 0 of censoring. Since censoring
and experiencing and event are mutually exclusive, it is common to define an event
indicator 0 € 0;1 and the observable survival time y > 0. The observable time y
of a right-censored sample is defined as

toifs =1,

7.1
c id=0 (7.1)

y =min(t,c) = {

Consequently, survival analysis requires models that take into account these unique
features of such a dataset. Our main interest should be to investigate whether there
are subgroups that differ in survival and whether it is possible to predict survival
times.

A key variable in survival analysis is the so-called survival function, which relates
time to the probability of survival after a given point in time. Denote by t a
continuous non-negative random variable corresponding to the survival time of a
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patient. The survival function S(t) provides a probability of survival after time t
and is defined as

S(t) = P(T > t)

Another application of this type of analysis could be to test survival functions
for different treatments, for example to test the effectiveness of different types of
vaccines or a new treatment being developed in the feature, and so see how many
patients received the standard treatment and how many received the new drug.
This can be done by having half of the patients receive the new treatment.

Of course, this kind of test requires a new feature: if the patient dies, we need the
date of this event to be registered, otherwise this analysis is not feasible. If it is
done, the final result could be of great importance for the scientific community.

7.2.2 Performing different Feature Selection

Univariate and multivariate filtering methods are very popular, especially for large
datasets, because they are usually very fast and much less computationally inten-
sive with respect to other methods. Specifically, they use a metric to score each
individual feature or a subset of them together. The most used metrics in filter-
ing methods include correlation coefficient, Fisher score, entropy and chi-square
parameters.

Thus it would be interesting to compare the outputs given by the use of these type
of techniques with the results obtained in this work. All of this it will be useful to
build a parsimonious workflow by excluding irrelevant features.

7.2.3 Focus on Pre-existing medical conditions

Recall that in the dataset used there was the attribute "medcond yn "which,
when it took the value "Yes", meant that the patient had pre-existing conditions.
Instead of just saying "Yes" or "No", it would have been interesting to understand
what pre-existing conditions existed. This is because there are many diseases that
are associated with a higher probability of death for those who have contracted
COVID-19. Among these diseases we remember, for example, diabetes, obesity
and in general cardiovascular diseases. In the case of diabetes[113] there is some
evidence that marked glycaemic overcompensation may predispose to a higher risk,
but these are still few proof and for this it would be useful to do further research.
The only evidence so far that tends to support this is that the disease takes a more
severe course (pneumonia or respiratory failure) in diabetics.

While, in the case of heart disease [114] , for example, in Ttaly in March 2020,
75 % of the first 155 dead patients suffered from hypertension due to the new
coronavirus infection, while 70 % had ischaemic heart disease. These are numbers
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that confirm what has already emerged in China before, and was published at the
end of February by the Chinese Centre for Disease Control and Prevention in the
medical journal JAMA.

Furthermore, according to the Chinese data, the lethality of the virus - starting
from an average value in the population of just over 2 % - increases to 6 % in people
with hypertension and even reaches 10 % in patients with heart failure or other
cardiovascular diseases or chronic cerebrovascular diseases. People with obesity
(even mild) have a higher risk of developing severe forms of Covid-19, which can
lead to death. A year after the pandemic outbreak, several studies have confirmed
that the more severe the obesity, the higher the risk of those who test positive for
SARS-CoV-2 infection. This is also shown by the reports of those who are treated
daily in the intensive care unit. Younger patients admitted for bilateral interstitial
pneumonia, for example, did not have many of the risk factors associated with
Covid-19 severity. Most notably, age. But in many cases, they were people who
suffered from obesity. And possibly some of the risk factors and diseases caused
by it: such as high blood pressure and type 2 diabetes [115].

If we do so and maybe discover something useful, it may be possible to identify
critical factors for mortality and thus to optimize patient treatment strategies.

7.2.4 Comorbidity

The term "comorbidity" has been on everyone’s lips with the first studies for refer-
ring to people at higher risk of developing adverse symptoms due to COVID-19.
5 groups were formed according to age and disease state[116]:

- category 1: highly frail people;

- category 2: people aged between 70 and 79;

- category 3: people aged between 60 and 69;

- category 4: people with comorbidities aged <60 years, without gravity connota-
tion reported for extremely vulnerable people;

- category 5: rest of the population aged <60 years.

In health care, the term comorbidity refers to the coexistence of several different
pathologies in the same person. The data confirm that persons suffering from
chronic diseases, when infected with the virus, have a higher risk of manifesting
more severe forms of coronavirus (more likelihood of dying), precisely because of
the disease for which they have obtained an exemption. These are therefore people
who need to be protected and it is essential that they are specially monitored to
protect their health and the Health System.

Although Covid-19 can be fatal even without concomitant diseases, according to
the ISTAT 2020 study, the majority (71.8%) of those who died and tested positive
for SARS-CoV-2 had one or more chronic diseases (comorbidities) that played a
crucial role in worsening their prognosis.
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Therefore, the ability to have more explicit information within the disease vari-
able would provide the opportunity to identify the most important comorbidities
related to the primary endpoint and thus create different clusters with these comor-
bidities, for example by using discriminant analysis. In this manner the efficiency
of the Health care system can be improved and will guarantee to these people a
lower chance of death.

7.2.5 Geographical area studies and similar pattern among
different states

Based on various datasets with information on the number of people who died who
were positive but were then cured, and with geographical connotations related to
the various areas, it would be interesting to find climatic or area-related character-
istics that are the same or similar in more geographical places of the world. This
could be useful as it might explain the impact of different geographical locations
on cases and deaths caused by COVID-19 and, if possible, the identification of safe
geographical areas.
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