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Abstract

Accurate atmospheric monitoring of methane (CH4) emissions from industrial and
waste processing sites such as landfills is essential to reduce their emissions. The moni-
toring of CH4 emissions from these sites often relies on local scale atmospheric transport
models to simulate concentrations associated to the plume from a source with a given
emission rate. In recent years, a growing interest in estimating CH4 emissions has led
to the development of different atmospheric inversion frameworks based on stationary or
mobile measurements and on transport modeling. The most commonly used model for
atmospheric inversions at local-scale is the simple Gaussian model. Here, we investigate
the power of a more complex model and compare the results with the Gaussian one.
Large Eddy Simulations (LES) models are a promising tool for simulating the realistic
CH4 concentration plumes from industrial and landfill sites. They are more versatile than
the simple Gaussian model, because they can simulate the time evolution of the turbulent
flow and the effects of a complex topography, and can be used not only for simulat-
ing the averaged data, but also for realizing high frequency “virtual measurements”. In
this study, we utilized a LES model to simulate the CH4 plume dispersion from a point
source controlled CH4 release in an industrial environment and from multiple complex area
sources in a landfill. We characterize the LES of flow and plume dispersion by studying
their convergence properties and their performance. The in-situ atmospheric CH4 mole
fraction measurements from stationary and mobile sensors from the controlled methane
release experiments are used as a benchmark of the LES model. For the landfill site, we
use in-situ mobile measurements from a campaign and the LES simulations of plumes
from the potential emission sources to estimate the total methane emission of the landfill.
The inversion results for the landfill site with LES simulations are compared with those
estimated by using a Gaussian plume model. The order of magnitude of the estimated
landfill emissions obtained with the two transport models are found to be comparable,
but the details of the transport are different when we deal with a complex topography.
Future studies will be carried out to better exploit the high frequency data produced with
LES. At this stage, we use only a coarse grid resolution for LES simulations of landfill
plumes due to high computational cost, a grid sensitivity analysis will be conducted for
better characterization of flow and plume dispersion.
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Chapter 1

INTRODUCTION

1.1 The importance of industrial methane emission

monitoring

The reduction of greenhouse gases (GHG) emission is of vital importance in the context
of mitigation of climate change. Methane (CH4) is the second most important GHG just
after carbon dioxide (CO2), if we consider anthropogenic emissions. Releasing 1 kg of
CH4 in the atmosphere produces the same impact on global warming as 28 Kg of CO2 [3].
Due to its relatively short lifetime, reduction of CH4 can have more immediate positive
effects with respect to other GHG [4]. Studies of global CH4 emission rates show that
they have risen from approximately 15 Tg/yr to 20 Tg/yr in the period from 2007 to 2014
[5] and about 60% of those (range of 50-70%) are from an anthropogenic origin [6]. The
most impacting sources are waste-processing plants (wastewater treatment plants and
landfills), oil, coal and gas extraction sites and farms. Industries must list their emissions
through national inventory reports and some have to commit to reduce them. However,
the choice of appropriate mitigation policies and the verification of their effectiveness relies
on a proper quantification of the emission rates and on the localization of the sources.
Usually, emission sources from industrial sites are spread heterogeneously on the site and
the site itself can have a complex topography, this increases the challenges in providing
precise estimates. Therefore until recently, the majority of the estimates of the emission
rates were based on scale factors times the quantity of gas and oil produced or of waste
processed, this often caused an underestimation of such rates. Recent approaches use
in-situ stationary and/or mobile measurements with atmospheric transport models in the
atmospheric inversions to localize and quantify the methane emissions at local scale [7].
Due to the high cost of CH4 sensors, a great effort is being done in modeling and analyzing
the outcome of near-surface mobile measurements, in order to cover larger areas with fewer
sensors [2]. In order to better exploit measurements from a few stationary sensors, more
accurate local dispersion modeling is needed.

In the framework of the TRAcking Carbon Emissions program (TRACE program
https://trace.lsce.ipsl.fr/) at Laboratoire des Sciences du Climat et de l’Environnement
(LSCE; UVSQ-CEA-CNRS) with collaboration of Laboratoire de Meteorogie Dynamique
(LMD; CNRS-Ecole Polytechnique) and industrial partners Thales Alenia Space, SUEZ
and TotalEnergies, we investigate new GHG emissions measurements and atmospheric
inversion methods from the scale of an industrial site up to national and global GHG bud-
gets. The program has three main objectives: creating a long-term partnership between
three major industries and leading researchers, training young scientists and industrial
staff, developing innovative methods to monitor greenhouse gases emissions to support
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effective mitigation actions in different economic sectors. In particular, a large component
of TRACE is dedicated to the monitoring of CH4 emissions from industrial sites based
on mobile and fixed station CH4 measurements deployed on targeted sites, and on local
scale atmospheric transport inverse modeling.

1.2 Scope of the study

The general framework for estimating emissions with an atmospheric inversion approach
is based on three main components [8]: the observations of CH4 mole fractions, based
on measurements from fixed or mobile sensors, information on meteorological data (wind
speed/direction, temperature etc.) and on possible sources location and strength, and a
dispersion model to simulate the mole fractions enhancements associated to a given source
rate and location or spread. Using an appropriate optimization approach, one gets the
optimal parameters of the model and thus finds an estimate for the source strength and
sometimes location. The majority of the studies conducted within the TRACE program
up to now made use of the Gaussian model. This model has the great advantages of
being very versatile for different systems and of providing fast results even with poor
computational resources. Though it has two major drawbacks. First, its use is not
justified in sites with a complex (not flat) topography and second, it assumes stationary
and homogeneous conditions. The objective of this study is thus to understand if we
can obtain more accurate modeling results using a more complex model. In particular,
we investigated the application of the Large Eddy Simulations (LES) model to accurately
model the flow field and transport of methane plumes in a site with a complex topography
and also to access how accounting for the variations in time of wind and thus plume helps
better fitting the data in atmospheric inversion. To realize the LES we have used the
PALM model, developed at the Hannover University [9]. We set up the model for two
different sites. The first one is an industrial site owned by TotalEnergies located in Lacq,
France. In October 2019, this site was used to produce an intensive campaign of controlled
release experiments to which we participated in framework of TRACE program [2]. The
meteorological data measured on 02-10-2019 will be used to setup a LES to evaluate the
PALM model performance using the methane mole fraction measurements, when fed with
actual location and rate of the releases of a controlled experiment. The second one is a
landfill, owned by the SUEZ, located in Amailloux, western France. For this site, by using
the real topography of the landfill, we will perform the LES simulations of flow-field and
methane plumes from potential emission sources for a mobile measurement campaign on
24-03-2021. With this simulation, we then check how much inverted methane emissions
based on LES differ from that with the Gaussian model and whether with the LES model
we can obtain a better fit of the observed mole fraction.

1.3 Outline

The outline of this study is organised as follows.
In Chapter 2, we briefly presented the governing flow and transport equations of the

PALM LES model [10] and the formulation of a Gaussian plume model [2] used in this
study.

Chapter 3 presents a detailed description of the measurements from the controlled
methane release experimental campaign in the industrial environment and a near-surface
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mobile measurement campaign conducted at the landfill site used in this study.
In chapter 4, we describe in detail the numerical schemes and the simulation setup used

for both sites. This chapter also presents the new development that we have performed
on the original PALM source code to perform LES plume simulations with area sources of
any desired shape, a feature that did not exist in the default code. Eventually, we explain
the detailed study of convergence of the LES model simulations with respect to the size
of the grid boxes, the size of the whole domain, and the simulation time.

Chapter 5 presents the results of the performance evaluation of the PALM model
wind and plume simulations using the data of the Lacq experiment. We evaluate the LES
simulation of the wind field with the measurements conducted at a fixed meteorological
station by comparing average values, standard deviations, and rapidity of variability for
wind speed and direction. Moreover, we compare the averaged and high-frequency near-
instantaneous CH4 mole fractions from the LES simulations with the data at the fixed
tripods and near-instantaneous data from the instruments in a moving car. We use these
comparisons to calculate the model error and check if the performance is better than
that of the Gaussian model. For the landfill site, we compare the simulated and observed
wind field at a fixed station, and then the simulated CH4 mole fractions are used in an
inversion approach to quantify the methane emission of the landfill. We compare the
estimated emissions using LES simulations with the results obtained with the less costly
Gaussian model.

In Chapter 6 we discuss the possible continuations to this study and future routes to
be explored.
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Chapter 2

MODELS FOR METHANE TRANSPORT

2.1 The PALM LES model

The Gaussian model, as we will see in the next section, describes average behaviour of
plumes in stationary conditions, but it provides no information on the time evolution of
a tracer dispersed into the atmosphere. Moreover the Gaussian model is applicable for
plume dispersion mostly in homogeneous terrains. CH4 leaks from industrial sites can oc-
cur over highly irregular topographies, in such domain the Gaussian model assumptions no
longer hold and its accuracy can be severely hampered. For these reasons. Computational
fluid dynamics (CFD) models are better suitable for flow-field and plume dispersion in
complex terrains. In this study, we have utilized a Large Eddy Simulations (LES) model.
LES models have a much higher computational cost with respect to the Gaussian model,
as a Gaussian model computation is performed in a few seconds, while LES take tens of
hours to run, but they are much more reliable when treating complex domains. In this
study, we used the LES model PALM (PALM Model System version 21.10) for simula-
tions of methane plumes from point and area sources in both homogeneous and complex
terrains.

PALM is an advanced state-of-the-art meteorological modeling system for atmospheric
and oceanic boundary layer, developed at the Hannover University [9]. The main idea
behind the model is to treat large scales and small scales separately: large eddies, that
contain most of the energy of the flow, are explicitly resolved. The impact of small
eddies on the large-scale flow is parameterized using a subgrid scale model. The accuracy
increases when smaller and smaller eddies are resolved in high resolution LES simulations,
but so does the computational cost. A spectral cut is performed at a wavelength ∆, chosen
by the user, structures larger than ∆ are explicitly resolved, structures smaller than ∆
(subgrid scales) are filtered out. The filter procedure removes the small scales from the
model equations, but it produces new unknowns, mainly averages of fluctuation products.
These unknowns describe the effect of the unresolved, small scales on the resolved, large
scales; they are included in the model through a parameterization that uses information
from the resolved scales. By default, PALM has six prognostic quantities: the velocity
components u, v, w, on a Cartesian grid, the potential temperature θ, specific humidity
qV or a passive scalar s, and the subgrid scale turbulent kinetic energy (SGS–TKE) e.
The set of equations solved at the resolved scales is the one used in most of the CFD
models and it corresponds to Boussinesq approximation:

• Navier-Stokes equations
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• Equation for any passive scalar
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• Continuity equation

∂uk

∂xk

= 0 (2.5)

Here, angle brackets denote horizontal domain averages, the subscript “0” indicates a
surface value, a double prime indicates SGS variables. The overbar indicates filtered
quantities and it is omitted for readability, except for the SGS flux terms.

For variables that cannot be explicitly calculated, turbulent closure is realized through
the following parameterizations [11]:

• Closure for 2.1
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• Closure for 2.4

u′′
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∂s

∂xi

(2.9)
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All the above equations are solved on a discrete grid of sizes ∆x, ∆y and ∆z, with
a discrete time step chosen by the user based on Courant–Friedrichs–Lewy (CFL) crite-
rion. In appendix A, we presented more detailed description of all the variables A.1 and
parameters A.2 used.

An important feature of the PALM LES model is the possibility of including complex
topography. If no overhanging structures are present, which was the case for the study
we have performed, any topography is seen as a 2D elevation matrix. Since the whole
domain is discretized in rectangular grids, obstacles are approximated by an appropriate
number of full grid cells to fit the 2D matrix. A grid cell can either be 100% obstacle
or 100% fluid. The obstacles must be fixed (not moving). When using topography, the
PALM domain is split into three subdomains described as follows:

1. Grid points in free fluid without adjacent walls, here the standard PALM code is
executed.

2. Grid points next to walls, they require extra code for wall fluctuations [9].

3. Grid points within obstacles, they are excluded from calculations.

Within the second subdomain, the obstacles are always located where the respective wall-
normal velocity components u, v, and w are null. This guarantees that the impermeability
boundary conditions are respected.

If non-cyclic horizontal boundary conditions are used, PALM offers the possibility of
generating time-dependent turbulent inflow data by using a turbulence recycling method.
This is convenient to realize a realistic turbulent flow when obstacles are present in the
domain. In all the simulations of our work we have made use of this feature. Figure 2.1
shows a schematic representation of the turbulence recycling method used in this study.

Figure 2.1: Schematic representation of a turbulence recycling. The precursor run is
executed on the leftmost square of the domain, the main run involves the precursor
run domain and the actual simulation domain. The red rectangle represents a possible
topography element. The green lines indicate where the precursor run is mapped. Source:
PALM Seminar February 9th 2022, L-3.2: Non-cyclic boundary conditions.

A precursor run is executed in a subset of the domain without topography until turbu-
lence is generated. When the precursor run is finished, data of its last time step is stored
on the disk. These data are read by the main simulation that includes topography and
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repeatedly mapped in the main spatial domain. The turbulent signal ϕ′ (y, z, t) is taken
from a recycling plane that is located at a fixed distance xrecycle from the inlet:

ϕ′ (y, z, t) = ϕ (xrecycle, y, z, t)− ⟨ϕ⟩y (z, t) (2.10)

where ⟨ϕ⟩y (z, t) is the line average of a prognostic variable ϕ ∈ {u, v, w, θ, e} along y at
x = xrecycle. ϕ′ (y, z) is then added to the mean inflow profile ⟨ϕinflow⟩y (z) at xinlet after
each time step. Complete details of the PALM LES model can be found in [9].

2.2 The Gaussian plume model

The Gaussian model is one of the most simple ways for describing the transport of a
tracer at local scales. It is widely used for several reasons: it produces results that agree
well with experimental data in a vast array of conditions, it is fairly easy to implement
and interpret mathematically, and computationally inexpensive.
In this study, we used the Gaussian model presented in [2]. Consider a continuous point
source emitting at a rate q, at an effective height H above the ground. Notice that H is
higher than the actual source height, this is due to plume rise depending on to the exit
velocity of plume from the source, source size at the exit, and the difference between the
source temperature and ambient temperature. The average concentration C at a point
X, Y, Z (the source is set in the origin) is then given by the formula:

C (X, Y, Z) =
q

2πσY σZUeff

exp

(
−Y 2

2σ2
Y

)[
exp

(
− (Z −H)2

2σ2
Z

)
+ exp

(
− (Z +H)2

2σ2
Z

)]
(2.11)

where Ueff is the uniform effective horizontal wind speed at the effective source height.
The coordinate X refers to the plume axis defined based on the mean wind direction.
The coordinate Z is for the height above the ground surface, which is assumed to be
flat and uniform. The parameters σY and σZ are standard deviations of C in the Y
and Z direction, respectively. The last term in square brackets accounts for reflection of
the tracer from the surface, simulated by considering an image source at the height level
Z = −H and assuming no adsorption by the surface. A schematic representation of a
Gaussian Plume is presented in figure 2.2. In this study, the parameters σY and σZ are
parameterized following the formulation of [12]:

σY = σvt

(
1 +

√
t

2TY

)−1

σZ = σwt

(
1 +

√
t

2TZ

)−1

(2.12)

where σv and σw are the standard deviations of the horizontal and vertical components
of the turbulent velocity fluctuations. t = X

Ueff
is the travel time from origin to X.

TY = 200 s for near surface releases [13], TZ = 300 s for unstable conditions (Obukhov
length L < 0) [12]. For low wind conditions (Ueff < 1.5 m/s) the horizontal standard

deviation becomes σ′
Y =

√
σ2
Y + (σvt)

2. In order to obtain effective mean wind speed at

effective source height, the mean wind speed at height Z is defined by a power law profile
as:

U (Z) = Ur

(
Z

zr

)α

(2.13)
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Figure 2.2: A contaminant plume emitted from a continuous point source, with wind
direction aligned with the X-axis. Profiles of concentration are given at two downwind
locations (vertical in red, horizontal in blue) and the Gaussian shape of the plume cross-
sections are shown relative to the plume centerline. Source: [1].

where Ur is the wind speed measured at the reference height zr and α is obtained as [14]:

α =
u⋆ϕm (zr/L)

kUr

(2.14)

where u⋆ is the friction velocity, k = 0.4 is the von Karman constant and ϕm is the
stability function of momentum. For our study, we have used the parameterization of ϕm

from [15]:

ϕm (Z/L) = (1− 16Z/L)−1/4 (2.15)
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Chapter 3

INDUSTRIAL AND LANDFILL SITES UNDER

STUDY

3.1 TADI-2019 campaign

Site description and meteorological conditions

Between 2 and 10 October 2019, the TRACE team participated to an experiment involv-
ing several controlled releases of CH4. The campaign was conducted at TotalEnergie’s
controlled release test TADI, in Lacq (latitude: 43.413◦N, longitude: 0.642◦W). The TADI
site is a predominantly flat area of about 200 m × 200 m, containing small roughness ele-
ments such as decommissioned oil and gas equipment. Several controlled releases of CH4

were performed in an area of 40 m × 50 m, ATEX zone as depicted in figure 3.1. We have
used here data from one of the releases performed between 08:13:00 and 09:11:00 UTC
on 2-10-2019. During that release the wind speed was between 2 m/s and 4 m/s from
south west and the atmospheric condition was unstable. Figure 3.1 shows a representation
of the site and experimental setup. Details of the experimental setup, instruments, and
different types of measurements is given in [2].

Figure 3.1: Schematic representation of the TADI site. The rectangle in red shows the
zone used for the controlled releases (ATEX zone), the red stars are possible sources.
The yellow paths correspond to the location of car measurements. The tripods for fixed
measurements are schematized in blue. Source: [2].
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Measurement framework and available data

In the controlled release studied in this study, methane was released with an emission
rate Q = 10 g s-1 at a height of 0.96 m, and it corresponds to the star at the bottom
of the release zone. The meteorological data was provided by TotalEnergie through a
Metek 3D Sonic anemometer installed at a 5 m height in the location shown in figure
3.1. The instrument provided 1 min averages of wind direction (WDir), wind speed (Ws),
temperature (T ), Monin-Oukhov stability parameter (1/L), surface friction velocity (u⋆),
and standard deviation of each component of the wind velocity fluctuations (σu, σv, σw).

During the release, fixed-point measurements were performed at the fixed tripods
assigned with numbers 1, 2, 3, 4, 15, 16 (Figure 3.1). The air intake was placed at a
height of 3.50 m above the ground for each tripod. We used high precision gas analyzers
to measure the methane mole fraction at the fixed tripods. The gas analyzers consisted
of four Picarro G2401 cavity ring down spectrometers (CRDS) analyzers that measure
CH4, CO2, CO and H2O, two Picarro G2201-i isotopic CRDS analyzers for 13CH4,

12CH4,
13CO2,

12CO2 and H2O, and one ABB Micro-portable Greenhouse Gas Analyzer (MGGA)
measuring CO2, CH4 and H2O. Each gas analyzer measured H2O mole fraction to correct
the water vapour effect and provide mole fraction in dry air. Continuous methane mole
fraction measurement were made at approximately 1 Hz frequency. Mobile concentration
measurements were performed simultaneously with the fixed-point measurements through
a Picarro G2210-i analyzer mounted on a vehicle that was driven along the roads in
yellow. The air inlet of the mobile instrument was at 2 m above the ground for the entire
experiment and GPS location of the car was stored.

3.2 Landfill site

Site description and measurement campaign

The case study presented here is based on a mobile measurements campaign conducted
at a landfill site in Amailloux, west France, operated by SUEZ that is also used for biogas
collection. The landfill has a vast range of potential emission sources that vary from pipe
junctions to holes in the waste sheet cover heterogeneously spread in the domain. The
surrounding region of the landfill site is characterized by a predominantly flat orography.
The topography of the landfill is complex and its elevation varies approximately between
199 and 236 m a.s.l. over an area of roughly 800 m × 800 m. The mobile measurements
considered here, were performed on the three roads downwind from the landfill and inside
the landfill itself during daytime on 24-03-2021. The total length of the road over which
the plumes were measured is about 900 m, and the distance from the sources is on the
order of 400 m. The atmospheric conditions during the campaign were characterized by
mild wind speeds coming from south west. A map of the site, including the measurement
roads is shown in figure 3.2.

Measurement framework and available data

The meteorological data used in this study was recorded by a 3D Sonic Anemometer at 20
Hz. The instrument was located at 6.2 m above the ground approximately at the centre of
the landfill, in a place that could be the most representative for the overall meteorological
conditions. The quantities recorded where: time t, (u, v, w) components of the velocity,
speed of sound SOS, temperature T , wind direction WDir and wind speed Ws.
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Figure 3.2: Left: Map of the landfill provided by SUEZ. The roads over which the mobile
measurements are performed are depicted in yellow. The red cross in the center of the
landfill represents the 3D Sonic Anemometer used for meteorological data. Source: drone
mapping company Propeller. Right: Wind rose on 24-03-2021.

The CH4 mole fraction data used in this work was measured by a LI-COR sensor
mounted on a car at a sampling frequency of 1 Hz. With this analyzer, coupled with
a GPS, wet and dry CH4 mole fractions, and positions and time of measurement were
recorded. The height of the inlet of the measurement device was at about 2 m above the
ground for the entire measurement. The time of recording was corrected by a factor in
order to take into account the delay between the GPS location and the actual measurement
(i.e. time taken by air sampled at inlet to reach the analyzer).
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Chapter 4

LARGE EDDY SIMULATIONS

4.1 Boundary conditions and Numerical methods

Table C.1 summarizes all the boundary conditions used in the LES simulations. For flow
field simulations, we used a turbulence recycling method in which the precursor run is
performed with cyclic boundary conditions on both Y and X axis (these axes refer to
the horizontal domain shown in figure 4.1). The boundary conditions for the u and v
components of the velocity were set as “no slip” condition at the bottom, i.e. u = v = 0
m/s, and “Dirichlet” at the top, with a value depending on the chosen geostrophic wind.
The main run is then performed with different boundary conditions on the two horizontal
axes. The Y axis, where the magnitude of the respective wind component is lower, had
still cyclic boundary conditions. This choice, even if not completely realistic, was done
because the PALM code does not allow to have non cyclic boundary conditions on more
than one axis. As we will see, this may cause some problems in the simulated v component
of the wind field. The boundary conditions for the X axis were “Dirichlet” at the inflow
defined from the precursor run and “Neumann” at the outflow.

For the perturbation pressure p⋆, the bottom boundary condition was “Neumann”,
while the top one was “Dirichlet” (in the last grid on the Z axis we have set p⋆ = 0.0
hPa). For the potential temperature, we used “Neumann” at the bottom, while the top
value was calculated within the model through a gradient of 1.0 K/100 m starting from
z = 800 m.

For plume simulations by considering methane as a passive tracer, we set “Dirichlet” at
the inflow boundary and “Neumann” at the outflow boundary. Top and bottom boundary
conditions were set to “Neumann”. Lateral boundaries were also set to “Neumann”.

The time integration method used for the prognostic variables was a third order Runge-
Kutta scheme. For momentum and scalar advection, we have used the 5th order upwind
scheme of Wicker and Skamarock [16]. For pressure solver, we have used the multigrid
scheme by [17] because it does not require cyclic lateral boundary conditions. For fast
Fourier transform method (FFT), we have chosen to use the Singleton algorithm [18].
This method is slower than the default one built in PALM, but it is less restricting and
can be used in almost any configuration. In every simulation we have set a Rayleigh
damping factor of 0.02 starting from z = 500 m to speed up convergence of the prognostic
variables to their basic states, defined by the initial values chosen by the user. Random
disturbances to the flow with an energy limit of 0.01 m2/s2 (in PALM the unit of mass is
set to 1) were included in the simulation.

12



4.2 LES simulation setup specific to the campaigns

For the simulation of the TADI-2019 experiment, the tracer source was simulated as a
point source, because the release area, being a pipe, was smaller than the size of the grid
size of our simulation. For the landfill simulation, we had to modify the source code in
order to simulate custom area sources, as it will be explained in section 4.3.

4.2.1 Lacq site

We defined a 3D domain of (512 m × 256 m × 1506 m) with (256 × 128 × 192) grid
points in (x, y, z) directions, respectively. The precursor run covered the left half of the
domain. The horizontal resolution was set to 2 m, while the vertical resolution was of
2 m only for the first 150 m. After the first 150 m, the resolution follows a geometrical
series with stretching factor of 1.025. The stretching factor was chosen in order to be
able to reach the top z level sufficiently high to simulate the boundary layer with an
affordable computational cost. In choosing this parameter, we have also checked that the
condition 3

√
dxdydz < 2.7dx ∧ 3

√
dxdydz < 2.7dy was always verified, this is necessary to

obtain realistic simulations as explained in [9]. Since the topography of the Lacq site is
flat and homogeneous, we have not included a topography file in this case. As roughness
we have chosen a constant overall value of 0.03 m, suitable for this type of terrain as
described in [19]. The simulation was set up using average values measured by the 3D
Sonic Anemometer between 08:13:00 and 09:11:00 UTC, which is the time window of the
release that we are trying to model. The average temperature T = 290.08 K has been set
in the model as a constant surface potential temperature. The average wind components
used were u = 2.75 m/s and v = 0.12 m/s. Moreover, we have used a constant sensible
surface heat flux of 0.026 K m/s, calculated from 3D sonic data using the eddy covariance
method. We performed two different tests by forcing the wind speed and direction through
two different methods. The first one consisted in the use of surface geostrophic winds and
the second one in setting a wind profile in the first 100 m of the vertical domain. The wind
profile for u and v have been calculated using 2.13. This last setting has not been used
with the complex terrain of the landfill, because in that case it is ambiguous to define a
profile in the first 40 m of the domain. As source, we have added a constant point source
of rate 10 g s-1 at the actual location defined in the Lacq experiment.

Throughout the simulation, we have collected 1 min averaged CH4 concentration on
all the car positions, 1 Hz concentration data at the positions corresponding to the tripods
active during the controlled release, wind direction and wind speed at 1 Hz at the actual
location of the 3D sonic anemometer.

The precursor run is simulated for 40000 s in “virtual time”, to be sure to have a
fully converged result. The main run is then simulated for another 40000 s. After that,
the final simulation has been restarted from the last time step by adding a point source
release for 3600 s. The precursor run simulation lasted for 20.5 h on 8 cores, the main
run for 25 h on 16 cores and the simulation of the release for 3.5 h on 8 cores.

4.2.2 Landfill site

The setup used here is similar to the one used for the previous case, with few changes in
the parameters and including the topography of the landfill. The LES was performed in
a three-dimensional domain of 2.560 × 1.280 × 2.051 km with 256 × 128 × 128 grids in
x, y and z directions respectively. This results in a uniform horizontal resolution of 10
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m, while the vertical direction is resolved on a stretched grid with a 2 m resolution in the
first 150 m of the domain. The stretching factor chosen here was of 1.085. In table 4.1 we
summarize the meteorological data used for both setups. The meteorological parameters
set were: T = 286.03 K, u = 2.6 m/s, v = 1.7 m/s and sensible heat flux of 0.074 K m/s.
In order to use the landfill topography in our simulation, we have adapted the topography
map provided by SUEZ to our domain. Since we have trees on the edge of the landfill
elevation map, as one can spot by the left part of figure 3.1, we have started by removing
them from the data. We have done that because no precise information on the location
of the trees was provided and if we had left them in the topography map, the simulation
would have seen them as hard topography elements, while, instead, to simulate the flow on
a forest one should use the “canopy module” implemented in PALM. After that, we have
created a rectangular domain, as required by the PALM code, by smoothly extending the
topography map taking values from the edges. The extension is more pronounced in the
left side of the map because we needed to create a “buffer zone” used for the precursor
run.

Using the topography file, we have also created a roughness matrix that associates
each point in the topography to its roughness. The roughness has been evaluated using
the geometrical approach described in [20], where it is taken as the largest inter-cell
difference of a central pixel and its surrounding cell. This value is then divided by a
factor 10 following [21]. Since the topography data was provided with an extremely high
resolution (approximately 0.1 × 0.1 m), we have resampled it by taking averages over
boxes of 10 × 10 m, in order to obtain a topography and roughness matrix of shape 128
× 256 corresponding to LES model setup. We have considered seven potential area sources
for methane plume simulations. The spatial distribution of these sources is obtained from
an analysis of a “sniffing campaign” conducted in a previous study. For the description
of a recent “sniffing campaign”, we refer to appendix B. See figure 4.1 for a summary on
our topography treatment.

The precursor and main run were simulated for the same amount of “virtual time”
as before. The final main simulation is restarted from the last time step adding each of
the area sources and performed for a time for 5400 s. The first 3600 s served to let the
tracer disperse (the source is considered constant in time, therefore we have to reach a
sort of “stationary state” also in the simulation), the last 1800 s have been used to collect
concentration data analogous to the one collected by the car measurements. Throughout
the simulation, we have also collected WDir and Ws at 1 Hz at the same position of the
3D Sonic Anemometer. The simulation lasted 19 h for the precursor run, 34 h for the
main run and 6.5 h for each of the area sources. Each simulation was run on 8 cores.

Table 4.1: Summary on meteorological conditions used.

Variable Lacq Landfill
T 290.08 K 286.03 K
u 2.75 m/s 2.60 m/s
v 0.12 m/s 1.70 m/s

sensible heatflux 0.026 K m/s 0.074 K m/s
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(a) (b) (c)

(d) (e) (f)

Figure 4.1: 4.1a: Original topography provided by SUEZ on 27-01-2021, the shape is
irregular and it contains trees on the edges. Source: drone mapping company Propeller.
4.1b: coarse grained and and smoothly reshaped topography without trees. 4.1c: coarse
grained roughness evaluated through a geometrical approach. 4.1d and 4.1e: extended
topography and roughness, the red line indicates the limit for the precursor run. 4.1f:
schematic representation of the seven area sources considered.

4.3 Code implementation for complex area sources

The PALM default code allows to set scalar sources as Eulerian fields, but only for surface
area sources that cover the whole top face of complex topography or the whole flat terrain
considered in a simulation. It does not allow by default the use of area sources of any
desired shape or dimension on any place of the domain. In a previous implementation of
the LSCE SATINV group, the source code was modified in order to be able to set point
sources or rectangular area sources anywhere in the domain. In the course of this study,
the code was further modified in order to allow the setting of area sources of any desired
shape anywhere in the domain. With our modification, the information on the location of
the sources is assimilated through a static NetCDF file. The file, apart from information
on topography and roughness previously discussed, contains a further matrix of the same
size of the domain grid that specifies the flux emitted at each grid point. In this way
the program has information on where to add flux terms and on where to suppress them
in equation 2.4. We have tested the new implementation on simple cases that could be
covered also by the default one and obtained a perfect match.

4.4 Convergence tests

In order to have reliable results, we have tested the convergence of the LES simulations
with respect to many aspects. For the first test of convergence with respect to the sim-
ulation time, we analyzed the time series of four different quantities: the total energy of
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the flow averaged on the grid, the maximum of u, v and w components of the velocity.
Convergence is reached when each of those quantities reaches a plateau. In figure 4.2, we
present an example of the convergence plots obtained for the precursor run of the landfill
simulation. As one can see from the plot of the energy time series and from the plot
of the maximum u, v and w wind components time series, a plateau is already reached
after about 5000 s. This means that the run time of 40000 s, that we have chosen for our
simulation, is enough to obtain a reliable wind flow. The analogous plots for the other
measurement time windows and for the Lacq case are also conducted (not shown) and
the results are very similar to that we obtained for landfill simulations.

(a) (b)

(c) (d)

Figure 4.2: 4.2a: time series of total energy averaged on the grid. 4.2b, 4.2c, 4.2d: time
series of maximum u, v and w components of the velocity.

The second test that we have performed was relative to the grid size of the spatial
discretization. The choice of the horizontal grid size of 10 m × 10 m was mostly driven by
our limited computational resources. Nevertheless, we have checked whether such a size
was small enough to perform a real LES, which happens if we are not neglecting eddies
that transport a large energy. To this end, we have analyzed four different quantities: the
difference between the time series of the resolved scale turbulent kinetic energy (RS TKE)
and the sub grid scale turbulent kinetic energy (SGS TKE), the spectral decomposition
of the u, v and w velocity components recorded at a z level of 70 m along the y axis. The
results are shown in figure 4.3, the plots are corresponding to the main run of the simula-
tion of the landfill case. The fact that the SGS TKE is one order of magnitude lower than
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the RS TKE suggests that the simulation is neglecting only secondary eddies, therefore
the grid size is small enough. This is also confirmed by the spectral decomposition of u,
v, and w. All the spectra are peaked at low values of wave numbers. Thus the largest
eddies contain the highest variance. With these arguments we can demonstrate that our
choice of the grid is sufficient to represent the flow from an energetic point of view, but
we cannot ensure that the grid is small enough to contain all the relevant details of the
topography and of the simulated CH4 plumes. Similar results are obtained for TADI-2019
simulations (not shown). To expand this work, one would need to study the variation of
the plume statistics with the change of the grid size, this kind of analysis has not been
performed at this stage.

(a) (b)

(c) (d)

Figure 4.3: 4.3a: time series of SGS vs RS TKE. 4.3b, 4.3c, 4.3d: spectral decomposition
of u, v and w components of the velocity along the y axis. The values are relative to
the last time step of the main run of the landfill simulation. The spectral densities are
dimensionless (otherwise they would be m3/s2) because in PALM they are normalized to
the variance at the corresponding height level and additionally multiplied by the wave
number.

The last test that we have performed was in order to asses whether the size of the
domain was large enough to catch all the relevant structures of the flow. This kind of test
was more qualitative and it consisted in visually checking if all the patterns appearing in
the flow were well contained by the horizontal domain. To this end, we have analyzed the
behaviour of the w component of the velocity and of the potential temperature θ at two
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different z levels over the whole horizontal domain. From our results, shown in figure 4.4,
one can see that all the structures formed by the flow are well contained by the horizontal
domain. Therefore our choice of the horizontal domain is appropriate.

(a) (b)

(c) (d)

Figure 4.4: 4.4a and 4.4b: colormap of w component of the velocity at z = 100 m and
z = 586 m respectively. 4.4c and 4.4d: colormap of θ at z = 100 m and z = 586 m
respectively. For both w and θ we have set the same scale on the colormap at the two
different z levels in order to provide also a comparison of the behaviour of the flow at
different altitudes.
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Chapter 5

RESULTS AND DISCUSSION

5.1 Evaluation of LES with TADI-2019 experiment

Since we have methane mole fraction measurements from a point source release with
known rate and location in TADI-2019 experiment, we use them to evaluate the perfor-
mance of our LES setup for simulating emission plumes. Here in fact, the misfits between
simulations and observations are only due to model error. Nevertheless, it is important to
bear in mind that the plume emission that we are trying to simulate at the landfill differs
from the one at TADI-2019 by scale, meteorological conditions and topography. It is im-
portant to specify that, in both the models that we have used, the methane mole fractions
that we are simulating is actually the methane enhancement above the background due
to the presence of a source. Therefore, in all the comparison with observations, we have
first removed the background by subtracting the minimum value of the methane mole
fractions measurement time series.

We perform the first comparison between the simulated and measured meteorological
conditions. The two variables that we will analyze are the wind speed Ws and the wind
direction WDir, for both the wind forcings described in section 4.2.1. Our results are
shown in figure 5.1.

(a) (b)

Figure 5.1: 5.1a: A comparison between the wind speed obtained with the two different
wind setups (red: geostrophic wind forcing, green: wind profile forcing) and the observed
wind speed (blue). 5.1b: comparison between the wind direction obtained with the two
different wind setups and the observation. The horizontal solid lines represent the respec-
tive average values.

These figures show that the “profile” and the “geostrophic” setup yield very different
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wind fields. The geostrophic forcing is more accurate in simulating the wind speed,
producing a lower bias than the profile setting. But when it comes to the wind direction,
we observe the opposite behaviour, the profile forcing yields a wind almost perfectly
aligned to the observed one, while the geostrophic setup produces a bias of about 7°.
In both simulations, the standard deviations obtained are much lower than the observed
ones: for Ws we obtain σobs = 0.59 m/s, σpro = 0.15 m/s and σgeo = 0.10 m/s for the
observation, the geostrophic setup and the profile setup respectively; for WDir we have
σobs = 9.0 °, σpro = 2.4 ° and σgeo = 4.2 °. In this case it is not possible to perform a
proper comparison between the speed of variation of the wind fields since the measured
winds are sampled only every 60 s. Nevertheless, it is easy to see from the plot that the
model is much smoother than the observation.

The next step in our analysis is to compare the time series of methane mole fraction
measurements from the fixed tripods with the LES simulations. Using a LES we can both
produce instantaneous data and average data. Our results are shown in 5.2.

(a) (b)

Figure 5.2: 5.2a: An example of the CH4 mole fractions time series from a fixed tripod-
2 with the profile setup (red) and the observation (blue). The horizontal lines repre-
sent average values. 5.2b: average concentrations for each tripod for observation (blue),
geostrophic setup (red) and profile setup (green).

As one can observe especially from figure 5.2b, the overall behaviour is captured by the
LES simulations and the order of magnitudes of the average values from both simulation
setups is similar with the observations. The results with the LES simulations with the
wind profile, has a slightly better agreement with the observation compared to the one
obtained from the geostrophic wind setup. This means that a having a large bias in the
wind speed and a low bias in the wind direction leads to better results than the opposite
case. In other words, in this case, the wind direction is more relevant than the wind
speed magnitude for the production of a simulated plume at local-scale when the distance
from the measurement location to the source is small. The main difference between
the simulated plume with the profile setup and the real one is that in the simulation we
obtain a narrower plume. This is why on tripod 2, where the averaged CH4 mole fractions
has its peak, we observe a higher mole fraction from the simulation with respect to the
observations. This behaviour of the modelled plumes is also observed from the Gaussian
model [2]. This is mainly caused by the bias in Ws and by the fact that the variability
of the simulated wind is lower than that of the real one. Taking inspiration from [2],
we have tried to quantify the model error when simulating the fixed point measurements
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by calculating the root mean square error (RMSE) between observation and model and
normalizing it by the variance of the observed concentration across all the tripods. This
RMSE refers to the average data of figure 5.2b. We have obtained a normalized RMSE
of 214% for the geostrophic setup and of 170% for the profile setup. With the Gaussian
model used in [2], the error obtained was on the order of ≈ 100 %. In that study though
the wind had been binned by wind directions, while here we have used only an average
overall wind. Therefore, considering how rough it is our model at this stage, the overall
result is promising.

Since the profile setup has a better performance, in the second part of the analysis
with mobile measurements, we will present only the results obtained with this setting. To
this end, we have collected all the car positions and we have used them to produce “sim-
ulated transects”. The best results for comparison are obtained when taking an average
over all times of the plumes produced in the simulation. Our results are shown figure 5.3.

Figure 5.3: Observed (blue) and simulated (red) car transects. In this figure we use an
average over all times to produce the simulated transects. The small gaps that are present
in the simulated transects are relative to places covered by the car, but not present in our
domain.

In order to quantify the accuracy of the model, we have calculated the average of the
normalized absolute error over all the transects. The average normalized absolute error

is obtained with the following formula taken from [2] errabs = ⟨abs
(

Aobs
i −Asim

i

Aobs
i

)
⟩, where

Aobs
i and Asim

i are the observed and simulated areas under each peak i respectively. We
have obtained a value of errabs ≈ 30 % for the overall average transects. This result
was obtained considering only concentration values larger than 1 ppm in order to avoid
a numerical “infinite” in the normalization. The results for the Gaussian model obtained
in [2] are of an error of 50%.
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5.2 LES performance for landfill site

For the landfill site, we do not have knowledge of the actual emission rate and of its spatial
distribution within the landfill for comparison of the LES simulated methane plumes with
the observations. So, we estimated the total landfill methane emissions using the simulated
methane plumes from LES model in a simple atmospheric inversion approach. Then, we
compared this estimated emissions using LES with the one obtained from the inversion
using the Gaussian plume model. We investigated the performance of LES simulations of
wind field by comparing it with the wind data measured at one meteorological station.

5.2.1 Performance evaluation of LES wind field with the obser-
vations

Figure 5.4 shows a comparisons of simulated and observed Ws and WDir.

(a) (b)

Figure 5.4: 5.1a: confront between simulated and measured wind speed at the landfill.
5.4b: confront between simulated and measured wind direction at the landfill.

In this case we have only used a geostrophic wind forcing because, with a complex
topography, the concept of wind profile becomes ill-defined for low z values. The values
of simulated and observed wind speed are very close, on average, with a small underes-
timation in the simulation. The standard deviation of Ws is higher in the observation
than in the simulation: σobs = 0.98 m/s, σsim = 0.81 m/s for observation and simulation
respectively. For WDir, instead, we have σobs = 18° and σsim = 24°. The value of the
averaged simulated wind direction differs by about 10° from the observed one. This bias
summed to the fact that the measurement itself can be a little biased (see appendix B)
may cause some uncertainty in our estimate. By looking closely at figure 5.4a, we observe
a sort of periodic behaviour in the simulated wind direction. At first it could appear that
this is due to a non completely converged simulation, but, as we have seen in chapter 4,
convergence is definitely reached in 40000 s of run. Therefore, the periodic behaviour is
most likely due to the cyclic boundary conditions that we have imposed on the Y axis.
Hence, this problem could be intrinsic to the model itself and can be solved only by
changing the source code by allowing non cyclic boundary conditions on both axes.

Since in this case we have high frequency measurements (1 Hz), we can also determine
if the speed of variation of the simulated wind field is well described by the simulation.
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To do that, we have performed a spectral decomposition of the signal for both Ws and
WDir and calculated the power spectral density for both time series. This quantity should
give an indication on the speed of variation. Our results are presented in figure 5.5.

(a) (b)

Figure 5.5: 5.5b: cumulative power spectral density of time series of simulated (red) and
observed (black) wind speed. 5.5b: cumulative power spectral density of simulated and
measured wind direction.

As one can see both from figure 5.5a and 5.5b, the power spectral density of the
simulated wind speed and direction has more components at low frequencies with respect
to the observed data. This means that our simulations have produced a “smoother” wind
field that varies less rapidly than the observed one. This bias could be corrected in future
studies by adding more intense random disturbances to the flow.

5.2.2 Quantification of landfill methane emission

The last part of our analysis consists in the estimation of the methane emission rate from
each of the seven area sources considered. Our main assumption is that, the measured
concentration depends linearly on the emission rate. Moreover, when considering mul-
tiple sources, the measured concentration at a location is the linear contribution of the
concentration from all the sources. Consider the row vector co that stores all the aver-
age concentrations observed in each position during a mobile sampling. For any possible
source, we can perform a simulation, considering a source rate normalized to 1 Kg/s, and
produce an analogous vector ci that stores the normalized contribution of source i to the
total concentration in each position. Let us denote A the matrix obtained combining all
the row vectors ci and q the row vector containing the weight of emission rate of each
area source. The matrix product q ·A should give us the modelled total concentration at
each measurement position cm (q). Since q is actually what we want to estimate, we can
build the cost function J (q) =∥ co−cm (q) ∥2. By minimizing J (q) with respect to each
component of q we obtain the estimated emission rates for each source. This is essentially
an inversion based on a least square regression. We have calculated cm both with the
Gaussian and the PALM model, the results for each emission rate are summarized in table
5.1 and figure 5.6.

The total landfill methane emission using LES model is 2285 Kg/d which is higher
than the 1457 Kg/d estimated using Gaussian model (Table 5.1). There is a good match
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between the two simulations with respect to source 6 and to the total emissions. The
Gaussian model though predicts small emission rates for source 1 and 2. Such rates are
not obtained when using the PALM model. On the other hand, the PALM model predicts
emissions from source 4, while with the Gaussian we obtain no emissions there. The fact
that with both methods we find the same order of magnitude for the total emission rate
suggests that, at this stage, the impact of the model on the emission outcome is not
strong. Nevertheless, some adjustments still need to be done to the LES to obtain more
reliable results. The primary source is predicted to have the same order of magnitude by
both models because, being at the top of the topography, is less influenced by that. The
differences in the secondary sources that we find between the two models are probably
due to the complex topography, which is indeed only took into account by the PALM
model. With neither of the two models we are able to explain the right tail of the average
methane mole fractions in figure 5.6b, this could be due to a bias in the wind direction
or also to a missing area source in our model.

Table 5.1: Emissions from each area source with Gaussian and PALM model.

Estimated emissions
Source PALM Gaussian

1 0 Kg/d 10 Kg/d
2 0 Kg/d 193 Kg/d
3 0 Kg/d 0 Kg/d
4 130 Kg/d 0 Kg/d
5 0 Kg/d 0 Kg/d
6 2155 Kg/d 1254 Kg/d
7 0 Kg/d 0 Kg/d

Total 2285 Kg/d 1457 Kg/d

(a) (b)

Figure 5.6: 5.6a: representation of the contribution of each area source when the emission
rate is normalized to 1 kg/s. The solid lines represent the PALM model, the dotted lines
are for the Gaussian model. 5.6b: total concentration observed (black) and modelled
(after the derivation of the optimal source rates) with the Gaussian model (blue dotted)
and with the PALM model (blue solid). The lines obtained with the PALM model are
jagged due to the 10 m grid used for the model setup.
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Chapter 6

CONCLUSIONS AND PERSPECTIVES

We have started this work with a detailed study of two extensively used models for tracer
transport: the Gaussian model and the PALM LES model. Our objective was to study
their applicability in a system characterized by a complex topography and to understand
if LES could give better results than the simple Gaussian model in such situations. A
great effort was done in the study of the convergence of the LES with respect to execution
time, grid size and domain size. The space of parameters of the PALM model was widely
explored in order to obtain the best simulation setup, but there are still some settings
that could be tried in future studies. Specifically, it would be of high interest to verify how
the prediction of our LES would change with a different advection scheme and with the
introduction of a pressure gradient. The quality of our emission plume simulation is highly
influenced by our ability to reproduce the exact measured meteorological conditions. As
we have seen, we still have large biases both in the wind direction and speed. There
are many solutions that could be experimented to tackle this problem. One could try to
bin the data by wind sectors and launch many simulations for different wind conditions
instead of using an average wind. This will indeed increase the computational time, but it
will produce a more precise result. A second option could be of using dynamical data as
a meteorological forcing, in such a way one could run a single, but very costly, simulation
with varying wind conditions. Another route that could be explored is of nudging the LES
with a mesoscale meteorological analysis, such as one of those from the European center
ECMWF. In addition, since the cyclic boundary conditions on the lateral axis cause a
non natural periodicity in the flow, one could try to rotate the frame of reference for every
wind condition in order to have always the wind velocity aligned with the horizontal axis.
Finally, even if the chosen grid size is small enough from the point of view of the energy,
it may not be suitable for representing well the details of the topography. Therefore,
investing more computational resources by using a smaller grid size could increase the
quality of our results. A last comment that can be done regarding the simulated wind
filed, is that PALM is forced with winds at the inflow boundary, but the meteorological
station at the landfill is approximately at the center of the domain. Thus the measured
wind may simply be not well representative for our simulation.

Regarding the estimation of the methane emission sources, we have difference in the
estimates using LES model and Gaussian model, but both models still provide the same
order of magnitude and fit to concentration. We are confident that with more refining,
through the possibilities stated above, the precision of the PALM model can become
much higher than that of the Gaussian for landfill methane emissions. In such case, the
choice of one model instead of the other must be subjected to a trade off between the
desired quality and the computational time that we want to invest. We have seen in fact
that the Gaussian model is already good at predicting the orders of magnitude of the
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emission rates, with the great advantage of having a computational time of a few seconds
instead of a day. Nevertheless, a great feature of LES is the possibility of producing high
frequency data that can be compared with the observation. Here, we have not properly
exploited this feature, as we have considered only average quantities that could also be
calculated, and compared, with the Gaussian model, but their use should be the natural
continuation to this research. Therefore, for this reason and for its potential precision,
LES are a technique worth exploring for the estimation of landfill methane emissions.
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Appendix A

Complements on the PALM LES model

We will here provide a description of all the variables and parameters cited in the PALM
governing equations.

Table A.1: List of model variables.

Variables
Symbol Description

ui ith velocity component
xi ith spatial component
t Time

fi = (0, 2Ω cos (ϕ) , 2Ω sin (ϕ)) Coriolis parameter
ϕ Geographical latitude
ug,i ith geostrophic wind speeed component

π⋆ = p⋆ + 2
3
ρ0e Modified perturbation pressure

p⋆ Perturbation pressure

e = 1
2
u′′
i u

′′
i SGS-TKE

θ = T
Π

Potential temperature
T Absolute temperature

Π =
(

p
p0

)Rd/cp
Exner function

p Hydrostatic air pressure

θV = θ
[
1 +

(
RV

Rd
− 1
)
qV − ql

]
Virtual potential temperature

ql Water specific humidity
ΨqV Ψs Source/sink of qV and s

Km = cml
√
e Eddy diffusivity of momentum

Kh =
(
1 + 2l

∆

)
Km Eddy diffusivity of heat

∆ = 3
√
∆x∆y∆z Product of grid spacings

l = min

(
1.8z,∆, 0.76

√
e
(

g
θV,0

∂θV
∂z

)− 1
2

)
for ∂θV

∂z
> 0 Mixing length

l = min (1.8z,∆) for ∂θV
∂z

≤ 0
ρ Density of dry air
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Table A.2: List of model parameters.

Parameters
Symbol Value Description

cm 0.1 SGS model constant
cp 1005 J kg-1 K-1 Heat capacity of dry air at constant pressure
g 9.81 m s-2 Gravitational acceleration
LV 2.5 × 106 J kg-1 Latent heat of vaporization
p0 100 hPa Reference air pressure
Rd 287 J kg-1 K-1 Specific gas constant for dry air
RV 461.51 J kg-1 K-1 Specific gas constant for water vapor
κ 0.4 Kármán constant
ρ0 1.0 kg m-3 Density of dry air at the surface
ρl,0 1003 kg m-3 Density of liquid water
Ω 0.729 × 10-4 rad s-1 Angular velocity of the Earth
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Appendix B

Description of a measurement campaign at the

landfill

We present here a brief description of the measurement campaign performed on 14 and
15-06-2022. The modalities and the instruments are the same as the one used for the data
that we have processed in this work.

Meteorological station

As anticipated, the meteorological data is stored through a 3D Sonic Anemometer placed
6.2 m above the ground. The instrument is installed approximately at the centre of
the landfill, in order to measure data that can be representative for the whole site. At
each measurement campaign the anemometer is realigned with the magnetic north. The
alignment procedure, being practically complicated, is the one that can bring the largest
uncertainties to the observations. One operator has to move the anemometer, while an-
other has to check the correct alignment. In order to do so, the second operator must be
at a distance of about 25 m to have a correct visual of the whole instrument. For this
reason, the bias error in the wind direction can be as large as 4°. The anemometer is then
fixed to the ground with ropes to avoid accidental rotations. In figure B.1 one can see a
picture of the instrument installed at the landfill.

Figure B.1: 3D Sonic Anemometer installed in the center of the landfill.
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Car mobile measurements

Mobile transects are are taken by driving a car on the roads in yellow in figure 3.2. The
car is driven along those paths several times at a speed of about 20 km/h in order to cross
the plumes. After that, all the plumes are combined according to the position in which
they have been measured. In figure B.2 we present the instruments used.

(a) (b)

Figure B.2: B.2a: the air inlet (half bottle) is kept above the car for the whole measure-
ment. B.2b: The inlet is connected to a LI-COR analyzer and to a GPS logger inside the
car.

Sniffing measurements

During sniffing campaigns, the operator walks through all the site to manually sample
the air and search for emission hotspots to insert in the model. The air inlet is kept at
approximately 1 m above the ground and it is directly connected to a gas analyzer and a
GPS logger. The time of measurements is corrected by the time the air takes to reach the
analyzer from the inlet. In order to do so, before starting the measurements, the operator
blows a few times in the inlet and stores the time of this operation. By checking the times
of the measured peaks of CO2, one can determine the correction factor. In figure B.3 we
present the sniffing instrument and the results of the campaign.
As one can see from image B.3b and B.3c, the hotspots are very localized and it can
become very difficult to locate them all in such a large area. Therefore, it is very likely
to miss some sources when setting up the model.
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(a) (b) (c)

Figure B.3: B.3a: Sniffing instrumentation used on 14 and 15-06-2022 at the landfill.
B.3b, B.3c: results from the sniffing campaign.
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Appendix C

Summary on boundary conditions used in the

simulations

Table C.1: Summary on boundary conditions used.

Quantity Boundary Condition
Flow field inflow/outflow (X-axis) Dirichlet/Neumann
Flow field inflow/outflow (Y -axis) cyclic
Tracer inflow/outflow Dirichlet/Neumann
Tracer top/bottom Neumann/Neumann
p⋆ top/bottom Dirichlet/Neumann
θ top/bottom Dirichlet/Neumann

u, v top/bottom Dirichlet/No-slip
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