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Abstract  

 

The development of electric transportation systems and the massive integration of renewable energy 

sources into the electrical grid contribute to the development of microgrids for both stationary and 

embedded applications. Thus, it is of utmost importance to formulate the energy/power management 

strategies for such microgrids.  

In this project, an AC microgrid is considered comprising of different Distributed Generation sources (DGs), 

in Grid forming operating mode, connected in Mesh topology. The consensus approach based on Graph 

theory is used to achieve accurate active and reactive power sharing between DGs (Primary control) as 

well as system parameters’ restoration after disturbance in the overall system (Secondary control). Special 

attention has been paid to deal with the communication delays between DGs which affect the stability of 

the system. Moreover, control parameters are designed, and their effect is taken into account on the 

stability and dynamics of the system. 
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Nomenclature 

 

AC - Alternating Current 

DC - Direct Current 

DER  - Distributed Energy Resource 

DG - Distributed Generator 

ESS - Energy Storage System 

MAS - Multi-Agent System  

MG  - Microgrid 

PCC - Point of common coupling 

SOC - State of Charge 

VCM - Voltage Control Mode 

VSI - Voltage-Source Inverter 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



vii 
 

 

 
 

Master Thesis Report – Rida Sohail 

Laboratoire Énergies & Mécanique Théorique et Appliquée (LEMTA) 
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challenges and obstacles in Industrial growth, and in the domain of energy, LEMTA always put efforts into 

providing a feasible and economical solution by utilizing its extensive research experience in the fields of 
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Chapter 1 -  Introduction 

1.1. Background 

In the conventional power system, power flows unidirectionally from generation sources to the load 

via transmission and distribution networks. However, in the past few years considerable focus has 

been made on the research and development of new technologies associated with power systems 

because of the environmental issues raised by the burning of fossil fuels, the alarming situation of 

global warming as well as the due to the problems caused by the penetration of massive intermitted 

renewable energy sources [1]. 

With the development and advancement of Distributed Energy Resources (DERs) such as photovoltaic 

panels, wind turbines, fuel cells, electrolyzers, battery storage systems, etc., Microgrids (MGs) have 

gained massive attraction and attention as DERs can be easily integrated into power system with the 

help of them [1]. There are two modes of operation of MGs: islanded mode and grid-connected mode.  

The fundamental elements that form a MG are described as follows [2]: 

• Distributed Generator (DG):  DGs are the sources integrated into the MGs to supply energy to 

the connected load. They can either be operated as current or power sources or as voltage 

sources. Their operation as voltage source establishes the voltage and frequency in the MG. 

Photovoltaic panels, and wind turbines are examples of DGs that act as sources.  

 

• Energy Storage System (ESS): To overcome the intermittent nature of renewable energy 

sources and to increase the reliability as well as power quality of the network, energy storage 

systems are integrated into the MGs. In addition, ESS is also capable of enhancing the overall 

performance of MGs.  

 

• Loads: MGs supply energy to the different kinds of loads connected to them such as residential or 

industrial. The loads can be further classified as critical or non-critical loads.  

 

Besides the elements mentioned above, MGs require other infrastructures: 

 

• Point of common coupling (PCC): As discussed above, MGs operate in grid-connected mode, 

and in that case, PCC serves as a gateway between MG and the main grid. Different equipment 

can form this connection such as switchgear, circuit breakers or power converters. MG can be 

mono-PCC as seen in Figure 1.1 or DGs forming MG can be connected in a mesh topology 

forming multi-PCC mesh MG which is shown in Figure 1.2.  

 

• Distribution lines: DERs and loads are connected through distribution lines which could be 

single phase or three phases. 

  

• Power converters: Many DERs produce DC energy [3] and thus cannot be directly connected 

with the AC system or MG. So, the power converter (DC/AC or AC/DC/AC) is required. Different 

types of power converters are used depending on the operation modes of the MG. 
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Figure 1.1  - Microgrid with one point of common coupling (PCC) [4] 

 

 

 

 

 
Figure 1.2  - Multi-PCC Mesh- Type MG inspired from IEEE 9 bus system [5] 
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1.2. Scope of Work and Research Objectives  

 

In the last few years, the penetration of renewable energy sources into microgrids made them more 

vulnerable to the risks of instability. However, the use of controllable power converters reduces these 

risks as they allow a fast and dynamic response to sudden load variations. Among different topologies 

of Microgrids, Mesh-type microgrids are better as compared to microgrids with a single point of 

common coupling (PCC) in terms of power availability. As we know that microgrids can be operated in 

islanded mode, but the intermittent nature of renewable energy sources cannot allow the operation 

of a microgrid in the islanded mode for a long time. Therefore, microgrids should be capable of 

operating in the grid-connected mode for reliable operation.  In islanded as well as grid-connected 

microgrid operating modes, the load power should be shared equally by the DG units in proportion to 

their power ratings [6], so that the aging and stress on the sources could be avoided. The active power-

frequency (P-ω) and reactive power-voltage (Q-V) droop control method is the most commonly used 

approach to achieve accurate power sharing in MGs [6]. However, due to impedances of power lines 

in the MGs, there is a voltage drop which results in the power coupling phenomena that ultimately 

results in inaccurate reactive power sharing [7], [8] 

To address the problem of inaccurate reactive power sharing in MGs, the authors of [5] proposed a 

modified droop control strategy. The non-linear control strategy which modifies the conventional 

droop control has resulted in accurate active and reactive power sharing between DGs integrated into 

the MG. However, that non-linear control is based on a centralized approach where information of the 

reference potential needs to be communicated to all DGs in the network to achieve accurate reactive 

power sharing. There are many disadvantages associated with the centralized approach, 

communication failure being one of them, which are discussed in detail in the Literature review 

section. 

To avoid the disadvantages associated with the centralized approach, distributed control is adopted 

and applied to the modified droop based on the non-linear control. The research objectives of this 

project are to: 

• Investigate modified droop control methods for accurate power sharing between DGs in 

islanded mesh microgrids as proposed by authors in [5] 

• Propose a fully Distributed Primary control strategy based on Droop control for DGs active and 

reactive power sharing in islanded mesh microgrids. 

• Propose a fully Distributed Secondary control strategy for voltage and frequency restoration 

to the rated values.  

• Propose a robust design for the primary and secondary control parameters. 

• Prove the efficiency of the proposed strategies by simulations using the Simscape toolbox of 

MATLAB/Simulink. 

• Study the robustness of the proposed control concerning load variation and topology changes. 
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Chapter 2 -  Literature Review 

2.1 Types of Microgrids 

MGs can be classified into three different types based on the output voltage fed to the load [9]. 

• DC MG 

• AC MG 

• AC/DC hybrid MG 

As can be seen in Figure 2.1, in an AC MG, there is a common AC bus to which all DGs and ESS are 

connected with the help of power converters [9]. All DGs such as PV panels, wind turbines, and other 

storage systems produce DC so converters are required to connect them with the AC power line. 

 

Figure 2.1  - Structure of an AC-MG with a single power line [9] 

 

Whereas in DC MGs, there is a common DC bus to which all the DGs and storage units are connected 

as can be viewed in Figure 2.2. This is the most common type of MG in recent times as the majority of 

the renewable energy sources and storage systems produce DC. They possess a wide range of 

applicability, higher efficiency, and are simple in their operation due to which they have increased 

great attention in recent times [9], [10]. 

 

Figure 2.2 - Structure of a DC-MG with a single power line [9] 
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Figure 2.3 - Structure of an AC/DC hybrid MG [9] 

 

However, in hybrid AC/DC MGs, as the name suggests, both types of buses AC as well as DC are present 

in the system. Different power converters are used to interconnect different DERs, and ESS with the 

power lines as can be seen in Figure 2.3 [9]. 

 

2.2  Control of Distributed Generators (DGs) 

The power converters can be of various types depending on the output produced by DERs and the type 

of bus (AC/DC) to which the components in MGs are connected. The types include DC/DC, AC/AC, 

DC/AC, AC/DC, or AC/DC/AC. When the DERs and ESS such as PV, hydrogen storage, and battery 

storage are used which produce DC, then DC/DC or DC/AC converters are used significantly. Whereas 

sources that produce AC use AC/DC, AC/AC, or AC/DC/AC type of power converters. These power 

converters can be classified as grid-forming or grid-supporting converters depending on their mode of 

operation [11], [12]. 

2.2.1. Grid-Forming Converters  

In the absence of main grid voltage, MG operates in islanded mode, and to set the voltage in the MG 

system, the power converters operate in grid-forming mode. The grid-forming converter, therefore, 

behaves as an ideal voltage source having low impedance at the output, and is thus said to be operating 

in voltage control mode (VCM) [13]. In DC MG, VCM includes the control of voltage magnitude but for 

AC MG, it included both control of voltage magnitude as well as frequency. In an islanded AC MG 

comprising multiple converters, there should be at least one converter that should operate in grid-

forming mode to set the frequency and voltage in the network. In the case of more than one converter 

operating in grid-forming mode, all of them need to be synchronized with each other [14], [15]. There 

exist different synchronization strategies such as droop control, external synchronization signal used 

in PLL of inverters, etc.  
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Figure 2.4 - System and control diagram for Grid-Forming power converter [11] 

 

The power converter operating in grid-forming mode can be observed in Figure 2.4. The PCC voltage 

is set by the grid-forming converter and to control this voltage, the two-loop control scheme has been 

implemented which consists of an outer voltage loop and an inner current loop. Where the reference 

for the inner current control loop is generated by the outer voltage control loop [11]. 

2.2.2. Grid-Following Converters 

The grid-following converters unlike grid-forming converters just follow the frequency and voltage 

imposed by the main grid in the network. They act as a current source and transfer active and reactive 

power to the grid as per the power or current setpoint. These are the most common type of converters 

used today in various applications. In these types of power converters, the control structure should 

first synchronize with the grid using the phase-locked loop (PLL) technique. The overall control 

structure remains the same as a grid-forming converter comprising of an outer voltage control loop 

and an inner current control loop [12] [16]. 

 
Figure 2.5 - System and control diagram for Grid-Following power converter [11] 

 

The control system of the grid-following converter can be seen in Figure 2.5. To regulate the power 

fed by the converter, the converter output current is taken as the feedback. From the reference real 

and reactive power P* and Q* in the power control loop, a reference current has been generated [11]. 
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2.3. Hierarchical Control Structure in Microgrids 

Proper control of MG is a requirement for stable and economically efficient operation. The principal roles 

of the MG control structure are [1]. 

• Voltage and frequency regulation for both operating modes (Islanded and grid-connected). 

• Proper load sharing and DER coordination. 

• MG resynchronization with the main grid 

• Power flow control between the MG and the main grid. 

• Optimizing the MG operating cost. 

• Providing ancillary service. 

 

These requirements are of different significances, timescales, and infrastructure investment, thus 

requiring a hierarchical control structure to address each element at a different control hierarchy [1]. 

 
Figure 2.6 - The hierarchical control structure of MGs  

 

Figure 2.6 shows a hierarchical structure comprised of primary, secondary, and tertiary control that is 

used to control MG. 

 

2.3.1. Primary Control 

The primary control is typically based on droop control. It features the fastest response being at the 

first level in the control hierarchy. This type of control does not require any communication and is 

based on local measurements [17]. 

The primary control satisfies the following requirements [1]. 

• To stabilize the voltage and frequency: When an islanding event or variation of generation or 

load event happens, the MG may lose its voltage and frequency stability due to the mismatch 

between the power generated and consumed. 

• To properly share the active and reactive power among DGs. 

• The primary control should have the fastest response to any variation (about 100 milliseconds 

in grid forming mode), which can be assisted to improve power reliability. 

 
In literature, various strategies at the primary control level can be found which are classified based on 

communication requirements. Communication-based controllers include master/slave control and 
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central control. Controllers without communication are generally based on the droop concept [1]. 

Figure 2.7 lists the primary control strategies in islanded MGs. 

 

Figure 2.7 - Primary Control Strategies in MGs 

Voltage-Source Inverters (VSIs) used as an interface for DC sources in MGs, or as part of back-to-back 

converters, require a specially designed control to simulate the inertia characteristic of synchronous 

generators and provide appropriate frequency regulation. For this purpose, VSI controllers are 

composed of two stages [17]:  

• Inverter output controller: It controls and regulates the output voltages and current of DGs in 

MG. [18]–[22]. It typically consists of an outer loop for voltage control and an inner loop for 

current regulation. PI controllers are commonly used to design both control loops.  

 

• DG power-sharing controller: This type of controller is responsible for the adequate share of 

active and reactive power mismatches in the microgrid [18]–[22]. To perform power sharing, 

active power-frequency and reactive power-voltage droop controllers are used which do not 

require any sort of communication and emulate the droop characteristics of a synchronous 

generator [23].  

 

2.3.1.1. Droop Control  

In grid supporting power converters, to control the exchange of active and reactive power with the 

network and to keep the grid voltage magnitude and frequency under control, droop control is 

implemented.  Droop characteristics represent the self-regulation capability of the synchronous 

generator in grid-connected mode. When the frequency increases, the active power will be decreased 

and when the voltage magnitude increases, the injected reactive power is decreased [1]. 
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Figure 2.8 - Simplified power flow diagram between DG source and the grid [1]. 

 
Figure 2.9 – Vector diagram [1]  

 

In Figure 2.8, it can be seen that the power converter as an ideal controllable voltage source is 

connected to the grid through line impedance. The active and reactive powers that will deliver to the 

grid can be written as follows based on the vector diagram shown in Figure 2.9. 

 𝑃1 =
𝑉1

𝑅2+𝑋2 [𝑅(𝑉1 − 𝑉2𝑐𝑜𝑠𝛿) + 𝑋𝑉2𝑠𝑖𝑛𝛿]  2.1 

𝑄1 =
𝑉1

𝑅2 + 𝑋2
[−𝑅𝑉2𝑠𝑖𝑛𝛿 + 𝑋(𝑉1 − 𝑉2𝑐𝑜𝑠𝛿)] 

2.2 

where 𝑃1 and 𝑄1 are the active and reactive powers, respectively, flowing from the 1 (power converter) 

to the main grid 2, 𝑉1 𝑎𝑛𝑑 𝑉2 are the voltage magnitudes, δ is the phase-angle difference between the 

two voltages, 𝑍 =  𝑅 + 𝑗𝑋 is the line impedance and Φ is the impedance angle [1]. 

Assume that the inductive component of the line impedance is much higher than the resistive 

component. The power angle δ in such lines is small, so it can be assumed that 𝑠𝑖𝑛𝛿 ≈ 𝛿 , 𝑐𝑜𝑠𝛿 ≈ 1. 

The equations can be rewritten: 

 

2.3 
𝛿 =

𝑋𝑃1

𝑉1𝑉2

 

𝑉1 − 𝑉2 =
𝑋𝑄1

𝑉1
 

 
 The above equations show a direct relationship between the power angle δ and the active power P, 

as well as between the voltage difference (V1 – V2) and the reactive power Q. These relationships 

permit regulating the grid frequency and voltage at the point of connection of the power converter, 

by controlling the value of the active and reactive powers delivered to the grid. Therefore, the 

following droop control expressions can be written [1]:   

 

2.4 
𝑓 − 𝑓𝑟𝑒𝑓 = −𝑘𝑝(𝑃 − 𝑃𝑟𝑒𝑓)  

 

𝑉 − 𝑉𝑟𝑒𝑓 = −𝑘𝑄(𝑄 − 𝑄𝑟𝑒𝑓)  

 
 

where 𝑓 − 𝑓𝑟𝑒𝑓 and 𝑉 − 𝑉𝑟𝑒𝑓 represent the grid frequency and the voltage deviations respectively, 

and (𝑃 − 𝑃𝑟𝑒𝑓) and (𝑄 − 𝑄𝑟𝑒𝑓) are the variations in the active and reactive powers delivered by the 

power converter to compensate for such deviations [1]. 

The relationships between P and f, V and Q can be represented graphically as shown in Figure 2.10. 

The 𝑘𝑝 and 𝑘𝑄 parameters set the slope of the frequency and voltage droop characteristics [1]. 
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Figure 2.10 - Frequency and voltage droop [1] 

The conventional droop method can be implemented without communication links, and therefore, is 

more reliable. However, it has some drawbacks as listed below [24]: 

• The conventional droop method is developed assuming highly inductive effective impedance 

between the DGs and the AC bus. However, this assumption is challenged in MG applications 

with low-voltage levels. 

• As opposed to the frequency, the voltage is not a global quantity in the MG. Thus, reactive 

power control may adversely affect voltage regulation. 

2.3.2. Secondary control 

The secondary control, with communication requirements in slower dynamic response, is designed to 

achieve objectives that resolve the drawbacks of primary controllers. 

• Frequency and Voltage restoration: Primary control may cause frequency deviation even in 

the steady state. The secondary control restores the MG voltage and frequency and 

compensates for the differences. The frequency of the MG and the bus voltage of a given DG 

are compared with the corresponding reference values, 𝜔𝑟𝑒𝑓 and 𝑉𝑟𝑒𝑓.  Then, the error signals 

are processed by individual controllers, and the results (𝛿𝜔  and 𝛿𝑉) are sent to the DG controller 

to compensate for the frequency and voltage deviations. 

2.3.3. Tertiary control 

The tertiary control level takes charge of optimizing the MG operation and setting its interaction with the 

distribution network by controlling the active and reactive power references for each DG unit [1].  

In the islanded mode, this control level considers the economic and technical concerns in the optimal 

operation or deals with the optimal power flow problem within the MG [1]. 

In the grid-connected mode, the common objectives of tertiary control are to minimize the price of 

energy import at the PCC, improve the power factor at the PCC, and optimize the voltage profile within 

the MG [25], [26]. 

The power flow, within MGs or between MGs and the main grid, can be managed by adjusting the reference 

voltage amplitude and frequency of DGs. First, active and reactive output powers of the DGs, P, and Q, are 

measured. These quantities are then compared with the corresponding reference values 𝑃𝑟𝑒𝑓 and 𝑄𝑟𝑒𝑓  to 

obtain the frequency and voltage references 𝜔𝑟𝑒𝑓 and 𝑉𝑟𝑒𝑓 based on: 

 

2.5 𝜔𝑟𝑒𝑓 = 𝑘𝑝𝑝(𝑃𝑟𝑒𝑓 − 𝑃) + 𝑘𝐼𝑃 ∫(𝑃𝑟𝑒𝑓 − 𝑃)  

 

𝑉𝑟𝑒𝑓 = 𝑘𝑃𝑄(𝑄𝑟𝑒𝑓 − 𝑄) + 𝑘𝐼𝑄 ∫(𝑄𝑟𝑒𝑓 − 𝑄)  
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where 𝑘𝑃𝑃 , 𝑘𝐼𝑃 , 𝑘𝑃𝑄 and 𝑘𝐼𝑄 are the controllers’ parameters. 𝜔𝑟𝑒𝑓 and 𝑉𝑟𝑒𝑓 are used as reference 

values to the secondary control [1]. 

2.4. Control Approaches 

Regarding the implementation of each control layer (shown in Figure 2.6), for any of the MG topologies 

such as AC -MG, DC- MG, and hybrid MG, three implementation methodologies could be applied. These 

are based on centralized, distributed, and decentralized topologies as can be seen in Figure 2.11. A 

brief discussion of each implementation methodology is shown below[27]: 

 
Figure 2.11- Classification of MG topologies according to the communication networks utilized for control 

purposes [28] 

 

2.4.1. Centralized Control 

The centralized architecture can be viewed in Figure 2.11 (a). There is a central controller that gathers 

all the information from all the local controllers, performs the calculations, and in the end, sends back 

the commands to each local controller. The central unit is responsible for bulk computations and 

decision-making. Centralized control is common in traditional power systems, but they are no longer 

suitable for the larger number of DERs due to the following main reasons [29]–[32]: 

• reliability and security susceptibility of the central controller as a common point of failure. 

• communication requirements due to the geographical span. 

• reluctance to share data of participant actors. 

• excessive computation in the central unit due to numerous controllable loads and generators. 

Centralized techniques although they own several advantages such as the system need only a central 

controller, require more simple technique due to the gathering of data into one single unit, the 

convergence in solution is more guaranteed, etc.; they, with the above drawbacks, are most probably 

not the best choice better solutions for providing the required functionality for operating microgrids. 

2.4.2. Decentralized Control 

In this case, the control system of each DER unit (agent) is implemented utilizing local measurements 

only which can be seen in Figure 2.11 (c). The control methodologies are usually based on V -Q and f-
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P droops [28], [33], [34]. By using droop controllers, the MG load is shared between the DG units 

according to their power capabilities through a physical link [28]. Notice that this methodology lacks 

communication channels and this certainly makes challenging to implement secondary and tertiary 

control systems [27]. 

2.4.3. Distributed Control 

In distributed control, the central controller is not necessary as can be seen in Figure 2.11 (b) because 

the control effort is distributed along with the MG, with ‘agents’ operating in a supportive way to 

obtain global objectives [35]–[37]. The main advantages of the distributed approach are as follows [1]: 

• The system failure in MGs is easily avoidable because the central controller which controls the 

overall system is neglected.  

• As only limited information is exchanged among adjacent agents, so the communication 

bandwidth can be reduced to a greater extent.  

• the distributed framework is more flexible and adaptive concerning the changes of systems, 

especially in view that the topology of the electricity grid and the communication 

infrastructure in the smart grid are likely to be more dynamic. 

• the system is easily extendable (plug and play), if a new load or DG is added, it can immediately 

start communicating with the adjacent units and the system as a whole can automatically 

reach a stable operating condition. 

Some drawbacks of the distributed scheme have also been pointed out as follows[38], [39] 

• The first is the more demanding on the ICT infrastructure, meaning that more messages and 

data have to flow between the nodes of the network, instead of only communication flows 

between central and local units. However, this is correct only for a centralized system, where 

the central unit fails to find a solution if the communication with one of the nodes fails. In the 

case of a distributed approach, the solution could be found despite some failures of 

communication lines.  

 

• The second is the trade-off in speed when solving a control problem. The solution of local 

control signals may require some iterations for computation and communication exchange. 

However, in the hierarchical control, the high control level, where the distributed computation 

takes place, does not need a fast response but at a slower time scale. Therefore, distributed 

algorithms still can be applied for control and optimization in MGs. 

Overall, the distributed strategy has outstanding advantages over the traditional centralized strategy. 

The distributed approach is considered the promised alternative solution for the control and 

management of the next generation of power systems, especially in MGs with the increasing 

integration of controllable entities [1]. 

2.5. Graph Theory 

Usually, graph theory is used to describe the structural properties (topology) of a network. It gives an 

abstraction of how the information is exchanged between agents in a network [9]. This high-level 

description is done in terms of objects referred to as vertices and edges. In this section, we recall some 

definitions and properties from [40], [41] 

A finite graph G is composed of a finite set of elements that we call the vertex set and denote by V. 

The vertices represent the elements of the graph; the set V can be represented as [9]: 
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𝑉 = {1, 2, 3, …… . , 𝑛} 

The interconnection between the vertices is described by a subset of 𝑉 𝑥 𝑉 called the edges set; 

denoted by ℰ. 

There are some most terms in Graph Theory that are defined as follows [9]: 

• Neighborhood:  The neighborhood 𝑁𝑖 ⊆  𝑉 of the vertex i is defined by the set 

{𝑗 ∈ 𝑉 | (𝑖, 𝑗) ∈  ℰ} 

• Undirected Graph:  A graph G is undirected if for all 𝑖, 𝑗 ∈ 𝑉  

(𝑖, 𝑗) ∈  ℰ ⇒ (𝑗, 𝑖) ∈  ℰ  

Otherwise, the graph is directed. 

 

 

Figure 2.12 - Example of an undirected (Connected) graph with 5 vertices and 5 edges [9] 

 

Figure 2.12 shows an example of a graph where the vertex set is 𝑉 = {1, 2, 3, 4, 5} and the adjacency 

set is ℰ = {(1,2), (1,3), (2,3), (2,4), (2,5)}. Two vertices are neighbors (adjacent) if there is at least 

one edge between them. 

 

• Connected Graph: A graph G is connected if for every pair of vertices there is a sequence of 

distinct vertices 𝑖𝑜, …… , 𝑖𝑚 that relate it such that for 𝑘 =  0, 1, … . ,𝑚 − 1, the vertices 𝑖𝑘 and 

𝑖𝑘+1 are adjacent; if not, graph G is disconnected. 

 

For example, the graph in Figure 2.12 is connected and the graph in Figure 2.13 is 

disconnected. 

 

Figure 2.13 -Example of an undirected (Disconnected) graph with 5 vertices and 5 edges [9] 

 

Graphs can be presented not only by graphical representation but also using matrices. For an 

undirected graph G, the degree of a given vertex 𝑖 ∈ 𝑉 is the cardinality of the neighborhood set 𝑁𝑖, 

that is, it is equal to the number of vertices that are adjacent to the vertex 𝑖. Thus, for the graph in 

Figure 2.12, the degrees of the vertices are: 
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𝑑(1) = 2, 𝑑(2) = 4, 𝑑(3) = 2, 𝑑(4) = 1, 𝑑(5) = 1  

 

• Degree Matrix: The degree matrix 𝐷 ∈ ℝ𝑛 𝑥 𝑛of a graph G with 𝑛 vertices, is the diagonal 

matrix, containing the vertex-degrees of G on the diagonal, that is, 

𝐷 = [

𝑑(1) 0 … 0
0 𝑑(2) … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝑑(𝑛)

] 2.6 

 

 

For example, the degree matrix of the graph in Figure 2.12 is 

𝐷 =

[
 
 
 
 
2 0 0 0 0
0 4 0 0 0
0 0 2 0 0
0 0 0 1 0
0 0 0 0 1]

 
 
 
 

 

• Adjacency Matrix: The adjacency matrix 𝐴 ∈ ℝ𝑛 𝑥 𝑛 is the symmetric matrix encoding the 

adjacency relationship in the graph G, that is, 

𝐴𝑖𝑗 = {
1                        𝑖𝑓 (𝑖, 𝑗)𝜖 ℰ
0                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

The corresponding adjacency matrix of the example shown in Figure 2.12 is: 

𝐴 =

[
 
 
 
 
0 1 1 0 0
1 0 1 1 1
1 1 0 0 0
0 1 0 0 0
0 1 0 0 0]

 
 
 
 

 

 

• Graph Laplacian Matrix:  The graph Laplacian matrix is an important matrix representation of 

a graph which is represented by the equation as follows: 

ℒ = 𝐷 − 𝐴 

 

The Laplacian matrix of the graph shown in Figure 2.12 is 

 

ℒ =

[
 
 
 
 

2 −1 −1 0 0
−1 4 −1 −1 −1
−1 −1 2 0 0
0 −1 0 1 0
0 −1 0 0 1 ]

 
 
 
 

 

 

• Graph: A graph is a triple (𝑉, ℰ, ℒ), where  𝑉 = {1, 2, 3, …… . , 𝑛} is the node-set, ℰ ⊆

 𝑉 𝑥 𝑉 is the edge set, and ℒ ∈ ℝ𝑛 𝑥 𝑛 is the Laplacian matrix. 

 

The following properties will be used in the rest of the thesis [9]: 

• If for a given 𝑋 ∈ ℝ𝑛 , we have ℒ𝑋 = 0, which implies 𝑋 = 𝛼1𝑛 𝑤𝑖𝑡ℎ 𝛼 ∈ ℝ  

• There exists an orthonormal matrix 𝑇 ∈ ℝ𝑛 𝑥 𝑛 that verifies 𝑇𝑇𝑇 = 𝑇𝑇𝑇 = 𝐼𝑛 such that: 

 

𝑇𝑇 ℒ 𝑇 = 𝑑𝑖𝑎𝑔 (𝜆1(ℒ), 𝜆2(ℒ),… . . , 𝜆𝑛(ℒ)) 
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2.6. Consensus in Linear Multi-Agent Systems (MAS) 

A Multi-Agent System (MAS) comprises a set of dynamical systems that are called agents which interact 

with each other to form a network. MAS is classified into types such as homogenous MAS and 

heterogenous MAS. In the former type, all agents forming the network can have the same dynamical 

system whereas, in later types, a dynamical system of agents could be different from each other. The 

approaches of MAS are inspired by nature such as flocking of birds, a swarm of bacteria, etc. They have 

several applications in various fields and MGs are one of them [9], [42] 

To understand the inter-elemental interactions in MGs, MAS has become an important tool and has 

gained a lot of attention. DGs and ESS can act as agents which interact with each other through power 

lines to which they are connected (physical coupling). Since the nature of generation in MGs is 

distributed so agents (DGs or ESS) partially represent the power network. For instance, an energy 

storage unit is aware of its state of charge (SOC) and may know the information of the SOC of other 

energy storage units. But it does not have any idea of what happens in the entire network. Therefore, 

with the help of coordination between neighboring agents over a certain quantity of interest 

(consensus), several decisions can be made locally. However, this requires certain rules of 

communication which specifies that how information is exchanged between the agents which is a 

consensus algorithm [9]. 

The most commonly used models to study MAS are decoupled single integrator and double integrator 

models [43]. 

Consider a physical linear MAS represented by a connected and undirected graph 𝐺𝑝ℎ𝑦 =

(𝑉𝑝ℎ𝑦, 𝜀𝑝ℎ𝑦, ℒ𝑝ℎ𝑦) composed of N linear systems interconnected with the static physical coupling of 

the form [9]: 

𝑥�̇� = 𝐴𝑥𝑖 + 𝐵𝑢𝑢𝑖 − 𝐵𝑍 ∑ 𝛼𝑖𝑗  (𝑧𝑖 − 𝑧𝑗)

𝑗 𝜖 𝑁
𝑖
𝑝ℎ𝑦 

  2.7 

𝑧𝑖 = 𝑀𝑥𝑖  

With 𝑥𝑖 ∈  ℝ𝑛 , 𝑢 ∈  ℝ𝑚 , 𝑧𝑖 ∈  ℝ𝑞 , 𝛼𝑖𝑗  ∈ ℝ   and 𝐴, 𝐵𝑢 , 𝐵𝑧, 𝑀  are matrices of appropriate dimensions 

and  𝑁𝑖
𝑝ℎ𝑦 

is the set of neighbors of the agent 𝑖 concerning 𝐺𝑝ℎ𝑦. The term 𝐵𝑍 ∑ 𝛼𝑖𝑗  (𝑧𝑖 − 𝑧𝑗)𝑗 𝜖 𝑁𝑖
𝑝ℎ𝑦  

represents the physical coupling between the agents [9]. 

Let us consider that there exist certain output variables of interest for which the agents want to reach 

an agreement. These variables can be defined as follows [9]: 

𝑦𝑖 = 𝐶𝑥𝑖 , 𝑖𝜖𝑉   2.8 

for simplicity we consider 𝑦𝑖  as scalar i.e. 𝑦𝑖 ∈ ℝ  and  𝐶 ∈ ℝ1𝑥 𝑛  
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Chapter 3 -  Control of AC Mesh Microgrid 

3.1. Development of Primary Control Strategies – Centralized Approach 

The Mesh-type AC microgrid considered for this project is inspired by the IEEE 9 bus system. The 

detailed network can be seen in Figure 3.1. The parameters of the network are summarized in  

Table 1 and Table 2. 

 
Figure 3.1 - Islanded Mesh AC Microgrid with two DGs 

 

Table 1 - Parameters of the Mesh-type AC microgrid power lines 

Lines 
Resistance 

(Ω) 
Inductance 

(mH) 
Capacitance  

(pF) 
Points of 

connections 

Line 1-3 0.0629 0.714 20 Bus 1- Bus 3 

Line 2-3 0.0629 0.714 20 Bus 2- Bus 3 

Line 1-4 0.0629 0.714 20 Bus 1- Bus 4 

Line 2-5 0.0629 0.714 20 Bus 2- Bus 5 

Line 4-6 0.0629 0.714 20 Bus 4- Bus 6 

Line 5-6 0.0629 0.714 20 Bus 5- Bus 6 
 

 

Table 2 - Sources and loads powers in Mesh-type AC microgrid 

Sources/Loads 
Rated Active 

Power 
(kW) 

Rated Reactive 
Power 
(kVAr) 

Rated Phase to 
Phase Voltage 

(V) 

Points of 
connection 

Source 1 14.5 5.3 400 Bus 1 

Source 2 9.5 3.3 400 Bus 2 

Load 1 5 0.7 400 Bus 3 

Load 2 4.5 0.9 400 Bus 5 

Load 3 4 1 400 Bus 4 
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3.1.1. Droop Control for Active and Reactive Power Sharing in Islanded Mesh Microgrids 

In most practical applications, to achieve accurate active power sharing, the P-ω droop control method 

is widely used. It also allows frequencies of different DGs integrated into the MG to converge to the 

same value close to the rated frequency of MG [44], [45].  For the complex topologies of MGs such as 

Mesh-type AC MGs, the P-ω droop control method remains efficient whereas, Q-V droop control 

method which imposes the voltages of the DGs in MGs cannot ensure accurate reactive power sharing 

because of complex MG topology and the impedances of the power lines. The droop equations for 

power sharing are given as follows [5]: 

𝜔𝑖 = 𝜔𝑛 − 𝑚𝑖(𝑃𝑓𝑖 − 𝑃𝑖𝑛)  3.1 

𝐸𝑖 = 𝐸𝑛 − 𝑛𝑖(𝑄𝑓𝑖 − 𝑄𝑖𝑛)  3.2 

 

With:  

𝑚𝑖 =
∆𝜔

𝑃𝑖𝑛
 

𝑛𝑖 =
∆𝐸

𝑄𝑖𝑛
 

Where 𝜔𝑛 and 𝐸𝑛 are rated values of pulsation and voltage of the 𝑖𝑡ℎ DG, 𝑃𝑖𝑛 and 𝑄𝑖𝑛 are rated values 

of active and reactive power of 𝑖𝑡ℎDG. 𝑃𝑓𝑖  and 𝑄𝑓𝑖  are the measured and filtered values of active and 

reactive power of 𝑖𝑡ℎDG. 𝑚𝑖 and 𝑛𝑖 are the droop control coefficients which are obtained using the 

permissible variations of DGs pulsation ∆𝜔 and ∆𝐸.  

Simulation Results  

 
Figure 3.2 - Evolution of active power for both DGs 
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Figure 3.3 - Evolution of reactive power of both DGs 

 

It can be seen in Figure 3.2 that P − 𝜔 droop control applied to a given Mesh-type AC microgrid 

ensures accurate real power sharing whereas Q − V droop control cannot achieve reactive power 

sharing between two DGs due to power coupling phenomena and the presence of power lines offering 

impedance. This requires modification of Q − V droop control which is discussed in detail in the section 

below.  

 

3.1.2. Modified Droop Control for Accurate Reactive Power Sharing in Islanded Mesh Microgrid  

  

In a mono-PCC microgrid, there is only one common AC bus to which all DGs are connected. The 

reactive power sharing of such microgrids can be easily improved by comparing the impedance value 

of the feeders which are connecting DGs to the AC bus. Whereas for mesh-type microgrids, we are 

dealing with a complex system where it is required to deal with a large number of variables, and thus 

it is difficult to evaluate system reactive power sharing performance. In mesh-type MGs, each line 

connecting the PCCi and PCCj offers non-negligible inductance 𝜆𝑖,𝑗 and resistance 𝜌𝑖,𝑗  which results in 

the voltage drop in the line represented by ∆𝐸𝑖,𝑗  in Eq. 3.3. This voltage drop is proportional to the line 

current 𝐼𝑖,𝑗 and is responsible for creating coupling between the active and reactive power 𝑃𝑖,𝑗  and 

𝑄𝑖,𝑗exchanged between PCCi and PCCj [5]. 

∆𝐸𝑖,𝑗 = 𝜌𝑖,𝑗 𝐼𝑖,𝑗 cos𝜑 +  𝜆𝑖,𝑗 𝜔 𝐼𝑖,𝑗 sin𝜑  

 

∆𝐸𝑖,𝑗 =
𝜌𝑖,𝑗  𝑃𝑖,𝑗 +  𝜆𝑖,𝑗  𝑄𝑖,𝑗

𝐸𝑗

 
 3.3 
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where 𝐸𝑗  is the RMS voltage of the PCCj 

To achieve accurate active and reactive power sharing in complex topologies of MGs such as mesh-

type multi-PCC MGs without considering any knowledge of MG structure, the conventional P − ω 

droop equation expressed in Eq. 3.1 is not modified but Q-V droop control equation as in Eq. 3.2 

requires modification by adding to it a non-linear decoupling term expressed in  is expressed Eq. 3.5. 

The modified Q-V droop control equation is expressed in Eq. 3.4. The additional non-linear term 

𝐽𝑖(𝑃𝑓𝑖 − 𝑃𝑖𝑛) depends on the voltage measured at the pilot node 𝐸𝑟𝑒𝑓. The power coupling 

phenomena in complex MGs topologies which is caused by the voltage drop due to inductances and 

resistances of power lines are removed by the addition of this non-linear term. The value of 𝐽𝑖 is 

estimated by an integral controller which forces error 𝜀𝑖  to zero as expressed in Eq. 3.6. When the 𝜀𝑖  

tends to zero in steady state, an accurate reactive power sharing is achieved between different DGs in 

MGs no what whatever is the power demanded by the load [5]. 

𝐸𝑖 = 𝐸𝑛 − 𝑛𝑖(𝑄𝑓𝑖 − 𝑄𝑖𝑛) + 𝐽𝑖(𝑃𝑓𝑖 − 𝑃𝑖𝑛) 
 

 3.4 

 Where: 

𝐽𝑖 = 𝐾𝑖 ∫𝜀𝑖 𝑑𝑡 
 3.5 

 

𝜀𝑖 = [−∝ (
𝐸𝑟𝑒𝑓

𝐸𝑛

− 1) + (
𝑄𝑓𝑖

𝑄𝑖𝑛

− 1)] 
 3.6 

 

To perform the simulations in MATLAB (Simulink), the values of parameters 𝐾𝑖 and  ∝ are taken from 

the work of authors [5].  

As the mesh-type AC MG considered for this project comprises two DGs shown in Figure 3.1 so each 

source, 𝐷𝐺1 and 𝐷𝐺2 is modeled by a 3-phase voltage source which is controlled by 𝐸𝑎𝑏𝑐𝑟𝑒𝑓𝑖
as shown 

in Figure 3.4 [5] 

 

 

Figure 3.4 - Controllable voltage source which  represent DG in mesh-type microgrid [5] 

 

As shown in Figure 3.1, 𝐷𝐺1 and 𝐷𝐺2  are connected to PCC1 (Bus1) and PCC2 (Bus 2) respectively.  The 

block diagram describing a droop-controlled 𝐷𝐺𝑖  cane be seen in Figure 3.5. This block diagram 

basically shows how to determine 𝐸𝑎𝑏𝑐𝑟𝑒𝑓𝑖
of the 𝑃𝐶𝐶𝑖 to which 𝐷𝐺𝑖  is connected. Firstly, voltage and 
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current vectors (𝐸𝑎𝑏𝑐𝑖 and 𝐼𝑎𝑏𝑐𝑖) of 𝐷𝐺𝑖 are measured and then the Concordia transformation 𝑇32
𝑡   is 

applied to those vectors which is then followed by the Park transformation 𝑃(−𝜃𝑖), and thus we obtain 

the voltage and current vectors (𝐸𝑑𝑞𝑖  and 𝐼𝑑𝑞𝑖) . With the help of these vectors in dq frame, active and 

reactive power provided by 𝐷𝐺𝑖  is calculated. All the equations which resulted in the calculation are 

expressed in Eq.  3.7 and Eq. 3.8. To take into account the dynamics of the droop control of 𝐷𝐺𝑖, a 

filter block is used with the power calculation block [5]. 

 

 

Figure 3.5 - Equivalent synoptic diagram describing a droop-controlled DGi [5] 

 

 

[
𝑖𝑑𝑖

𝑖𝑞𝑖
] = 𝑃(−𝜃𝑖) 𝑇32

𝑡 [

𝑖𝑎𝑖

𝑖𝑏𝑖

𝑖𝑐𝑖

] = 𝑃(−𝜃𝑖) 𝑇32
𝑡 [

𝑖𝑎𝑖

𝑖𝑏𝑖

−𝑖𝑎𝑖 − 𝑖𝑏𝑖

] 

 

3.7 

[
𝐸𝑑𝑖

𝐸𝑞𝑖
] = 𝑃(−𝜃𝑖) 𝑇32

𝑡 [

𝑣𝑎𝑖

𝑣𝑏𝑖

𝑣𝑐𝑖

] = 𝑃(−𝜃𝑖) 𝑇32
𝑡 [

𝑣𝑎𝑐𝑖

𝑣𝑏𝑐𝑖

0
] 

 
 

𝑇32
𝑡 = √

2

3
[
 
 
 1 −

1

2
−

1

2

0 
√3

2
−

√3

2 ]
 
 
 
 

 
 

𝑃(𝜃) = [
cos 𝜃 − sin 𝜃
sin 𝜃 cos𝜃

] 

 
Where, 

𝜃𝑖 = ∫𝜔𝑖  𝑑𝑡 
 3.8 
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𝑃𝑖 = 𝐸𝑑𝑖
𝑖𝑑𝑖

+ 𝐸𝑞𝑖
𝑖𝑞𝑖

 
3.9 

𝑄𝑖 = 𝐸𝑞𝑖
𝑖𝑑𝑖

− 𝐸𝑑𝑖
𝑖𝑞𝑖

 

 

Simulation Results 

 
Figure 3.6 - Evolution of DGs active power  

 

 
Figure 3.7 - Evolution of DGs reactive power 

As it can be seen in Figure 3.6 that modification of droop control has no impact on active power sharing. 

However, as in Figure 3.7, it can be observed that the addition of the non-linear term 𝐽𝑖(𝑃𝑓𝑖 − 𝑃𝑖𝑛) to 

the Q-V droop control resulted in accurate reactive power sharing between the DGs. But this modified 

Q-V droop control presents a few disadvantages and communication failure between DGs is one of 

them. If 𝐸𝑟𝑒𝑓is not communicated to all DGs in the network for improving their voltages to have 

minimal voltage drop in the network, then it is not possible to achieve accurate reactive power sharing. 

Thus, it can be visualized in Figure 3.7 that when the communication of 𝐸𝑟𝑒𝑓 to the DGs is delayed or 
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lost, then reactive power sharing is also lost among the DGs. To avoid this centralized approach in 

Primary control, distributed approach is proposed which is discussed in detail in the next section where 

rather than communicating 𝐸𝑟𝑒𝑓 to all DGs in the network, DGs communicate with their neighboring 

DGs and try to achieve the same reference potential using a consensus approach.  

3.2. Development of Distributed Primary Control Strategy - Using Consensus Theory 

3.2.1. Modified Droop Control for Accurate Reactive Power Sharing  

The modified control strategy proposed in section 3.1 results in accurate active and reactive power 

sharing in complex mesh MGs and its robustness is also verified by varying the load as well as changing 

the topology of the MG. However, when E𝑟𝑒𝑓 measured at the pilot node is not communicated properly 

to DGs in MG due to some error then reactive power sharing between DGs lost instantly. Therefore, this 

centralized approach to measuring E𝑟𝑒𝑓 and send to the local controllers of DGs will be omitted and 

instead new distributed control is proposed in this section using a consensus algorithm where DGs 

communicate with the neighboring DGs and their voltage values try to converge to the same value 𝑋𝑖  

which will be used in the non-linear control proposed in [5] instead of E𝑟𝑒𝑓 as explained in Eq. 3.12. 

The control becomes then as expressed in equations 3.10, 3.11, and 3.12.  

 𝜔𝑖 = 𝜔𝑛 − 𝑚𝑖(𝑃𝑓𝑖 − 𝑃𝑖𝑛)  3.10 

  

𝐸𝑖 = 𝐸𝑛 − 𝑛𝑖(𝑄𝑓𝑖 − 𝑄𝑖𝑛) + 𝐽𝑖
′(𝑃𝑓𝑖 − 𝑃𝑖𝑛)  3.11 

 

Where, 

𝐽𝑖
′ = 𝐾𝑖 ∫𝜀𝑖  𝑑𝑡 

3.12 

𝜀𝑖 = [−∝ (
𝑋𝑖

𝐸𝑛

− 1) + (
𝑄𝑓𝑖

𝑄𝑖𝑛

− 1)] 

m𝑖 = 
∆𝜔

𝑃𝑖𝑛

 

n𝑖 =
∆𝐸

𝑄𝑖𝑛

 

  

 

Network Graph and Associated Laplacian Matrix 

 

 

Figure 3.8 - Communication Link between two DGs in MG 

ℒ = [
1 −1

−1 1
] 
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Based on Figure 3.8, the Laplacian matrix can be formulated which describes the MG network. The 

terms in the diagonal of the matrix represent that 𝐷𝐺𝑖  is connected to how many neighboring links 

whereas the non-diagonal term represents the exact other DG to which 𝐷𝐺𝑖  is connected.  

Determination of Reference Potential 𝑿𝒊 Using Consensus Algorithm 

Now, the consensus algorithm is going to be used as presented in Eq. 3.13 and 3.14 so that the 

reference potentials of the two DGs 𝑋𝑖  converge to the same value. This method allows to get a 

common reference potential 𝑋𝑖  which will be used in the non-linear control in equations 3.10, 3.11, 

and 3.12 which replaces the centralized control where E𝑟𝑒𝑓 is measured and then it has to be sent to 

all DGs by a global communication network. 

𝑑

𝑑𝑡
[
𝑋1

𝑋2
] = 𝐾𝑥 [

𝐸1 − 𝑋1

𝐸2 − 𝑋2
] − 𝐾𝑦 [

𝑌1

𝑌2
] 

 3.13 

 

𝑑

𝑑𝑡
 [
𝑌1

𝑌2
] = ℒ [

𝑋1

𝑋2
] 

3.14 

 

The proposed consensus algorithm is set so that the reference potentials of all the DGs ( 𝑋1  and  𝑋2) 

converge to the same value in the steady state which is implanted using Eq. 3.14. Whereas Eq. Error! 

Reference source not found. set the dynamics meaning how the objective is going to be achieved.  

Steady State Point 

As it is known from Eq. 3.14 

𝑑

𝑑𝑡
 [
𝑌1

𝑌2
] = ℒ [

𝑋1

𝑋2
] 

 

In a steady state,  

𝑑

𝑑𝑡
 [
𝑌1

𝑌2
] = 0 

So,  

ℒ [
𝑋1

𝑋2
] = 0 

[
1 −1

−1 1
] [

𝑋1

𝑋2
] = 0 

[
𝑋1 −𝑋2

−𝑋1 𝑋2
] = 0 

𝑋1 − 𝑋2 = 0  

𝑋1 = 𝑋2 

Design of Parameters  𝑲𝒙  and 𝑲𝒚  for the measurement of the common potential: 

To propose a design of the control parameters independent of the MG parameters or topology, the 

dynamic of the state variable 𝑋𝑖  is designed in such a way that it has to be slow as compared to the 
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dynamic bound to integral term 𝐽𝑖. Thus, 𝜀𝑖  is supposed to be null. 3.13 and 3.14 being linear equations 

can be written as: 

𝑑

𝑑𝑡
 𝑋 = 𝑘𝑥[𝐸 − 𝑋] − 𝑘𝑦𝑌 

𝑑

𝑑𝑡
 𝑌 = ℒ𝑌 

Taking Laplace's transformation, we get: 

𝑠𝑋 = 𝑘𝑥[𝐸 − 𝑋] − 𝑘𝑦𝑌  3.15 

𝑠𝑌 = ℒ𝑌 

𝑌 =
ℒ𝑋

𝑠
 

 3.16 

 

Substituting Eq. 3.16 in 3.15, we get: 

𝑠𝑋 = 𝑘𝑥[𝐸 − 𝑋] − 𝑘𝑦

ℒ𝑋

𝑠
 

𝑠𝑋 =
𝑠𝑘𝑥[𝐸 − 𝑋] − 𝑘𝑦ℒ𝑋

𝑠
 

𝑠2𝑋 = 𝑠𝑘𝑥[𝐸 − 𝑋] − 𝑘𝑦ℒ𝑋 

𝑠2𝑋 + 𝑠𝑘𝑥𝑋 + 𝑘𝑦ℒ𝑋 = 𝑠𝑘𝑥𝐸 

(𝑠2 + 𝑠𝑘𝑥 + 𝑘𝑦ℒ)𝑋 = 𝑠𝑘𝑥𝐸 

We define 𝐾𝑥 and 𝐾𝑦  as diagonal matrices which are equal respectively to 𝐾𝑥𝐼3 and 𝐾𝑦𝐼3. By evaluating 

zeros of P(s), the poles of the system are determined as follows: 

P(s) = det[𝑠2 + 𝑠𝑘𝑥 + 𝑘𝑦 ℒ] 

A pole placement procedure is used to determine the values of  𝐾𝑥 and 𝐾𝑦  which is identical for all 

DGs. The design of parameters is dependent on the knowledge of the Laplacian matrix but the 

implementation of the control law is distributed.  

Simulation Results 

• At 5 sec: The proposed consensus-based non-linear control for power sharing as shown in Eq. 

3.11  is applied.  

• At 10 sec: One of the loads is disconnected. 

• At 15 sec: One of the power lines is disconnected. 

 



Control of AC Mesh Microgrid   Pg. 25 
 

 

 
 

 

Figure 3.9 - Evolution of DGs active power (using consensus approach) 

 

 

Figure 3.10 - Evolution of DGs reactive power (using consensus approach) 

 

In Figure 3.9, the evolution of the active power of both DGs can be observed. After 5 sec when the 

non-linear control is added to the Q-V droop control, it does not show any effect on the active power 

sharing which is achieved by P − ω droop control. The robustness of the proposed control strategy has 

been tested and it can be seen that when the load and power line are disconnected at 10 and 15 sec 

respectively, the power output by both DGs is adjusted accordingly and results in equal active power 

sharing throughout the time.  

In Figure 3.10, the evolution of the reactive power of both DGs can be seen. At 5 sec, due to the 

addition of non-linear control to the conventional Q-V droop control, the voltage profile of the overall 

network is improved which resulted in lower losses in the network, and hence, resulted in accurate 

reactive power sharing between the DGs. To check the robustness of the proposed control strategy, 

load and power lines are disconnected at 10 and 15 sec respectively, but an accurate reactive power 

sharing is observed after those changes in the network, which ensures the robustness of the developed 

control strategy.  



Control of AC Mesh Microgrid   Pg. 26 
 

 

 
 

 
Figure 3.11 - Evolution of DGs Reference Potential 

 

In Figure 3.11, it can be observed that both DGs communicate with each other and achieve the same 

reference potential 𝑋𝑖  after 5 sec when control strategy based on a consensus approach is applied to 

the network.   

 

Problems arise as a result of Primary control 

 
Figure 3.12 - Deviation of DGs frequency from the rated frequency 
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Figure 3.13 - Deviation of DGs voltage  from the rated voltage 

 

Due to primary control and addition of the non-linear term as seen in Eq. 3.11, the voltage and 

frequency of both DGs deviated from their rated value which is not suitable for the load and other 

equipment connected in the network as voltage and frequency should remain within a certain range 

of rated values for the proper functioning of the power system.  

It can be observed in Figure 3.12 that the angular frequency of both DGs deviated from the rated 

frequency and in Figure 3.13, it can be observed that the voltage values of both DGs are not following 

the rated value anymore. This deviation can be resolved by the implementation of secondary control 

strategy on the mesh-type AC microgrid which is discussed in the next section. 

3.3. Development of Distributed Secondary Control Strategies – Using Consensus 

3.3.1. Restoration of DGs Frequency to Rated Frequency  

The objective of secondary control is to bring the Voltage and frequency of DGs back to rated values 

which are affected by accurate power sharing achieved by the primary control. However, it must be 

ensured that secondary control does not in any way affect active and reactive power sharing between 

DGs.  

Using the consensus-based control expressed in equations 3.17, 3.18, and 3.19, the distributed control 

proposed in this section aims to force all DGs frequencies to converge to the same value while forcing 

the errors (𝜔𝑖− 𝜔𝑛) to zero. This allows the restoration of frequencies of both DGs to their rated values 

without affecting their active power sharing. The frequency droop controller is modified where the 

term 𝑋𝜔𝑖   defined by Eq. 3.20 is added to Eq. 3.10 to obtain the new frequency Droop control given by 

Eq. 3.17.  

𝑑𝜔𝑖

𝑑𝑡
= 𝜔𝑓(−𝜔𝑖 + ωn − m𝑖(P𝑖 − P𝑖𝑛) − 𝑋𝜔𝑖) 

 3.17 

  

𝑑𝐸𝑖

𝑑𝑡
= 𝜔𝑓 (−𝐸𝑖 + 𝐸𝑛 −

∆𝐸

𝑄𝑖𝑛

(Q𝑖 − Q𝑖𝑛) − J𝑖(P𝑖 − P𝑖𝑛)) 
 3.18 

 Where, 
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𝐽𝑖
′ = 𝐾𝑖 ∫𝜀𝑖  𝑑𝑡 

3.19 

𝜀𝑖 = [−∝ (
𝑋𝑖

𝐸𝑛

− 1) + (
𝑄𝑓𝑖

𝑄𝑖𝑛

− 1)] 

  

Now for distributed control approach: 

𝑑

𝑑𝑡
𝑋𝜔 = −ℒ𝐾1𝑋𝜔 + 𝐾2(𝜔 − 𝜔𝑛𝐼2) 

 3.20 

With: 

𝐼2 = [
1
1
] 

𝑋𝜔 = [
𝑋𝜔1

𝑋𝜔2
] 

𝜔 = [
𝜔1

𝜔2
] 

{𝐾1, 𝐾2} ∈ 𝑅2 

We know that if the system is stable then 𝑋𝜔 reaches a steady state point, then  
𝑑

𝑑𝑡
𝑋𝜔 = 0.  

Thus, Using Eq. 3.20: 

𝑑

𝑑𝑡
𝑋𝜔 = −ℒ𝐾1𝑋𝜔 + 𝐾2(𝜔 − 𝜔𝑛𝐼2) 

0 = −ℒ𝐾1𝑋𝜔 + 𝐾2(𝜔 − 𝜔𝑛𝐼2) 

Multiply Both sides by 𝐼𝑡,  

0 = −𝐼𝑡ℒ𝐾1𝑋𝜔 + 𝐼𝑡  𝐾2(𝜔 − 𝜔𝑛𝐼2) 

Use property:  𝐼𝑡 . ℒ = 0 

0 = 0 + 𝐼𝑡 𝐾2(𝜔 − 𝜔𝑛𝐼2) 

0 = 𝐼𝑡 𝐾2(𝜔 − 𝜔𝑛𝐼2) 

0 = (𝜔 − 𝜔𝑛𝐼2) 

𝜔 = 𝜔𝑛𝐼2 

[
𝜔1

𝜔2
] = [

𝜔𝑛

𝜔𝑛
] 

Thus, 

𝜔1 = 𝜔2 = 𝜔𝑛   3.21 

Eq. 3.21 shows that this distributed control law ensures frequency restoration to the rated value if 

asymptotic stability is ensured. 

Design of Parameters 𝐊𝟏𝐚𝐧𝐝 𝐊𝟐  
 
The design of parameters of the controller for secondary frequency control is based on separating its 

dynamics from the ones of the primary control. The primary control loop should be fast as compared 
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to the secondary which means first DGs impose Voltage and frequency in grid forming mode to the 

whole MG, achieve power sharing, and then secondary control brings voltage and frequency of DGs 

back to the rated values.  

From Eq. 3.17 

𝑑𝜔𝑖

𝑑𝑡
= 𝜔𝑓(−𝜔𝑖 + ωn − m𝑖(P𝑖 − P𝑖𝑛) − 𝑋𝜔𝑖) 

 

An assumption has been made that the dynamic of the primary controller is widely faster than the 

dynamic of the secondary controller. So, we suppose that 
𝑑𝜔𝑖

𝑑𝑡
= 0 

So: 

0 = (−𝜔𝑖 + ωn − m𝑖(P𝑖 − P𝑖𝑛) − 𝑋𝜔𝑖) 

𝜔𝑖 = ωn − m𝑖(P𝑖 − P𝑖𝑛) − 𝑋𝜔𝑖  
 
But, 

𝑚𝑖 =
∆𝜔

𝑃𝑖𝑛
 

 
So,  

𝜔𝑖 = ωn − 
∆𝜔

𝑃𝑖𝑛

(P𝑖 − P𝑖𝑛) − 𝑋𝜔𝑖 

 
Now,  

∆𝜔

𝑃𝑖𝑛

(P𝑖 − P𝑖𝑛) = 𝛾 

 
So, 

𝜔𝑖 = ωn −  𝛾 − 𝑋𝜔𝑖   3.22 

  
From Eq. 3.20,  we know that 
 

𝑑

𝑑𝑡
𝑋𝜔 = −ℒ𝐾1𝑋𝜔 + 𝐾2(𝜔𝑖 − 𝜔𝑛𝐼2) 

Using 𝜔𝑖 from equation 3.22,  

𝑑

𝑑𝑡
𝑋𝜔 = −ℒ𝐾1𝑋𝜔 + 𝐾2(ωn𝐼2 −  𝛾𝐼2 − 𝑋𝜔𝑖 − 𝜔𝑛𝐼2) 

 
𝑑

𝑑𝑡
𝑋𝜔 = −ℒ𝐾1𝑋𝜔 + − 𝛾 𝐼2 𝐾2 − 𝐾2 𝑋𝜔𝑖 

In a steady state, 
𝑑

𝑑𝑡
𝑋𝜔 = 0, so: 

 
0 = −ℒ𝐾1𝑋𝜔− 𝛾 𝐼2 𝐾2 − 𝐾2 𝑋𝜔𝑖  

Multiply Both sides by 𝐼𝑡,  

0 = −𝐼𝑡ℒ𝐾1𝑋𝜔− 𝐼𝑡𝛾 𝐼2 𝐾2 − 𝐼𝑡𝐾2 𝑋𝜔𝑖 
Use property:  𝐼𝑡 . ℒ = 0 
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0 = 0 – 𝐼𝑡  𝐼2𝛾 𝐾2 − 𝐼𝑡𝐾2 𝑋𝜔𝑖 
 

0 = 0 –  2 𝛾 𝐾2 − 𝐼𝑡𝐾2 𝑋𝜔𝑖 
 

𝐼𝑡𝐾2 𝑋𝜔𝑖 = − 2 𝛾 𝐾2 
 

𝐼𝑡  𝑋𝜔𝑖 = −2 𝛾 
 
In the Steady state, both DGs have the same value of 𝑋𝜔 which shows that power-sharing will not be 
affected by the imposition of secondary control in the MG.  
 
The parameters 𝐾1 and 𝐾2 are designed thanks to a pole placement process. The associated bandwidth 

is kept 10 times lower than the bandwidth of the primary controller with its consensus-based 

distributed controller. 𝐾1=0.01 and 𝐾2=0.1 which corresponds to a bandwidth equal to 0.1 rad/s. 

Simulation Results 

 
Figure 3.14 - Evolution of DGs active power 

As can be observed in Figure 3.14 the implementation of the secondary control strategy has not in any 

way affected the active power sharing among the DGs. The response time of secondary control is set 

to be 50 sec after implementation of primary control which can be observed in this figure, as at 5 sec, 

primary control has been implemented and then secondary control takes 50 sec as response time to 

restore frequencies of DGs to the rated values. As can be seen in Figure 3.16 that between 5 to 55 sec, 

the angular frequencies of both DGs try to approach the rated value. 
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Figure 3.15 - Evolution of 𝑋𝜔𝑖  of  DGs 

 

 
Figure 3.16 - Restoration of DGs frequency to the rated frequency 

 

In Figure 3.16, it can be seen that when secondary control is implemented after 5 sec, the angular 

frequency of both DGs approach the rated value of frequency which is also proved mathematically as 

in Eq. 3.21. 

3.3.2. Restoration of DGs Voltage Close to Rated Voltage 

The distributed control proposed in equations 3.23 and 3.24 aims to force the average voltage of two 

DGs to converge to the rated voltage 𝐸𝑛 while keeping the DGs reactive power sharing accurate which 

is achieved by the primary control. To maintain the equal sharing of the reactive power between the 

DGs in MG, the additional term 𝑋𝑣𝑖 has been the same for all DGs in the steady state. This property is 

achieved by using the distributed control law as expressed in equation 3.26. In Eq. 3.26 we 

determine 𝑋𝑣𝑖 which is added to the nonlinear coefficient 𝐽′𝑖in 3.19 making it 𝐽′′𝑖for reactive power 

sharing in Eq. 3.25. 

 
𝑑𝜔𝑖

𝑑𝑡
= 𝜔𝑓(−𝜔𝑖 + ωn − m𝑖(P𝑖 − P𝑖𝑛) − 𝑋𝜔𝑖) 

 3.23 
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𝑑𝐸𝑖

𝑑𝑡
= 𝜔𝑓(−𝐸𝑖 + 𝐸𝑛 −

∆𝐸

𝑄𝑖𝑛

(Q𝑖 − Q𝑖𝑛) − 𝐽′′
𝑖
(P𝑖 − P𝑖𝑛))) 

 3.24 

    

With:                

  𝐽′′
𝑖 = K𝐼 ∫ 𝜀𝑖𝑑𝑡  

3.25 
𝜀𝑖 = [−α (

X𝑖

𝐸𝑛

− 1) − (
Q𝑖

Q𝑖𝑛

− 1)] − 𝑋𝑣𝑖  

  

From consensus,  

    
𝑑𝑋𝑣

𝑑𝑡
= −𝑓2ℒ𝑋𝑣 + 𝑓(𝑋 − 𝐸𝑛)  3.26 

With: 

  (𝑓2, 𝑓) ∈ 𝑅2, 

𝑋𝑣 = [

𝑋𝑣1

𝑋𝑣2

𝑋𝑣3

] 

Steady State Point 

From distributed primary control as expressed in equations 3.13 and 3.14, we know that 

𝑑

𝑑𝑡
[
𝑋1

𝑋2
] = 𝐾𝑥 [

𝐸1 − 𝑋1

𝐸2 − 𝑋2
] − 𝐾𝑦 [

𝑌1

𝑌2
] 

𝑑

𝑑𝑡
𝑌 = ℒ [

𝑋1

𝑋2
] 

Multiply both sides by 𝐼𝑡  

𝑑

𝑑𝑡
 𝐼𝑡 𝑌 = 𝐼𝑡ℒ𝑋 

Use property:  𝐼𝑡 . ℒ = 0 

𝑑

𝑑𝑡
 𝐼𝑡  𝑌 = 0 

A derivative is zero means Y is constant. And the value of the constant is also zero.  

𝐼𝑡 𝑌 = 0 

An assumption has been made that the dynamic of the primary controller is widely faster than the 

dynamic of the secondary controller. So, we suppose that 
𝑑

𝑑𝑡
𝑋 = 0. 

So, using Eq. 3.13: 

𝑑

𝑑𝑡
𝑋 = 𝐾𝑥[𝐸 − 𝑋] − 𝐾𝑦𝑌 

0 = 𝐾𝑥[𝐸 − 𝑋] − 𝐾𝑦𝑌 

Multiply both sides by 𝐼𝑡 
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0 = 𝐾𝑥  𝐼
𝑡 [𝐸 − 𝑋] − 𝐾𝑦 𝐼𝑡  𝑌 

As we know,  

𝐼𝑡 𝑌 = 0 

So,  

0 = 𝐾𝑥  𝐼
𝑡 [𝐸 − 𝑋] − 0 

0 =  𝐼𝑡  [𝐸 − 𝑋]  3.27 

  

From Eq. 3.27, it is concluded that all components of X are equal to E.   

Now, from distributed secondary control based on consensus as expressed in Eq. 3.26, we know that: 

𝑑

𝑑𝑡
𝑋𝑣 = −𝑓2ℒ𝑋𝑣 + 𝑓(𝑋 − 𝐸𝑛) 

In the Steady state, 𝑑𝑋𝑣 = 0 

0 = −𝑓2ℒ𝑋𝑣 + 𝑓(𝑋 − 𝐸𝑛) 

Multiply both sides by 𝐼𝑡 

0 = −𝑓2𝐼
𝑡ℒ𝑋𝑣 + 𝑓𝐼𝑡(𝑋 − 𝐸𝑛) 

Use property:  𝐼𝑡 . ℒ = 0 

0 = −0 + 𝑓𝐼𝑡(𝑋 − 𝐸𝑛) 

0 = 𝑓𝐼𝑡(𝑋 − 𝐸𝑛) 

0 = 𝐼𝑡(𝑋 − 𝐸𝑛) 

𝐼𝑡𝑋 = 𝐼𝑡𝐸𝑛 

[
𝑋1

𝑋2
] = [

𝐸𝑛

𝐸𝑛
] 

From primary consensus, we know that, the reference potential 𝑋𝑖  of both DGs converge to the same 

value. Thus, it can be written as: 

𝑋1 = 𝑋2 = 𝑋 

So, 

[
𝑋
𝑋
] = [

𝐸𝑛

𝐸𝑛
] 

Thus,  

𝑋 = 𝐸𝑛 

From the above equation, it can be concluded that X converges to the rated value of voltage 𝐸𝑛.  

Now coming back to Eq. 3.27,  

0 =  𝐼𝑡  [𝐸 − 𝑋] 

𝐼𝑡𝐸 = 𝐼𝑡𝑋 
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From the above equation, it can be observed that the average value of voltages of two DGs converges 

to X which can be written mathematically as follows: 

𝐸1 + 𝐸2 = 2 𝑋 

𝐸1 + 𝐸2 

2
=  𝑋 

But we know that X converges to the rated value of voltage 𝐸𝑛. 

So, 

𝐸1 + 𝐸2 

2
= 𝐸𝑛 

 3.28 

Thus, it is mathematically proved from Eq. 3.28 that the average value of voltages of both DGs converge 

to the rated value of voltage 𝐸𝑛. 

Design of Parameters 𝒇 𝒂𝒏𝒅 𝒇𝟐 

The design of parameters of the controller for secondary voltage control is based on separating its 

dynamics from the ones of the primary control. The primary control loop should be fast as compared 

to the secondary which means first DGs impose Voltage and frequency in grid forming mode to the 

whole MG, achieve power sharing, and then secondary control brings voltage and frequency of DGs 

back to the rated values.  

From Eq. 3.26, we know that: 

𝑑𝑋𝑣 = −𝑓2ℒ𝑋𝑣 + 𝑓(𝑋 − 𝐸𝑛) 

Using Eq. 3.25,  

𝜀𝑖 = [−α(
X𝑖

𝐸𝑛
− 1) − (

Q𝑖

Q𝑖𝑛
− 1)] − 𝑋𝑣 

In the Steady state,  𝜀𝑖 = 0 𝑠𝑜,  

0 = [−α(
X𝑖

𝐸𝑛
− 1) − (

Q𝑖

Q𝑖𝑛
− 1)] − 𝑋𝑣 

𝑋𝑣 = [−α(
X𝑖

𝐸𝑛
− 1) − (

Q𝑖

Q𝑖𝑛
− 1)] 

𝑋𝑣 = −α(
X𝑖 − 𝐸𝑛

𝐸𝑛
) − (

Q𝑖

Q𝑖𝑛
− 1) 

𝑋𝑣 + (
Q𝑖

Q𝑖𝑛
− 1) = −

α

𝐸𝑛
( X𝑖 − 𝐸𝑛) 

−
𝐸𝑛

α
[𝑋𝑣 + (

Q𝑖

Q𝑖𝑛

− 1)] = ( X𝑖 − 𝐸𝑛) 
 3.29 

 

Putting value of ( X𝑖 − 𝐸𝑛) from Eq. 3.29 to 3.26, we get:  

𝑑𝑋𝑣 = −𝑓2ℒ𝑋𝑣 −
𝑓 𝐸𝑛

α
[𝑋𝑣 + (

Q𝑖

Q𝑖𝑛
− 1)] 
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𝑑𝑋𝑣 = −𝑓2ℒ𝑋𝑣 −
𝑓 𝐸𝑛 𝑋𝑣

α
−

𝑓 𝐸𝑛

α
(

Q𝑖

Q𝑖𝑛
− 1) 

𝑑𝑋𝑣 + 𝑓2ℒ𝑋𝑣 +
𝑓 𝐸𝑛 𝑋𝑣

α
= −

𝑓 𝐸𝑛

α
(

Q𝑖

Q𝑖𝑛
− 1) 

 

Taking Laplace transform, we get: 

 

𝑠𝑋𝑣 + 𝑓2ℒ𝑋𝑣 +
𝑓 𝐸𝑛 𝑋𝑣

α
= −

𝑓 𝐸𝑛

α
(

Q𝑖

Q𝑖𝑛
− 1) 

[𝑠 + 𝑓2ℒ +
𝑓 𝐸𝑛 

α
] 𝑋𝑣 = −

𝑓 𝐸𝑛

α
(

Q𝑖

Q𝑖𝑛
− 1) 

 

Simulation Results 

 
Figure 3.17 - Evolution of DGs reactive power (using consensus approach) 

 

As can be observed in Figure 3.17 the implementation of the secondary control strategy has not in any 

way affected the reactive power sharing among both the DGs. The response time of secondary control 

is set to be 50 sec after implementation of primary control which can be observed in the figure, as at 

5-sec primary control has been implemented and then secondary control takes 50 sec as response time 

to restore voltages close to the rated values.  
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Figure 3.18 – Evolution of 𝑋𝑣𝑖  of DGs 

 
Figure 3.19 – Average voltage of DGs approach the rated voltage 

In Figure 3.19, it can be seen that when secondary control is implemented after 5 sec, the average 

voltages of both DGs approach the rated value which is also proved mathematically as in Eq. 3.28. 
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Conclusion 

As discussed in the Literature review section that various topologies exist for microgrids (MGs) such as 

mono-PCC simple MG or multi-PCC mesh-type MG. To avoid the problems of overstress and aging of 

DG sources integrated into MG, it is necessary to achieve accurate active and reactive power sharing 

among them. For this purpose, conventional droop control methods P − ω and Q-V are implemented 

in these MGs for efficient and accurate power sharing. P − ω droop control method works very well 

for simple as well as complex topologies of MGs. However, conventional Q-V droop control does not 

result in accurate reactive power sharing among the DGs in complex MG topologies such as mesh-type 

MG. The prominent reason is that in complex MG topologies, power lines offer non-neglectable 

resistances and inductances which results in the voltage drop in the overall network, and this originates 

the power coupling phenomena in the network where active and reactive power is coupled. This 

coupling does not allow accurate reactive power sharing with the implementation of the traditional Q-

V droop control method.  

In literature, several methods have been proposed by different authors. One of them has been 

discussed in this report where conventional Q-V droop control has been modified by adding a non-

linear term which results in the decoupling of active and reactive power and results in accurate reactive 

power sharing [5]. However, the control strategy developed and implemented in [5] is based on a 

centralized approach where reference potential 𝐸𝑟𝑒𝑓 is measured at the pilot node of the network and 

communicated to all DGs present in the network. All the DGs adjust their voltage values based on that 

reference potential 𝐸𝑟𝑒𝑓. The most important disadvantage associated with this approach which is also 

verified from simulations result is that if there is communication failure in the network and 𝐸𝑟𝑒𝑓 is not 

communicated to the DGs then ultimately reactive power sharing is lost.  

Considering this thing, modifications have been made in the control approach. Distributed control 

approach based on a consensus algorithm is adopted and implemented in modified Q-V droop control 

with the non-linear term. This resulted in accurate power sharing among DGs without the need for 

global communication. But this primary control results in deviation of frequency and voltage values of 

all DGs from their rated values. Thus, secondary control is implemented which results in the restoration 

of frequency and voltage values of all DGs in the network to their rated values but special parameters 

have been introduced in the secondary control to make sure that it does not in any way affect the 

power-sharing achieved through primary control.  

The objectives achieved during this project are summarized as follows: 

• A consensus-based non-linear distributed control strategy for Primary control in islanded mesh 

microgrids is proposed. 

• It ensures DGs active and reactive power sharing for mesh AC microgrids.  

• A consensus-based non-linear distributed control strategy for Secondary control in islanded 

mesh microgrids is proposed. 

• It ensures restoration of DGs frequency and voltage to their rated values or close to rated 

values. 

• The simulation results confirm the efficiency of the proposed control as well as its robustness 

concerning load variations and topology changes. 
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