
POLITECNICO DI TORINO 

Collegio di Ingegneria Gestionale – Classe LM-31 

Corso di Laurea Magistrale in Ingegneria Gestionale (Engineering and 

Management) 

 

 

 

 

 

Prediction of hydrogeological risks in Italy: data taxonomy, 

database creation and preliminary regressor analysis 

 

 

Relatore: Candidato: 

Guido Perboli Chiara Vandoni 

 

Relatore aziendale: 
dott.ssa Valeria Lazzaroli 

 
 

 

 

Anno Accademico 2021-2022  



 
 

ABSTRACT 

In an increasingly globalized environment, vulnerabilities emerge from an increasingly 

interdependent and interconnected world, and risks are no exception: climate change is an example 

of how disasters can express themselves on a global scale and transfer rapidly from one sphere to 

another.   

Arisk offers itself as a solution by developing software with underlying algorithms that can measure 

any type of risk objectively and comparably over time and space.  

The final objective of the work is to analyze the correlation between hydrogeological risk and the 

financial performances of small and medium-sized enterprises, with a focus on wineries.  

This thesis covers only the first part of the overall work and aims to create accurate models for 

forecasting total annual rainfall. Specifically, it seeks to understand what correlation (and if any) 

exists between inputs such as temperature and humidity and annual rainfall. An input is a variable 

defined as a characteristic surveyed or measured on statistical units and can be: quantitative 

variable (modes are real numbers) or qualitative variable (modes are non-numeric attributes). 

 

To perform predictive modeling (the problem of developing a model using historical data to make a 

prediction on new data for which the answer is unknown) an initial database containing data from 

31 municipalities in the Langhe (Piedmont) for six different years was initially created, and 3 

different approaches were used on this: Linear Regression, Neural Network, and Random Forest. 

 

Later with the aim of finding the best model, a second database (municipalities in the Prosecco area 

in Veneto) was created, because by expanding the database the predictive modeling is more 

effective. 

 

The results showed that random forest is the best estimator for this type of analysis and that the 

total precipitation range can be predicted with 78% accuracy. 

These results suggest that by further expanding the database and covering diversified areas of Italy, 

the accuracy of prediction can be improved. On this basis, we can say that it is absolutely worth 

continuing with the next phases of the study. 
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INTRODUCTION 

In today's increasingly globalized environment, vulnerabilities emerge from an increasingly 

interdependent and interconnected world.  

And risks, too, are no exception: climate change and Covid-19 represent examples of how disasters 

can express themselves on a global scale and transfer quickly from one sphere to another.  

Health and climate emergencies have many points in common: both, first and foremost, impact the 

entire socioeconomic system, and both, if not managed properly, can have devastating impacts.  

It is necessary to ask the question of what can threaten the survival of individuals and of businesses 

in order to identify the threats that can cause irreversible damage.  

With this approach, and by agreeing to face possible risks, it is possible to access one of the 

fundamental capacities of human beings: being able to imagine adverse scenarios and take 

appropriate countermeasures  

to neutralize the risks.  

With respect to the risk of climate change, this process must be applied.  

 

The slow degradation of the conditions in which we live, measured in relation to human life, has led 

to our not realizing in time the consequences that are unfolding. But, fortunately, awareness of the 

problem has increased in recent years in tandem with the acceleration of extreme weather events. 

 

Italy is one of the countries, at the European level, most vulnerable to climate change. The damage 

caused by these disasters has serious repercussions on the economic stability and growth of the 

affected areas paradoxically, however, Italy is one of the countries where SMEs most underestimate 

the impact of extreme weather events on their business. 

In Italy, SMEs do not have adequate tools to assess and manage these phenomena. 

 

CHAPTER 1 

1.1 CLIMATE RISK 

Climate is the set of weather conditions that characterize a given place over time. 

Climate provides the necessary resources for human activities, but it can also pose a threat to them. 

Climate-related natural phenomena are characterized by a natural and inevitable variability and 

therefore great uncertainty in their determination both in terms of their occurrence and intensity.  

Climate risk refers to the set of possible negative consequences that climate-determined natural 

events may have on human activities.  

The reason it is being talked about more frequently recently is because the impact of climate on 

human activities is increasing dramatically due to several factors.  

One of these factors is that the climate is changing and that its change, for many situations, results 

in an increase in the intensity and frequency of extreme weather-related natural phenomena. 
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The most important climate-related natural phenomena in terms of the damage and consequences 

they cause are:  

- Floods 

- Lightning 

- Heavy rainfall 

- Hail 

- Landslides 

- Wind and tornadoes 

- Extreme temperatures 

 

All these phenomena are triggered by weather processes that depend on climatic conditions. As 

climatic conditions change, the frequency and intensity of these phenomena can change. 

Consequently, the risk associated with each of these phenomena depends closely on the climate 

and its change. 

 

The inevitable variability and uncertainty of climatic conditions do not prevent the fact that 

decisions on economic and social activities must still be made.  

The analytical tool that allows decisions to be made is risk assessment; in other words, risk 

assessment is the translation of uncertain but probable events into economic terms, such as costs 

and benefits, that can be used as inputs for decision making. 

 

Risk is determined by the combination of hazard, vulnerability, and exposure.  

It is a measure of the expected damage in a given time interval, based on the characteristics of the 

area, strength of the exposed assets and their economic value. 

 

- Hazardousness  

Hazardousness is the probability of an event happening.  

Its characteristics are the frequency and intensity of the event. More precisely, dangerousness 

expresses the probability that a phenomenon will occur at a certain place with a certain intensity, 

in a certain time interval.  

More generally, we can understand hazard as the presence of factors that can potentially cause 

damage. 

 

- Vulnerability 

The extent of the impact that a potential hazard factor can generate on a certain territorial context 

is closely related to the intrinsic susceptibility of that area to damage, which may involve 

anthropogenic or natural elements. 

Thus, the concept of vulnerability (V) of properties and people is introduced, which is the possibility 

of damage that an event has in relation to its intensity on the affected structures. It can also be seen 

as the predisposition of a property to be damaged. 
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The more vulnerable it is (by type, inadequate design, poor quality of materials and construction 

methods, poor maintenance), the greater the consequences. 

 

- Exposure 

Exposure, or the greater or lesser presence of assets exposed to risk, is the possibility of suffering 

economic damage, related to the presence of material and machinery, people, as well as cultural 

property.  

Exposure differs from vulnerability in that a subject can be very exposed and not vulnerable (a 

concrete wall on the bank of a river) to flooding, or very vulnerable but not exposed (a thatched 

house away from the river). 

It represents the economic value of the property and the material in it. Factors such as area and 

volume, building materials, and flood protection all contribute in determining the exposed value.  

Exposed value can be calculated through property inventories and appraisals, or through 

commercial, financial, and insurance valuation companies. 

 

The formula for quantifying risk: 

R = H * V * E 

 

Risk quantification is calculated based on hazard and vulnerability curves that depend on the 

intensity of the natural event.  

From the combination of the curves and the exposed value, the risk is determined in the form of a 

curve.  

The risk curve represents the damage on a given property consequent a natural event at different 

levels of probability. Small damage will have a higher probability than large damage, and so on.  

Therefore, to compare the risk of different assets, it will be necessary to quantify the risk for each, 

i.e., determine the risk curve, and then compare the curves. 

 

(fig. 1 - Risk curves) 
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(fig. 2 - Natural hazard exposure potential in Europe, source: ESPON 2013) 

 

1.2 HYDROGEOLOGICAL RISK 

According to ISPRA's 2018 report, there are more than 80,000 Italian companies subject to high 

landslide hazard and nearly 600,000 to high flood hazard.  

Italy alone accounts for about a third of the total landslide phenomena in Europe.  

This is why dealing with climate risk and in particular hydrogeological risk in Italy is not only 

necessary, but also urgent. 
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(fig. 3 - Municipalities with the level of attention for hydrogeological risk Very High and High, source: 

Classificazione dei comuni italiani in base al livello di attenzione al rischio idrogeologico, Ministero 

dell’ambiente) 

 

1.2.1. LANDSLIPS  

Landslides are extremely widespread phenomena in Italy, even taking into account that 75% of the 

national territory is mountainous-hilly. Of the approximately 900,000 landslides surveyed in the 

databases of European countries (Herrera et al., 2018), almost 2/3 are contained in the Inventory 

of Landslide Phenomena in Italy carried out by ISPRA and the Autonomous Regions and Provinces. 

The most important factors for triggering landslide phenomena are short and intense precipitation, 

persistent precipitation, and earthquakes. 

Landslides surveyed in the Inventory of Landslide Phenomena in Italy number 620,808 and affect an 

area of 23,700 km^2, or 7.9 percent of the national territory. 

Italy suffered until 1989 a major delay in the promulgation of regulations requiring the consideration 

of phenomena of natural origin, such as landslides and floods, in territorial and urban planning.  

Law No. 183 of May 18, 1989, inspired by the results of the De Marchi Commission, is in fact the 

first organic norm for the organizational and functional reorganization of soil defense that identifies 
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the hydrographic basin as the territorial base of reference for hydrogeological protection and the 

Basin Authorities as the institutions responsible for the preparation of the Basin Plan. 

 

Landslide hazard represents the probability of occurrence of a potentially destructive phenomenon 

of a given intensity at a given time and in a given area. 

The greatest criticality in landslide hazard analysis generally stems from the lack of information 

regarding the dates of landslide triggering and thus the difficulty in determining the time of 

recurrence.  

Because of these limitations, the most commonly performed analysis is that of susceptibility or 

spatial hazard, which makes it possible to identify the portions of land with a higher probability of 

landslide occurrence. Landslide hazard areas of the Hydrogeological Structure Plans include not only 

landslides that have already occurred, but also areas of possible evolution of the phenomena and 

areas potentially susceptible to new landslide phenomena. 

 

 
(Fig. 4 - Landslide density (landslide area/cell area) on mesh of side 1 km, ISPRA 2017) 
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Mosaication of landslide hazard.  

ISPRA, in order to update the landslide hazard map over the entire national territory, carried out in 

2017 the new National Mosaication (v. 3.0 - December 2017) of the hazard areas of the 

Hydrogeological Structure Plans - PAI. This mosaicking was used to produce the new landslide 

hazard indicators. 

 

The ISPRA mosaicking activity included the following steps:  

1) Requesting updated data on hazard areas from the District Basin Authorities (July 2017); 

2) Data analysis: 

(a) analysis of the methodology (Sec. 1.3) and landslide hazard classification adopted by each 

Basin Authority, using the information contained in the General Reports of the PAIs and map 

annexes.  

(b) analysis of the Implementation Rules of the PAIs that define land use constraints and 

prescriptions. 

(c) Interlocutions, technical clarifications and in-depth discussions with officials of the District 

Basin Authorities on the data transmitted by uploading to the ISPRA platform. 

3) Data homogenization: 

(a) use of the hazard classification for the entire national territory in 5 classes: very high 

hazard P4, high P3, medium P2, moderate P1, and areas of attention AA, taking into account 

the Act of Guidance and Coordination for the identification of criteria relating to the 

fulfillments referred to in Article 1, paragraphs 1 and 2, of Decree-Law No. 180 of June 11, 

1998 (DPCM September 29, 1998); 

(b) Use of a landslide hazard reclassification table for each Hydrogeological Structure Plan in 

order to assign the aforementioned national classes to the PAI polygons.  

4) Mosaicking of data: 

(a) reprojection of files into a single reference system (WGS84 UTM spindle 32);  

(b) topology checking (e.g., elimination of self-intersections in polygons);  

(c) elimination of any overlapping geometries, giving prevalence to the highest hazard 

classification. 

5) Homogeneity assessment of PAIs.  

Any determination regarding possible interventions is subject to the preparation of an adequate 

geomorphological study aimed at ascertaining the level of hazard existing in the area. 
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(tab. 1 -  Landslide hazard area PAI in Italy, Mosaicking 2017) 

 

 

 

 

 
(fig. 5 - Percentage distribution of PAI landslide hazard areas in the regional territory -Mosaicking 2017) 
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(fig. 6 - Provincially based PAI landslide hazard areas - Mosaicking 2017) 
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1.2.2. FLOODS 

In the history of floods in Italy there are events that more than others have remained in common 

memory, in different aspects: the 1951 flood in the Polesine with its images of a land becoming an 

immense expanse of water and its heavy long-term social and economic repercussions; the flood 

that hit Florence in 1966 whose emotional impact, aroused by the damage caused by the flood to 

the artistic and cultural heritage, triggered a general mobilization; the Soverato event in 2000, when 

as a result of a particularly intense meteoric event and the very rapid concentration of runoff, the 

Beltrame torrent, a fiumara that originates from Aspromonte, fell with its mass of water and debris 

on a campsite, located in the floodplain area of the torrent, which housed almost all disabled people 

and their carers; the floods of the Tanaro in 1994 and the Po in 2000 with the thousands of displaced 

people and the images of interrupted roads, collapsed bridges, submerged homes and businesses.  

In more recent memory other events thicken over areas whose names are repeated more often 

than others, Capoterra, Messina, Genoa, Le Cinque Terre, Lunigiana, Val di Vara, Massa Carrara. 

 

Directive 2007/60/EC or Floods Directive (FD), emphasizes that although floods are natural 

phenomena that are impossible to prevent, some anthropogenic activities, such as the growth of 

human settlements, the increase in economic activities, the reduction of the natural rolling capacity 

of the soil due to the progressive sealing of surfaces and the subtraction of areas of natural flood 

expansion, contribute to increasing the probability of the occurrence of floods and aggravating their 

consequences.  

On the other hand, the morphological characteristics of the national territory, in which spaces and 

distances granted to the hydrographic network from mountain ranges and the sea are mostly very 

modest, make it particularly exposed to flood events, known as flash floods or flash floods, often 

triggered by short and intense weather phenomena.  

Studies carried out in the last decade (Drobinski et alii, 2018; Marchi et alii, 2010) show an increase 

in the frequency of such events due to the combined effect of significant climatic variations, which 

alter the thermo-pluviometric regime, and of the ever-increasing land consumption (ISPRA, 2018), 

which accentuates the impulsive character of the resulting response to the soil in terms of runoff. 

With respect to the unpredictability of flood events, there is, however, a kind of repetitiveness in 

the occurrence of the events themselves, in the sense that same portions of the territory over time 

have been affected by floods and some of them due to morphological and land use characteristics, 

which condition the dynamics of the event and the type, and for the numerosity and value of the 

elements exposed to potential damage are configured as Potential Significant Flood Risk Area 

(APSFR, art. 5 of the FD).  

Therefore, for the purpose of identifying such areas, it is essential to acquire a Preliminary Flood 

Risk Assessment (PFRA, Art. 4 of the FD) that involves the systematized collection of information 

such as location, spatial extent and consequences associated with so-called historical events (past 

floods), but also the identification of those areas that due to their topographical and morphological 

characteristics, current or future level of anthropization (long-term developments), possible 

ineffectiveness of existing defense works and effects of climate change can be configured as 

exposed to flood risk (potential future floods). 
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The hazard maps contain the delineation of areas that could be affected by floods according to three 

probability (i.e., hazard) scenarios: low (extreme events), medium (return time ≥ 100 years), and 

high.  

Each scenario should be characterized through the extent (flood extent), levels, and if appropriate, 

velocities or flow rates; the hazard maps indicate the potential adverse consequences for people, 

economic activities, the environment, and cultural property under the above three probability 

scenarios. 

 

 
(fig. 7 - population at risk of landslides on the left and population at risk of flooding on the right, ISPRA 2016) 

 

Mosaication of hydraulic hazard 

ISPRA, in order to update the map of hydraulic hazard over the entire national territory, carried out 

in 2017 the new National Mosaicking (v. 4.0 - December 2017) of the areas of hydraulic hazard, 

delimited by the District Basin Authorities. 

The hazard mosaicking was carried out according to the three scenarios of Legislative Decree 

49/2010:  

• high probability with return time between 20 and 50 years (frequent floods); 

• medium probability with return time between 100 and 200 years (infrequent floods); 

• low probability (low probability of floods or extreme event scenarios). 
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(tab. 2 - Hydraulic hazard area PAI in Italy, Mosaicking 2017) 

 

 
(Fig. 8 - Percentage of territory with hydraulic hazard areas on a regional basis - Mosaic 2017) 
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(Fig. 9 - Areas of hydraulic hazard on a provincial basis - Mosaicking 2017) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



21 
 

CHAPTER 2 

2.1 RISK OF MSEs 

Table below shows the number, on a national basis, of IED and Seveso facilities falling in floodable 

areas ( plants exposed to flood risk) for the three flood hazard scenarios, in absolute terms (number 

of plants) and as a percentage of total plants.  

In the specific case of plants, the risk associated with their presence in flood-prone areas consists 

not only in the possible loss of value of the asset as a result of damage, but in the possibility that 

these plants could be a source of accidental pollution. 

 

 
(tab. 3 - Plants present in flood-prone areas for different flood probability scenarios at the national level, 

ISPRA Mosaic 2020) 

 

The Seveso III Directive and its Italian transposition Legislative Decree 105/2015 reiterated the need 

to investigate the consequences of scenarios on the environment:  

The operator is therefore required to provide in the safety report appropriate technical 

documentation, accompanied by plans in distinct information layers, including in georeferenced 

vector format, containing at least: - a detailed description of the environment surrounding the 

establishment/plant; - a hydrogeological-hydrological model of the site aimed at both the 

identification of migration pathways (direct and indirect) of hazardous substances in soil, surface 

water and groundwater, and the estimation of the extent of contamination in relation to 

propagation rates, any protection measures taken and the timing of intervention; - reference to 

literature data/thematic cartography and/or any findings of geognostic investigations carried out at 

the updated site and information on the models/procedures used by the operator. 

 

The transposition of the IED Directive has introduced significant and substantial new features and, 

among them, the need, for installations producing, releasing or discharging relevant hazardous 

substances, as defined by the European classification system (EC Regulation 1272/2008), the 

obligation to submit the "baseline report" giving information on the quality status of soil and 

groundwater before the commissioning of a new installation, or, for existing installations, at the first 

modification of the permit. 
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2.2 CLIMATE CHANGE 

For climate risk assessment, we not only need to be concerned with climate-related natural 

phenomena and thus the risks associated with them, but also with the fact that the climate is 

changing and thus the risks are also changing. 

Climate change is any systematic change in long-term statistics of climate variables. Climate change 

can be caused by natural forcings (change in solar radiation or Earth's orbit, natural processes 

internal to the Climate System) or it can be human-induced. The climate is changing, and the effects 

are evident both globally and regionally in the Mediterranean area and Italy. 

In terms of surface temperature, for example, analysis of the evolution of mean monthly 

temperature anomalies in Europe, compared to the average between 1981 and 2010, shows a clear 

warming trend, with several months having mean temperature anomalies greater than 1 degree 

globally and 2 degrees in Europe.  

Locally, these increases in average temperatures result in extreme temperature increases of 2-5 

degrees, and an increase in the frequency of heat waves. 

 

 

(fig. 10 - 12 month global surface temperature anomalies (°C) relative to 1981-2010) 

 

A changing climate leads to an increase in the frequency of extreme weather events, making it 

absolutely necessary and strategic that we prepare for weather conditions that are structurally 

different from the current ones. 

The climate mechanisms that link climatic conditions to the occurrence of natural events are very 

complex and depend not only on the characteristics of the affected territory, but also on the spatial 

and temporal scale of reference. 

In Italy, climate change is likely to lead to an increase in the frequency and intensity of some hydro-

meteo-geological phenomena and thus to an increase in climate impact and risk. 

 

In various countries, including Italy, observations show that precipitation tends to be increasingly 

concentrated in shorter periods, during which it reaches more intense maximums. This variation 

causes more and more damage, especially to countries with high hydrogeological risk. 
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Looking ahead, for the Mediterranean region, projections discussed in IPCC ('Inter-governmental 

Panel on Climate Change') reports give, for the summer months, an increase in the frequency of 

heat waves and a possible reduction in precipitation. For the intermediate seasons, where the 

contrast between a warm Mediterranean Sea source of warm air masses with increasing 

concentrations of moisture, projections give an increased likelihood of events with precipitation or 

extreme winds. 

Climate change has impacts on most human activities, and can cause financial, economic, and socio-

political crises. It is necessary to understand how adverse effects on some sectors of the economy 

that are particularly exposed -for example, agriculture- can spill over to others to the point of 

creating macroeconomic, financial, and geo-political instability. Prevention and adaptation actions 

must not only resolve the immediate crisis but produce lasting impacts that are foundations for 

long-term developments. 

 

In a complex system such as our society, impacts are interconnected and depend on the dependency 

relationships that each individual or business inevitably has with others. The extent of impacts goes 

far beyond the element directly affected by the natural event. 

 

At the system level, each enterprise is linked to another both as a supplier of goods and services and 

as a customer, just as society is both a beneficiary of the products and services of enterprises and a 

labor resource for them. A natural event that strikes a business inevitably also produces impacts on 

its related businesses and on society more generally. The impacts of climate risk are much broader 

than an initial analysis might suggest. They affect not only businesses and citizens directly affected 

by hydro-meteo-geological phenomena, but also affect individuals who might be in different 

territories and in a different climatic situation and generally characterized by apparently lower levels 

of risk. 

 

At the level of the individual enterprise, the natural event can have a direct impact on tangible and 

instrumental assets such as buildings, machinery and goods, which, in addition to causing direct 

damage due to the costs required to restore them, lose their functionality and thus their economic 

viability for a time. From this, indirect damage is generated due to the total or partial interruption 

of business activity resulting in economic loss. 

Interruption of business activity beyond a certain duration or beyond a certain significance may be 

irreversible and cause business failure. 
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(fig. 11 - How a natural event impacts other businesses, society, and customers) 

 

 

Proper risk management is not only geared toward reducing risk, which is equivalent to reducing 

one of the factors characterizing risk such as hazard, vulnerability, and exposure, but more 

importantly it is geared toward changing behavior and activities to adapt to risk. 

Proper risk management enables the prediction of possible risks so as to create the tools to transfer 

it. 

 

 

2.3 PREVENTION AND PROTECTION  

Between 1998 and 2004, Europe suffered more than 100 major flooding events, including the 

catastrophic floods along the Danube and Elbe rivers in the summer of 2002. In the wake of these 

events, the European Commission has embarked on the development of a European policy on flood 

risk management, resulting in a proposal for a floods Directive that was tabled in January 2006. 

This Directive now requires Member States to assess if all water courses and coast lines are at risk 

from flooding, to map the flood extent and assets and humans at risk in these areas and to take 

adequate and coordinated measures to reduce this flood risk. 
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But today, as a result of climate change, this is no longer sufficient. At the state level, each country 

should undertake stronger prevention policies in order to limit flood damage. 

 

2.3.1 BEST PRACTICE: UNITED KINGDOM 

The winter of 2013-2014 was the wettest on record, with 11,000 homes and commercial properties 

flooded, while in 2019-2020 some parts of the country experienced a month of rain in just 24 hours. 

Between April 2015 and March 2021, the government invested £2.6 billion in the flood and coastal 

defense investment program. Capital investment in flood and coastal erosion risk management is 

critical to achieving the government's long-term ambition of creating a nation more resilient to 

future flood and coastal erosion risks. 

The 2014 Investment Plan: Reducing the risks of flooding and coastal erosion, included an 

investment of £2.3 billion, and the goals it set out to achieve were: 

• better protect homes, businesses and infrastructure at risk of flooding 

• support economic growth by avoiding flood damage 

• keep pace with increased flood risk caused by climate change 

• maintain and restore existing flood defense structures 

Over the course of the program, the government provided additional grants for flood defense 

projects that met specific criteria, such as when they would support the regeneration of the most 

disadvantaged communities. These additional investments brought the total investment to 2.6 

billion pounds. 

At its conclusion in 2021, the Environment Agency and partners exceeded the target of better 

protecting 300,000 homes. The program saw the implementation of more than 850 flood defense 

projects and better protected more than 314,000 homes across England on time and on budget. 

 

2.4 PREVENTION AND PROTECTION FOR SMEs 
 

In the face of increasingly frequent and severe damaging events produced by climate change, 

prevention and protection measures can enable businesses to minimize the negative consequences 

for people, property and business continuity. 

It is therefore important to highlight two factors within the logical process of risk management that 

contribute to a higher rate of success in business recovery: being prepared before the event occurs 

so as to reduce the risk or transfer it and knowing how to act when the event occurs. 

 

Before emergency situations occur, it is always important to assess the risk exposure of one's assets: 

this analysis is done by taking into consideration the location and characteristics of the sites being 

assessed, such as the presence of underground rooms and structures or proximity to a watercourse 

that can cause flooding in the event of heavy rainfall. 

- Example On November 2, 2010, a violent wave of bad weather invaded vast areas of the 

Veneto region, causing countless damages to the territory and population. Cloudbursts, 
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thunderstorms, landslides and flooding involved more than 300 municipalities, devastating 

several agricultural areas, homes and businesses. A company producing mechanical 

components for the oil and gas industry is also invaded by floodwaters. Water and mud 

damage the production department and the archives, located in the basement of the 

company in which more than 15,000 blueprints and the entire document archive, which 

represented the bulk of the company's know-how, since the documentation had not been 

transferred to digital media. At the same time as the buildings are being salvaged and 

electromechanically reclaimed from 4 presses and 5 CNC machining centers, the documents 

are immediately sorted, weighed and frozen in order to prevent their degradation to be 

subsequently dried using the vacuum freeze-drying method. The documents, previously 

frozen, are dried in a vacuum chamber at a maximum pressure of 6 mbar. Below this value 

(triple water point), there is a total absence of water in the liquid state and the ice 

immediately turns into water vapor, which is removed from the vacuum chamber. Post-

treatment processes include reconstruction of document flatness, deodorization, 

sanitization, anti-mold treatment, and other specific restoration measures. After a few 

weeks, the documents are returned to the company, becoming available again for necessary 

consultation. In this case, the lack of an assessment of site-specific characteristics thus put 

the document archive, which represented the bulk of the company's own know-how, in 

serious jeopardy. 

 

Proximity to a watercourse can cause major flooding that can affect businesses in adjacent areas. 

- Example This is what happened, for example, on October 3, 2020, when an exceptional wave 

of bad weather hit Piedmont. Most severely affected were companies invaded by more than 

a meter of water that brought with it mud and debris, disrupting the proper functioning of 

machinery and abruptly interrupting normal work activities. A historic company in the faucet 

industry also suffered the harsh consequences of the flood: production interrupted, 

damaged machinery, offices destroyed by the power of the water, unfulfilled orders and 

consequent fear of losing its customers. The rapid rescue and mechanical and 

electrical/electronic remediation of production equipment, such as transfer lathes, CNC 

lathes, leak test benches, laser markers, pad printing machines, 3D printers and assembly 

lines, as well as the remediation of the buildings, was instrumental in coping with the 

recovery and allowing the shipping department to restart only ten days after the flood event, 

resulting in the fulfillment of orders on order. 

 

When an accident occurs, it is therefore crucial to put in place the first emergency measures right 

away to minimize direct damage and consequent indirect damage. 

- Example This is what happened, for example, in the Modena area when in 2014, following a 

flood event, a company specializing in precision machining, (Automotive sector), was 

invaded by water and mud. In addition to the economic damage suffered by machinery and 

equipment, the main fear for the entrepreneur was certainly that of losing key customers 

who, as a result of the potential delays caused by the emergency suffered, could have 

directed existing orders to competing companies. The mechanical and electrical/electronic 
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remediation of 18 CNC machining centers, 1 shot blasting machine and 3 drilling machines 

made it possible to restore the production department in just 5 days, allowing orders to be 

fulfilled on time and consequently reassuring customers without running the risk of losing 

market share. 

 

However, speed of action following an emergency is also crucial to best deal with the aftermath of 

a disaster, turning a crisis situation into an opportunity.  

- Example In October 2014, heavy rainfall hit the city of Genoa, causing streams to overflow 

and flooding of roads, homes, supermarkets, and businesses. During the flooding event, one 

of the main outlets of a company active in large-scale retailing was invaded by water and 

mud with devastating consequences: overturned shelves, downed merchandise, and 

stopped cold rooms and chillers. Immediately, sanitization and environmental restoration 

activities begin, particularly electromechanical remediation of refrigeration equipment and 

cash counters. At the same time, waste is sorted and packaged according to the different 

types in order to correctly identify the waste and contain the cost of disposing of the goods 

destroyed by the flood. After only one week after the flood event, the store reopened to the 

public, even before many other competitors could reopen, recording a five-fold increase in 

sales. 

 

Even in the case of natural catastrophic events, where unpredictability is a determining factor, 

planning allows one to hypothesize possible emergency situations and be prepared for the risk 

scenarios one may encounter. 

Estimating the impacts of possible adverse events on a company's processes and resources, 

analyzing the risk posed by such events, and preparing to deal with the consequences they bring 

with hands-on simulation and training exercises, is key to being prepared to handle a crisis situation.  

Every claim is different from another, but the basic information needed to plan a Crisis Management 

activity is often the same and even more often trivial. 

First of all, it is necessary to assess the risk exposure of one's assets: this analysis is done by taking 

into consideration the location and technical characteristics of the sites being assessed, such as the 

presence of underground rooms and structures or the proximity to a watercourse that can cause 

flooding in the event of heavy rainfall.  

It is then essential to identify departments and functions that, in the event of a disaster, must restart 

in the shortest possible time, and to have a list of key suppliers to call on in crisis situations to whom 

priorities can be given to intervene in order to reduce business interruption.  

Last but not least, it is critical to identify departments and functions that must be made independent 

in their activities in the event of an IT system outage.  

Not gathering the necessary information in advance, or not having qualified information, increases 

the chaos and consequently the delay with which the most appropriate decisions are made to deal 

with the emergency situation in the best possible way. 
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CHAPTER 3 

3.1 ARISK'S HYDROGEOLOGICAL RISK FORECASTING TOOL 

Arisk's goal is to measure catastrophic events in order to generate a forecast database that enables 

companies to avoid business interruption and gives them the tools to create resilience plans. 

These are the key aspects of resilience that enable the company to keep climate change risks under 

control and to gradually increase its level of resilience: 

 

1. IDENTIFY HYDROGEOLOGICAL RISKS AND POSSIBLE IMPACTS 

2. IDENTIFY ACTIONS TO SECURE ASSETS, STRUCTURES AND FACILITIES 

3. DEFINE PROCEDURES FOR RISK PREVENTION AND MANAGEMENT 

4. ASSESS FINANCIAL IMPLICATIONS 

5. ENSURE BUSINESS CONTINUITY IN THE EVENT OF AN EMERGENCY 

6. INCREASE AWARENESS OF THE RISKS TO WHICH IT IS EXPOSED 

 

 

3.2 STATISTICAL INVESTIGATION 

In order to carry out a statistical analysis, it is important to carry out careful planning. The stages of 

a statistical analysis can be summarized as follows:  

• Defining the objectives of the research  

• Definition of the type of study  

• Definition of the population of interest  

• Definition of the variables of interest and measurement scales  

• Definition of the data source  

• Definition of the survey technique (construction of the instrument and mode of data 

collection)   

• Sample selection (for sample surveys)  

• Data collection and organization of collected data  

• Statistical analysis 

 

3.2.1 DEFINITION OF THE OBJECTIVES OF THE RESEARCH 

In studying a problem of interest, it is necessary to specify and state the objectives in order to 

properly define the nature of the information to be collected and the statistical tools with which to 

examine the data.  

The objective of the study is to build a national hydrogeological risk prediction model by collecting 

data from the wine-growing area of two Piedmont. 

The ultimate goal is to identify a number of essential aspects that a winery must keep track of to 

increase its resilience to climate change, particularly with respect to hydrogeological risks. 
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3.2.2 DEFINITION OF THE TYPE OF STUDY 

The typology of the study may differ in particular with reference to:  

- to the collective to be examined;  

- To the temporal mode of survey;  

- to the periodicity of the study;  

- to the mode of intervention of the researcher;  

- to the purposes of the research 

 

With reference to the collective to be examined, it was chosen to conduct a partial survey by initially 

focusing on the territory of the Langhe in Piedmont Italy and then eventually expanding the 

database by adding new territories. 

With reference to the temporal mode of detection, it was chosen to conduct longitudinal studies 

(prospective, retrospective, repeated measures): for each survey unit, data are collected at multiple 

time instants; in the case of this analysis, 6 years from 2016 to 2021 were chosen. 

With reference to the periodicity of the study, it was conducted only once in time. 

With reference to the mode of intervention of the researcher, an observational study was 

conducted: there is passive observation of the reality of interest without intervention by the 

researcher. 

With reference to the purpose of the research, the researcher's interest is to predict certain 

hydrogeological phenomena and to grasp relationships between these phenomena and the financial 

performance of wineries in the Langhe area. 

 

3.2.3 DEFINITION OF THE POPULATION OF INTEREST 

A statistical unit is defined as the element (individual, structure, entity, company, product, ...) on 

which the survey or measurement of one or more characteristics relevant to the problem under 

study is carried out. 

Population is defined as the set of statistical units affected by the problem under study. 

The population of interest is the set of municipalities in the Langhe area. 

 

The Langhe is a territory or geographical sub-area of lower Piedmont, located between the 

provinces of Cuneo and Asti, consisting of an extensive hill system, bounded by the course of the 

Tànaro, Belbo, Bòrmida di Millesimo and Bòrmida di Spigno rivers and bordered by Astesana, 

Monferrato and Roero. 

It can be subdivided into: 

• Bassa Langa: the area between the Tanaro to the north and the Belbo to the south, with 

altitudes generally below 600 m; it is the area of Albese, wines and truffles (the white Alba 

truffle is renowned). 
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• Alta Langa: this is the area on the border with Liguria, with maximum altitudes of 750 m and 

a peak of 896 m in the municipality of Mombarcaro; forests and the cultivation of the prized 

"tonda gentile delle Langhe" variety of hazelnuts dominate here. 

• Langa Astigiana: area in the south of the province of Asti, with Canelli to the north and the 

Bormida di Spigno river to the east, with a peak of 851 m in the municipality of Serole. 

 

The Bassa Langa has a typical Po Valley climate, although temperate in maximum temperatures in 

the highlands. In the Alba plain, on the other hand, maximum temperatures above 30°C in the 

summer quarter are not uncommon. 

 

In the Alta Langa, the climate can be described as Apennine with Po Valley influences. Summers are 

generally cooler and breezier than in the Lower Langa (average July temperatures around 20 °C 

degrees in the highlands); winters are cold in the valleys (lows of -5/-10 °C are frequent even in the 

Savona hinterland) and milder in the hills (average lows around 0 °C). Thermal inversions are very 

frequent because of the difference in insolation. 

 

Annual precipitation varies from about 800 mm in Alba to 1100 in the Apennine watershed. The 

rainfall pattern is sublittoral, with a main summer minimum (July) and a secondary winter minimum; 

the absolute maximum is autumn, while spring rainfall tends to be highly variable from year to year. 

Between June and July, especially after a stingy spring, the risk of aridity (also accentuated by the 

dry and windy climate) is frequent. In the summer quarter, however, an average precipitation of 

about 100-150 mm is guaranteed (often concentrated in a few violent thunderstorms, even 

accompanied by hail). 

 

Sometimes, however, in summer, especially in May, June, and July, a wind, called a "marin," can 

blow, bringing some coolness to the high altitudes, as the air coming in from the south is affected 

by the still cold Ligurian Sea. 

 

The Langhe, despite being one of the points where the Apennines come closest to the sea, are very 

snowy, with an annual average of 50-100 cm even at low altitudes and a ground stay of more than 

30 days. However, in recent years, there has been a serious reduction in precipitation, including 

snowfall, especially from late spring, and an increase in daily autumn intensity (on September 15, 

2006, more than 100 mm of rain fell in 24 hours). 

 

 

3.2.4 DEFINITION OF VARIABLES OF INTEREST AND MEASUREMENT SCALES 

A variable (or character) is defined as a characteristic detected or measured on statistical units. 

Variables take different values (modes) on the various statistical units and can be: 

-Quantitative variables: modes are real numbers. 

-Qualitative or categorical variables: modes are non-numeric attributes. 
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Quantitative variables can be: 

-Discrete variables can take on only values belonging to the set of natural numbers {1,2,...}. 

-Continuous variables can take on any value contained in a given real interval. 

 

In the case of our analysis, the variables are all continuous quantitative variables: 

 

o Altitude m 
o Area km^2 
o Landslide hazard areas - Very high P4 (km^2) 
o Landslide hazard areas - high P3 (km^2) 
o Landslide hazard areas - medium P2 (km^2) 
o Landslide hazard areas - low P1(km^2) 
o Landslide hazard areas - AA (km^2) 
o Landslide hazard areas - P3+P4 (km^2) 
o Hydraulic hazard areas - high P3 (km^2) 
o Hydraulic hazard areas - medium P2 (km^2) 
o Hydraulic hazard areas - low P1 (km^2) 
o Total precipitation (mm) 
o Maximum daily precipitation (mm) 
o Number of rainy days (prec.>=1mm) 
o Average precipitation 
o Number of rainy days between 0 and 1mm 
o Average temperature 
o Minimum Temperature °C 
o Maximum temperature °C 
o Average minimum temperature °C 
o Average maximum temperature °C 
o Ice days (E+M) n. dd 
o Average humidity (E) -% 
o Average minimum humidity (E) -% 
o Average maximum humidity (E) -% 

 
A measurement scale is defined as the type of measurement or set of modes adopted for observing 

a variable. 

Contributing to the choice of measurement scale are:  

- the objectives of the survey;  

- the typology of the variable. 

The identification of the measurement scale and the type of variable are essential for proper 

selection of the statistical analysis procedures to be applied. 

The scale is called numerical if a set of numerical values (mode) is identified to measure the variable 

of interest. 

 

3.2.5 DEFINITION OF DATA SOURCE 

Information on the variables of interest to the problem under study can be derived from: 
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- Primary sources: information is collected from scratch by a particular survey technique (interview 

or direct observation,...). 

- Secondary sources: information is derived from previously conducted studies, such as data from 

official statistical sources (ISTAT, National Statistical System, Eurostat, ...), studies published in 

scientific articles, data available via the Web, .... 

 

Only secondary sources were used for this type of analysis. 

 

Data for structural variables (Landslide hazard areas - Very high P4 (km^2), Landslide hazard areas - 

high P3 (km^2), Landslide hazard areas - medium P2 (km^2), Landslide hazard areas - low P1(km^2), 

Landslide hazard areas - AA (km^2), Landslide hazard areas - P3+P4 (km^2), Hydraulic hazard areas 

- high P3 (km^2), Hydraulic hazard areas - medium P2 (km^2), Hydraulic hazard areas - low P1 

(km^2))  were extracted from ISTAT databases. 

Data for point variables (Total precipitation (mm), Maximum daily precipitation (mm), Number of 
rainy days (prec.>=1mm), Average precipitation, Number of rainy days between 0 and 1mm, 
Average temperature, Minimum Temperature °C, Maximum temperature °C, Average minimum 
temperature °C 
Average maximum temperature °C, Ice days (E+M) n. dd, Average humidity (E) -%, Average minimum 

humidity (E) -%, Average maximum humidity (E) -%) were extracted from the Sistema Piemonte 

databases. 

 

3.2.6 DEFINITION OF THE SURVEY TECHNIQUE (CONSTRUCTION OF THE INSTRUMENT AND DATA 

COLLECTION METHODS) 

When the data source is primary, it is necessary to define the survey technique. 

When the data source is secondary, it is necessary to know the survey technique. The term survey 

technique refers to the procedure for contacting the statistical units involved in the survey and 

retrieving the information of interest. 

The choice of the most appropriate survey technique to collect the information being researched is 

one of the most important aspects in planning and executing a survey and is closely related to such 

considerations as: the problem being investigated, the objectives of the survey, the possible 

sampling strategy, the resources of the survey (in terms of finance and personnel), the time 

constraints of the survey, and the implications of the chosen survey technique on data quality, in 

terms of non-response and measurement error. 

 

In the case of our analysis, the data are secondary and come from sensors in the Piedmont region. 

 

3.2.7 SAMPLE SELECTION 

When the survey is sample-based, it is necessary to define the sampling strategy and then proceed 

to sample selection. The sample represents a set of statistical units drawn from the population of 

interest. 
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Initially we focused on municipalities in the Langhe and Roero area so as to analyze the impacts of 

climate on wineries and grape varieties. 

31 Piedmont municipalities between Alba and Cuneo: 

Alba 

Baldissero D'Alba 

Barbaresco 

Barolo 

Bossolasco 

Bra 

Caraglio 

Castino 

Dogliani 

La Morra 

Canale 

Castiglione Falletto 

Clavesana 

Costigliole Saluzzo 

Cravanzana 

Guarene 

Mango 

Mombarcaro 

Monforte D'Alba 

Montelupo albese 

Neive 

Piobesi D'Alba 

Santo Stefano Belbo 

Serralunga D'Alba 

Serravalle Langhe 

Canelli 

Castel Boglione 

Coazzolo 

Costigliole D'Asti 

Nizza Monferrato 

San Damiano D'Asti 
 

3.2.8 DATA COLLECTION AND ORGANIZATION OF COLLECTED DATA 

Data collection and organization of collected data are operational steps in which data are collected 

based on choices made regarding the type of study, source of data, and survey technique, and data 

are organized into a format (database, database, dataset) useful for proceeding with statistical 

analysis. 

 

Data were collected for the Langhe and Roero municipalities, for proper and effective statistical 

analysis the data were entered into a matrix: 
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• The rows represent the statistical units, the municipalities in the years 2016, 2017, 2018, 

2019, 2020, 2021. 

• The columns contain the variables. 
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(fig. 12 – Piedmont database with missing data) 

 

Prior to statistical analysis of the data, procedures of: 

review, using manual or automatic techniques in order to highlight the presence of non-response 

(missing or missing data) or errors, with respect to which corrections may be made. 

 

Missing data were estimated in two different ways: 

 

• Method 1: Each missing variable was calculated by averaging the values for that variable for 

that year of municipalities under the same province. 

Example: to estimate the data for Average temperatures in Barbaresco in 2021, the Average 

Temperatures for municipalities in the province of Cuneo in 2021 were averaged. 
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(fig. 13 - Piedmont database with missing data estimated by method 1) 

 

• Method 2: Each missing variable was calculated by averaging the values for that variable for 

that municipality in different years. 

Example: to estimate the data for Average temperature in Bossolasco in 2016 , the Average 

temperature in Bossolasco of the years  2017, 2018, 2019, 2020, 2021 was averaged. 

 

 
(fig. 14 - Piedmont database with missing data estimated by method 2) 

 

With the first method, better estimates are obtained for missing values. 
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3.3 FINAL DATABASE OF PIEDMONT 
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(fig. 15 – Complete Piedmont database) 
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CHAPTER 4  

4.1 STATISTICAL ANALYSIS 

After obtaining a complete database with no missing data, statistical analysis can be carried out, 

which involves processing data samples to discover patterns and trends. 

The method for working out the relationship between a dependent variable (the data you want to 

measure) and an independent variable (the data used to predict the dependent variable) is 

regression. 

 

4.2 REGRESSION PROBLEM 

Machine learning is closely related to pattern recognition and computational learning theory and 

explores the study and construction of algorithms that can learn from a set of data and make 

predictions about it, inductively building a model based on samples.  

Machine learning is employed in those fields of computer science where designing and 

programming explicit algorithms is impractical; possible applications include email filtering to avoid 

spam, detecting intruders in a network or intruders trying to breach data, optical character 

recognition, search engines, and computer vision. 

Machine learning is the core principal behind predictive modeling. 

Predictive modeling is the problem of developing a model using historical data to make a prediction 

about new data whose answer is unknown. 

Predictive modeling can be described as the mathematical problem of approximating a mapping 

function (f) from input variables (X) to output variables (y).  

This is the so-called function approximation problem. 

 

The main goal of machine learning is for a machine to be able to generalize from its experience, that 

is, to be able to perform inductive reasoning.  

In this context, generalization refers to a machine's ability to accurately complete novel examples 

or tasks, which it has never faced, after gaining experience on a training data set. 

 

A training set (or training set) is a set of examples to each of which is associated a response, the 

value of an attribute-objective, i.e., a categorical value, i.e., a class, or a numerical value.  

Such examples are used to train a supervised predictive model (typically a classifier or regressor) 

capable of determining the target-value for new examples.  

A trained model can be evaluated on a new set of examples, the test set, not used in training. 

 

Classificator 

Predictive classification modeling is the task of approximating a mapping function (f) from input 

variables (X) to discrete output variables (y). 

The output variables are often called labels or categories. The mapping function predicts the class 

or category for a given observation. 



40 
 

 

For example, a text e-mail may be classified as belonging to one of two classes: "spam" and "non-

spam." 

 

A classification problem requires examples to be classified into one of two or more classes. 

A classification can have real or discrete input variables. 

A problem with two classes is often called a two-class or binary classification problem. 

A problem with more than two classes is often called a multiclass classification problem. 

A problem in which more than one class is assigned to an example is called a multi-label classification 

problem. 

 

It is common for classification models to predict a continuous value as the probability that a given 

example belongs to each output class. Probabilities can be interpreted as the likelihood or 

confidence that a given example belongs to each class. A predicted probability can be converted to 

a class value by selecting the class label that has the highest probability. 

Regressor  

Predictive regression modeling consists of approximating a mapping function (f) from input 

variables (X) to a continuous output variable (y). 

A continuous output variable is a real value, such as an integer or floating-point value. It often 

involves quantities, such as amounts and sizes. 

 

For example, a house may be predicted to sell for a given dollar value, perhaps in the range of 

100,000 to 200,000. 

 

A regression problem requires the prediction of a quantity. 

A regression can have input variables of real or discrete value. 

A problem with multiple input variables is often called a multivariate regression problem. 

A regression problem in which the input variables are ordered in time is called a time series 

prediction problem. 

Since a predictive regression model predicts a quantity, model skill must be reported as error in such 

predictions. 

 

There are many ways to estimate the skill of a predictive regression model, but perhaps the most 

common are to calculate the root mean square error, abbreviated as RMSE, and the mean absolute 

percentage error, abbreviated as MAPE. 

 

Having 6 years available, it was decided to create 3 different combinations of years to make up the 

training dataset and the test dataset so as to evaluate at a later time which is the best combination. 

• database training: 2016-2017-2018-2019 

database test: 2020-2021 

 

• database training: 2017-2018-2020-2021 

database test: 2016-2019 
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• database training: 2016-2017-2019-2021 

database test: 2018-2020 

 

Training databases are used to train a regressor since all the input values and the output one are 

numerical values. 

As for the output, two were chosen, for each pair of databases (training + testing) one model was 

built that has Average precipitation as output and another that has Total precipitation as output. 

 

The software used for predictive modeling is Orange 3. 

Orange is an open-source toolkit for data visualization, machine learning and data mining.  

It presents a visual programming front-end for rapid, exploratory analysis of qualitative data and 

interactive data visualization. 

Orange's components are called widgets and range from simple data visualization, subset selection 

and preprocessing, to empirical evaluation of learning algorithms and predictive modeling. 

 

4.2.1 APPROACHES 

The first approach evaluated is to use the linear regressor for each database set. 

Linear regression is perhaps one of the best known and most understood algorithms in statistics and 

machine learning. 

Linear regression is a linear model, for example, a model that assumes a linear relationship between 

the input variables (x) and the single output variable (y). More precisely, y can be calculated from a 

linear combination of the input variables (x). 

 

Inputs 

Data: input dataset 

Preprocessor: preprocessing method(s) 

 

Outputs 

Learner: linear regression learning algorithm 

Model: trained model 

Coefficients: linear regression coefficients 

 

The Linear Regression widget (on Orange) constructs a learner/predictor that learns a linear 

function from its input data.  

Linear regression works only on regression tasks. 

https://en.wikipedia.org/wiki/Predictive_modeling


42 
 

 
(fig. 16 – Linear regression widget on Orange) 

 

In the case of a database with a small number of data, the linear regressor may prove not to be the 

best estimator for the model, so we evaluated other approaches such as Random Forest. 

 

Random forest is a supervised machine learning algorithm widely used in classification and 

regression problems. It constructs decision trees on different samples and takes their majority vote 

for classification and the mean in the case of regression. 

One of the most important features of the Random Forest algorithm is that it can handle data sets 

containing continuous variables as in the case of regression and categorical variables as in the case 

of classification. 

 

Inputs 

Data: input data set 

Preprocessor: preprocessing method(s) 

 

Outputs 

Learner: random forest learning algorithm 

Model: trained model 

 

Random forest is a collective learning method used for classification, regression and other tasks. 
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Random Forest constructs a set of decision trees. Each tree is developed from a bootstrap sample 

of the training data. When individual trees are developed, an arbitrary subset of attributes is 

extracted (hence the term "Random"), from which the best attribute is selected for partitioning.  

The final model is based on the majority vote of individually developed trees in the forest. 

 

Random Forest works for both classification and regression tasks. 
 

 

 
(fig. 17 – Random Forest widget on Orange) 

 

Because this type of algorithm works best for the classifier, we also added the neural network to 

the model. 

 

A neural network is an artificial intelligence method that teaches computers to process data in a 

way that is inspired by the human brain. It is a type of machine learning process, called deep 

learning, that uses interconnected nodes or neurons in a layered structure that resembles the 

human brain. It creates an adaptive system that computers use to learn from their mistakes and 

continuously improve. Artificial neural networks thus try to solve complex problems, such as 

summarizing documents or recognizing faces, with greater accuracy. 

The architecture of the neural network is inspired by the human brain. The cells of the human brain, 

neurons, form a complex and highly interconnected network and send electrical signals to each 

other to help humans process information. Similarly, an artificial neural network is made up of 

artificial neurons that work together to solve a problem. Artificial neurons are software modules, 

called nodes, and artificial neural networks are software programs or algorithms that basically use 

computational systems to solve mathematical calculations. 

 

A basic neural network has artificial neurons interconnected on three levels: 
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• Input Level: Information from the outside world enters the neural network from the input 

level. Input nodes process the data, analyze or categorize it, and transfer it to the next layer. 

• Hidden layer: hidden layers take their input from the input layer or other hidden layers. 

Artificial neural networks can have a large number of hidden layers. Each hidden layer 

analyzes the output from the previous layer, processes it further, and transfers it to the next 

layer. 

• Output layer: the output layer returns the final result of all data processing through the 

artificial neural network. It can have one or more nodes. For example, if we have a problem 

with binary classification (yes/no), the output layer will have only one output node, which 

will result in 1 or 0. If, at any rate, we have a multi-class classification problem, the output 

layer might consist of multiple output nodes. 

 

A node follows the pattern of a neuron in the human brain. With neuron-like behavior, nodes 

activate in the presence of sufficient stimuli or input. This activation spreads throughout the 

network, creating a response to the stimuli (output). The connections between these artificial 

neurons act as simple synapses, allowing signals to be transmitted from one to another. The signals 

cross layers as they travel from the first input layer to the last output layer and are processed along 

the way. 

 

When a request or problem is posed to be solved, the neurons perform mathematical calculations 

to figure out if there is enough information to pass to the next neuron, and they read all the data to 

figure out where the strongest relationships exist. 

 

A multilayer perceptron (MLP) algorithm with backpropagation. 

 

Inputs 

Data: input data set 

Preprocessor: preprocessing method(s) 

 

Outputs 

Learner: multilayer perceptron learning algorithm 

Model: trained model 

 

The Neural Network widget uses sklearn's multilayer Perceptron algorithm, which can learn 

nonlinear and linear models. 
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(fig. 18 – Neural Network widget on Orange) 

 

 

At this point we have 3 pairs of databases (training+test) and we used 3 different methods to 

estimate either Average precipitation or Total precipitation. 

To evaluate which model is actually the best, we need to compare them. 

 

Measuring forecast accuracy (or error) is not an easy task as there is no one-size-fits-all indicator. 

The first distinction to be made is the difference between the accuracy of a forecast and its bias: 

 

• Bias represents the historical average error. In practice, will your forecast be, on average, 

too high (i.e., did you exceed the total/average precipitation) or too low (i.e., did you 

underestimate the total/average precipitation)? This gives the overall direction of the error. 

 

• Accuracy measures the deviation between the forecast and the actual value. The precision 

of a forecast gives an idea of the magnitude of the errors, but not their overall direction. 

 

Right now, we choose to focus only on accuracy. 

 

Root Mean Squared Error (RMSE) is defined as the square root of the mean square error. 
 

 
 

In fact, many algorithms (especially for machine learning) rely on the mean square error (MSE), 

which is directly related to the RMSE. 
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Many algorithms use the MSE because it is faster to compute and easier to manipulate than the 

RMSE. But it is not scaled to the original error (since the error is squared), which results in a KPI that 

cannot relate models with different outputs. 

 

For this reason, we will also use the mean absolute percentage error (MAPE), which is one of the 

most widely used KPIs for measuring forecast accuracy. 
 

 
 

 

4.3 MODEL COMPARISON 
 

• Model 1: output average precipitation (ignored total precipitation) 

database training: 2016-2017-2018-2019 

database test: 2020-2021 
 

 
(fig. 19 – output model 1) 

 

MAPE 

Linear Regression: 35,6% 

Neural Network: 41,6% 

Random Forest: 21,2% 
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• Model 2: output average precipitation (ignored total precipitation) 

database training: 2017-2018-2020-2021 

database test anni: 2016-2019 
 

 
(fig. 20 – output model 2) 

 

MAPE 

Linear Regression: 14,7% 

Neural Network: 21,4% 

Random Forest: 34,0% 
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• Model 3: output average precipitation (ignored total precipitation) 

database training: 2016-2017-2029-2021 

database test: 2018-2020 

 

 
(fig. 21 – output model 3) 

 

MAPE 

Linear Regression: 10,7% 

Neural Network: 19,8% 

Random Forest: 15,0% 
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• Model 4: output total precipitation (average precipitation ignored)  

database training: 2016-2017-2018-2019 

database test: 2020-2021 
 

 
(fig. 22 – output model 4) 

 

MAPE 

Linear Regression: 44,5% 

Neural Network: 61,5% 

Random Forest: 40,4% 
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• Model 5: output total precipitation (average precipitation ignored) 

database training: 2017-2018-2020-2021 

database test: 2016-2019 
 

 
(fig. 23 – output model 5) 

 

MAPE 

Linear Regression: 13,7% 

Neural Network: 22,5% 

Random Forest: 18,6% 
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• Model 6: output total precipitation (average precipitation ignored) 

database training: 2016-2017-2029-2021 

database test anni: 2018-2020 

 

 
(fig. 24 – output model 6) 

 

MAPE 

Linear Regression: 10,5% 

Neural Network: 46,3% 

Random Forest: 26,6% 

 

After this analysis it is evident that the model that best estimates the output is model 3. 

 

Looking at MAPE and MSE one realizes how the linear regressor seems to be the best method for 

estimating output despite being the simplest regressor, the reason being that the database is too 

sparse and needs to be expanded to get more correct information. 
 

 

4.4 SHAP ANALYSIS 

Before searching for the actual data to add to the database, it is necessary to understand which 

inputs have the greatest impact on the model and which can be eliminated, so that the data search 

can focus on only the most important ones. 

 

One of the most popular techniques for explaining predictions is SHAP analysis, which stands for 

SHapley Additive ExPlanations. 
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The goal of SHAP is to explain the prediction of an instance x by calculating the contribution of each 

feature to the prediction. The SHAP explanation method calculates Shapley values from coalitional 

game theory. The feature values of a data instance act as players in a coalition. Shapley values tell 

us how to distribute the "payout" (= prediction) equally among features. 

An innovation brought by SHAP is that the Shapley value explanation is represented as an additive 

feature allocation method, a linear model. 
 

SHAP summary graph. 

The summary graph combines the importance of features with the effects of features. Each point 

on the summary graph is a Shapley value for a feature and an instance.  

The position on the y-axis is determined by the feature and on the x-axis by the Shapley value.  

The color represents the value of the feature, from low to high.  

The overlapping points are staggered in the direction of the y-axis to get an idea of the distribution 

of Shapley values for each feature. Features are sorted according to their importance. 

 

On Orange we add Explain Model to Linear Regression, Random Forest and Neural Network and add 

another connection passing data.  

The workflow should look like this: 
 

 
(fig. 25 – workflow on Orange to carry out the SHAP analysis) 

 

Explain Model shows the SHAP summary graph, the widget lists top ranked variables, which means 

they contribute the most to the selected target/output variable. 
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For Linear Regression: 

 
(fig. 26 – output of SHAP analysis for Linear regression) 

 

The highest ranked variable for Linear Regression is Land Hazard Areas P3+P4, which is the variable 

with the highest impact on the forecast.  

The visualization shows the values that have a high impact on the prediction of the selected class 

on the right and those that vote against the selected class on the left. The color of the dots 

represents the value of the attribute (red for higher values and blue for lower values). 

 

The three variables that most impact the model are those related to the landslide hazard of the area 

but there seems to be inconsistency among them. 

It is important to perform SHAP analysis for Random Forest and Neural Network. 
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For Random Forest: 

 
(fig. 27 – output of SHAP analysis for Random forest) 

 

For Neural Network: 

 
(fig. 28 – output of SHAP analysis forNeural network) 
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The highest ranked variable for Random Forest and Neural Network are Maximum daily 

precipitation and Number of rainy days >1mm. 

The analysis for Random Forest model and Neural Network model turn out to be more consistent 

than the Linear Regression model in fact visually we see blue dots on the left and red dots on the 

right, which means high values have a positive correlation with the output while low values have a 

negative correlation. 

 

4.5 DATABASE VENETO 

At this point I know the variables that are most important for the model and I know the ones that 

are redundant; therefore, for the creation of the new database I focus only on the most important 

ones: 

o Altitude m 
o Area km^2 
o Landslide hazard areas - Very high P4 (km^2) 
o Landslide hazard areas - high P3 (km^2) 
o Landslide hazard areas - medium P2 (km^2) 
o Landslide hazard areas - low P1(km^2) 
o Landslide hazard areas - AA (km^2) 
o Landslide hazard areas - P3+P4 (km^2) 
o Hydraulic hazard areas - high P3 (km^2) 
o Hydraulic hazard areas - medium P2 (km^2) 
o Hydraulic hazard areas - low P1 (km^2) 
o Total precipitation (mm) 
o Maximum daily precipitation (mm) 
o Number of rainy days (prec.>=1mm) 
o Average precipitation 
o Average temperature 
o Minimum Temperature °C 
o Maximum temperature °C 
o Average minimum temperature °C 
o Average maximum temperature °C 
o Average minimum humidity (E) -% 
o Average maximum humidity (E) -% 

 

Variables deleted: 

o Ice days (E+M) n. dd 
o Average humidity (E) -% 
o Number of rainy days between 0 and 1mm 

 

For the new database, it is important to choose an area that has some characteristics similar to the 

Langhe but is a different geographical area. For this reason, the Veneto wine area was chosen. 
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The morphology of the production area of the DOCG Conegliano Valdobbiadene Prosecco consists 

of a series of hilly reliefs elongated "cordonata," referred to as a "hogback" system, arranged with 

a north-south direction in the southernmost part and with an east-west in the northern part.  

These hills are separated by a series of valleys traversed by small streams.  

The area to the north rests on the prealpine chain, which acts as a natural barrier to the entry of 

cold currents, while to the south the area enjoys the mild temperatures of the Venice Lagoon, from 

which it is it is only 40 km away.  

The east-west arrangement of the hilly terrain, the steep slope, the consequent south-facing lay of 

the vineyards, allows maximum interception of the sun's rays, creating an ideal area for the 

cultivation of white grapes destined for the Conegliano Valdobbiadene Prosecco.  

 

The soils of the area originated from the uplift of seabed sea and were subsequently modified by 

the action of the glaciers and rivers.  

The soils consist mainly of sandstones and marls, which are alternating with moraine and alluvial 

layers.  

Such a profile favors the constant drainage of water.  

   

The climate of the Conegliano Valdobbiadene area is of a temperate, with well-defined seasons, 

characterized by a nighttime thermal inversion that allows for, in the period of maturation of the 

grapes, marked temperature ranges between night and the day, thanks to the descent down the 

hillsides, of cool air from the foothills of the Alps.  

Frequent rains in the summer period ensure the supply sufficient water for the Glera vine, which is 

sensitive at the same time to both to water stagnation and drought. This particular condition is 

achieved thanks to the steep slope and the low thickness of soil explorable by the roots of the vines.  

 

In the heart of the appellation is a small subzone called Cartizze, of only 106 ha, whose soils have a 

particular slope and southern exposure that creates a sort of natural amphitheater, much 

appreciated in terms of quality and landscape.  

The hilly area of Conegliano Valdobbiadene Prosecco boasts a very ancient tradition linked to the 

cultivation of vines; the first written evidence dates back to the tombstones of Roman settlers. 

 

Through sensors from the Veneto Region, we obtain information from 31 municipalities between 

Belluno and Treviso: 

 

Agordo 

Auronzo di Cadore 

Bassano del Grappa 

Belluno 

Castelfranco Veneto 

Conegliano 

Cortina D'Ampezzo 

Crespano del Grappa 

Domegge di Cadore 

Falcade 
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Farra di Soligo 

Feltre 

Gaiarine 

Lamon 

Maser 

Mogliano Veneto 

Oderzo 

Perarolo di Cadore 

Ponte di Piave 

Roncade 

San Martino d'Alpago 

Santo Stefano di Cadore 

Sospirolo 

Treviso 

Valdobbiadene 

Valle di Cadore 

Vazzola 

Villorba 

Vittorio Veneto 

Volpago del Montello 

Zero Branco 

 

For proper and effective statistical analysis, the data collected for the municipalities in the Veneto 

region were entered into a matrix along with the data previously collected for the Piedmont region. 

- The rows represent the statistical units, the municipalities (Piedmont + Veneto) in the years 2016, 

2017, 2018, 2019, 2020, 2021. 

- The columns contain the variables. 
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CHAPTER 5  

5.1 PUNCTUAL VALUE COMPARISON 

Once I get a single database that has twice as much data as the previous one I build the two models 

that had proven to be the best with the previous database. 

 

• Old Model 3: output average precipitation (total precipitation ignored) 

database training: 2016-2017-2029-2021 

database test: 2018-2020 

• Old MAPE 

Linear Regression: 10,7% 

Neural Network: 19,8% 

Random Forest: 15,0% 

 

• Old Model 5: output total precipitation (average precipitation ignored) 

database training: 2017-2018-2020-2021 

database test: 2016-2019 

• Old MAPE 

Linear Regression: 13,7% 

Neural Network: 22,5% 

Random Forest: 18,6% 

 

New model 3: 

Training database: 
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(fig. 29 – training database (Piedmont + Veneto) of model 3) 

 

Test database: 
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(fig. 30 – test database (Piedmont + Veneto) of model 3) 
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(fig. 31 – widget on Orange of model 3) 

 

New MAPE 

Linear Regression: 25,8% 

Neural Network: 23,1% 

Random Forest: 22,01% 

 

After the increase of data in the database the model is more realistic in fact the linear regressor is 

now the worst estimator compared to neural network and random forest which is consistent with 

the theory that sees the linear regressor as the simplest and least accurate regressor. 
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New Model 5: 

training database: 
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(fig. 32 – training database (Piedmont + Veneto) of model 5) 

 

Test database: 
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(fig. 33 – test database (Piedmont + Veneto) of model 5) 
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(fig. 34 – widget on Orange of model 5) 

 

 

New MAPE 

Linear Regression: 14,5% 

Neural Network: 16,2% 

Random Forest: 14,6% 

 

As with model 3, model 5 also improved after adding data to the database, again the MAPE of the 

linear regressor worsened from before while the other two estimators improved. 

 

With a larger database, Model 5 turns out to be better than Model 3 in fact the output Total 

Precipitation turns out to be the most easily estimated output. 

Although the linear regressor still seems to be the best method, the values obtained from the 3 

methods (linear regressor, neural network and from the random forest) are very similar to each 

other, leading us to believe that the model works quite well for the small amount of data it handles. 
 

5.2 COMPARISON OF ACCURACY INTERVAL 

The main shortcoming of point estimators is that they generally provide the true value of the output 

with (virtually) zero probability. 

If we want to get a true assessment of the prediction procedure, it would be better to replace the 

accuracy of the point prediction with an accuracy per interval in order to understand whether the 

model can predict a value at least close to the true value. 

Accuracy is defined in terms of the ability of the interval to contain or not contain the true value of 

the output. 
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A range of +/- 2 mm was created for model 3, which has average precipitation as its output; while 

for model 5, which has total precipitation as output, a range of +/- 250 mm was used. 
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(fig. 35 - Accuracy comparison of precipitation intervals between model 5 and 3) 

 

In green there are the predicted values that fall within the range and in red there are the predicted 

values that fall outside the range. 

 

Model 3 is confirmed to be the best model for estimating precipitation. 

From the analysis of accuracy per interval it is evident that the linear regressor is the worst estimator 

this is a symptom of the goodness of the model since with a larger database the simplest estimator 

becomes the worst.  

The random forest turns out to be slightly better than the neural network getting to estimate the 

with an accuracy of 78% on 100 data. 

The accuracy is expected that by increasing the database further the regressor will estimate with 

increasing accuracy. 
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CONCLUSION 

This research aimed to identify a correlation between variables such as temperature and humidity 

and the amount of rain that fell in a given area in a year, with the goal of predicting future rainfall. 

Based on a preliminary statistical analysis of data from the wine growing area of Langhe Piedmont 

and Conigliano Valdobbiadene Veneto, it can be concluded that it is possible to predict with an 

accuracy of about 80% a prediction range(mm) in which to find the total precipitation value. 

The results indicate that by increasing the data the accuracy of the estimators improves. 

One of the main issues to be faced when trying to expand the database is the fact that in the 

databases of the different regions the data for the input variables, needed to create the model, are 

aggregated differently. For the construction of the final database, the input data were chosen after 

a careful SHAP analysis and once the hierarchical importance of the data was decided, they were 

scouted in the regional databases and uniformed. 

 

Another important limitation of this study is the fact that the sensors collecting information 

regarding precipitation, temperature, humidity... are different from each other and could have 

different sensitivities and calibrations. 

To solve this problem, the data were subjected to a regularity analysis and a correlation analysis 

between the indicators. 

 

Despite limitations due to having to work with data provided by third parties the study yielded 

encouraging results, so it is planned to expand the thesis work by adding a second part. 

Future steps include: 

• The creation of a new database containing the main financial performance indicators 

(revenues, EBITDA...) of wineries in the municipalities analyzed in this thesis. 

• Comparing financial performance with the hydrogeological conditions of the area in a given 

period and seeing if there is a correlation. 

 

The ultimate goal is to raise awareness among small and medium-sized enterprises about the 

importance of forecasting and preventing natural disaster risks that could lead to business 

interruption, in fact in addition to direct damage, disasters also produce indirect damage due to 

interrupted activity and lost development. 

 

Paradoxically, despite the fact that Italy is one of the countries most prone to hydrogeological 

disruption (landslides and floods) in Europe, it is also one of the countries with a worrying situation 

of under-insurance of its enterprises. In fact, Italy stands out for ex-post natural disaster damage 

management, relying almost exclusively on state intervention during reconstruction.  

But due to climate change weather phenomena leading to natural disasters will be increasingly 

frequent and violent, and it is necessary to create more awareness and insurance education in the 

citizenry. 
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Arisk but more broadly, risk management aims to predict what risks a small to medium-sized 

business might face and creates resilience plans to avoid business failure by determining whether it 

is convenient to mitigate or transfer risk. Risk management creates value for one's business. 
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