
Shape formation in active liquid crystals by topological

defects

M2 internship report

Camille Thibault

June 25, 2022

Contents

1 Introduction 1

2 Theory 2
2.1 Conventions and writing of the free energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Lagrangian equations and Hamiltonian for axisymmetric membranes . . . . . . . . . . . . . . 5
2.3 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.4 Linear approximation. Small deviations from a flat geometry . . . . . . . . . . . . . . . . . . 6

3 Results 7
3.1 Normal forces balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Equilibrium solutions for small perturbations of a flat geometry . . . . . . . . . . . . . . . . . 8

3.2.1 Particular case λ = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2.2 General case λ ̸= 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2.3 Phase diagram and equilibrium solutions . . . . . . . . . . . . . . . . . . . . . . . . . 9

3.3 Nonlinear solutions : comparison with numerical simulations . . . . . . . . . . . . . . . . . . 11
3.3.1 Study of the profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

4 Methods 13
4.1 Description of the Mathematica code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2 Description of the Python code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

5 Conclusion 14

1 Introduction

A biological system is considered to be an example of an active material because it is composed of units that
use chemical energy to sustain, for instance, their own motion [1]. The interactions between these units can
give rise to large-scale behavior with no counterpart in passive systems. In particular, a fluid composed of
activity-driven polar units can give rise to unusual phenomena such as long-range orientational order in two
dimensions, active turbulence at low Reynolds numbers or self-propelled topological defects [2].

Topological defects are often defined as the zeros of an order parameter or in other words as domains in
space where the orientation of the units is ill-defined. These topological defects are crucial in morphogenetic
processes, and they have been shown to be underlying a broad range of biological functions, such as cell
extrusion [3] or Fig. 1, collective cell dynamics [4] or even protrusion formation such as in the now famous
example of the Hydra [5], and shown in Figs. 2 for Hydra and 3 for precursor-muscle cells. However, the
mechanistic linkage between these biological processes and topological defects remains poorly understood.

1



A. Nematic order in

an epithelial tissue

B. Apparition of a

topological defect

C. Death of a cell at the defect location

Figure 1: Death of a cell due to the presence
of a topological defect (source : B. Ladoux
(2017))
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Figure 2: Schematic of the nematic actin
fibre organization with topological defects
in a mature Hydra. ([5]).
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Figure 3: Scheme of the time evolution of cellular nematic architectures from two to three dimensions ([6]).
The flows and stress fields are indicated in red and black arrows as indicated in the legend.

Since the seminal work by W. Helfrich and O-Y Zhong-Can [7], who derived the equilibrium and stability
conditions of thin layers with surface tension, bending rigidity and volumetric pressure, other authors studied
generalisations of this problem, such as [8, 9, 10]. The formation of shapes by topological defects on a surface
was first studied in 2008 by R. Frank and M. Kardar [9] for the passive case and recently, extended to an
active case by others in for instance [11, 10]. However, recent works by G. Napoli and L. Vergori [12] showed
that extrinsic curvature-order couplings, which were not considered in [9, 10], can qualitatively modify the
equilibrium behavior of a surface with nematic order. Consequently, there is a need to revisit the problem
of shape formation by topological defects at equilibrium and better understand the influence of extrinsic
curvature-order couplings.

In this work, we aim at deriving a system of equations solving the equilibrium shape of a thin layer with one
topological defect at its center. This work extends [9] by considering the effects of extrinsic curvature-order
couplings on the equilibrium problem. We will show that a shape protrusion can emerge as an energy-
minimisation process without external forces due to the interplay between surface tension, bending rigidity
and orientational order alone. Next, we will express the free-energy for an axisymmetric geometry with an
integer topological defect at the center. From the expression of the free-energy and using a linear approxi-
mation, we will write the corresponding Lagrangian equations and deduce from them the Hamiltonian and
boundary condition for a free-interface. Next, we will retrieve the balance of the normal forces that extents
the calculation of [7] for axisymmetric geometries with nematic order and a topological defect. Then, we
will study solutions of the system in both the linear and the nonlinear regimes and compare the solutions
found in both regimes. Finally, we will investigate the profiles of equilibrium solutions for different sets of
parameters and summarise our results in a phase diagram.

2 Theory

In this section, we introduce the free-energy for a thin sheet with components exhibiting nematic liquid-
crystal order, called membrane from now on, and we derive its expression for an axisymmetric geometry with
an integer topological defect at the axis of revolution in the subsection 2.1. In section 2.2, we derive the
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corresponding Lagrangian equations using variational approaches. In section 2.3, we present the boundary
conditions used in the present study, and in section 2.4, we linearise the equations with respect to a flat
geometry with an integer topological defects at its center to small perturbations.

2.1 Conventions and writing of the free energy

We consider that the free energy of our membrane is:

F =

∫
A

{
kc
2

H 2 +
K0

2
(∂αnβ)

2 + λ

}
da, (1)

where the first term corresponds to the bending energy with bending rigidity kc and mean curvature H ,
the second to the Frank free energy with elastic constant K0 and director field n and the third to the surface
tension with elastic constant λ.

Since the seminal work by W. Helfrich and O-Y Zhong-Can [7], who derived the equilibrium and stability
conditions of thin layers with surface tension, bending rigidity and volumetric pressure, other authors studied
generalisations of this problem with varying degrees of complexity. For instance, in I.Dérenyi etal [8], the
authors included the effects of an external point-like normal force applied to the membrane, and found the
formation of tube-like shapes above a threshold. J.R. Frank and M. Kardar [9] were the first to study the
effects of topological defects in nematic liquid-crystal order by including intrinsic curvature-order couplings,
and found dome-like shapes near integer topological defects. Recent works by LA. Hoffmann, etal [10]
extended these ideas to active membranes with intrinsic curvature-nematic order couplings and characterised
numerically the dynamics of this problem, finding a range of dynamical phenomena, such as spontaneous
emergence of tubes or signatures of a pearl-like instability. Unlike previous works, Eq. (1) includes both
extrinsic and intrinsic curvature-order couplings. The latter were, first, found to modify qualitatively the
equilibrium physics of membranes with nematic order in G. Napoli and L. Vergori [12]. Below, we detail the
main differences with respect to J.R. Frank and M. Kardar work.

Next, we explicit the derivation of the free-energy for axisymmetric geometries with an integer defect.
For this geometries, the position of a membrane element can be parametrized by the position vector r :

r =
(
r(s) cos(θ), r(s) sin(θ), z(s)

)
(2)

with s being the arc-length and θ the azimuthal angle in cylindrical coordinates, see Fig. 4 for an schematic.
We enforce the constraint that the norm of the tangent vector ∂sr has to be equal to 1. Allowing us to set
∂sr = cos(ψ(s)) and ∂sz = − sin(ψ(s)) where ψ(s) corresponds by convention to minus the angle of the
tangent vector of the generatrix in the cartesian plane defined by the radial and axial vectors, as described
in Fig; 4

θ

r

z

t

ψ

tangent vector
membrane surface

Figure 4: Schematic of the parametrization of a surface of an axisymmetric membrane. The coordinates r, θ
and z corresponds to cilindrical coordinates. t corresponds to the tangent of the generatrix, and ψ is minus
the angle of the tangent in the z − r plane.

The partial derivatives of r :{
∂sr = (r′(s) cos(θ), r′(s) sin(θ), z′(s))
∂θr = r(s)(− sin(θ), cos(θ), 0),

(3)

define an orthogonal base for the tangent plane, which can be normalised by taking es = ∂sr and eθ = ∂θr
r(s) .

The normal unit vector to the tangent plane is :

N̂ = (−z′(s) cos θ,−z′(s) sin θ, r′(s)). (4)
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For axisymmetric geometries, the metric tensor defined as gαβ = ∂αr · ∂βr takes the expression :

g =

[
1 0
0 r2

]
(5)

and the curvature tensor, defined as Cαβ = −∂αβr · N̂, takes the form:

Cβ
α = Cαγg

γβ =

[
ψ′ 0
0 −z′r

]
. (6)

The inverse of the metric tensor is g−1 = gαβ .
These tensors allow us to determine the element of area as well as the mean and the gaussian curvatures

as : 
da = |det(gαβ)|dsdθ = rdsdθ

H = − 1
2C

γ
γ = c1 + c2 = − 1

2

(
ψ′ − z′

r

)
K = det(Cβ

α) = c1.c2 = −ψ′ z′

r

(7)

with the principal curvatures c1 = ψ′ and c2 = − z′

r .

Finally we can compute the director gradient tensor ∂αnβ :

∂αnβ = = (ês∂s +
ês
r
∂θ)⊗ (cos(ξ)ês + sin(ξ)êθ)

= cos(ξ)ês ⊗ ∂sês + sin(ξ)ês ⊗ ∂sêθ +
cos(ξ)

r
êθ ⊗ ∂θ ês +

sin(ξ)

r
êθ ⊗ ∂θ êθ

= −ψ′ cos(ξ)ês ⊗ N̂ +
cos(ξ)r′

r
êθ ⊗ êθ +

sin(ξ)z′

r
êθ ⊗ N̂ − sin(ξ)r′

r
êθ ⊗ ês, (8)

where we used the relations ∂sês = −ψ′N̂, ∂θ ês = r′êθ, ∂sêθ = 0, and ∂θ êθ = z′N̂− r′ês. Therefore, up to
a scaling factor, the Frank free-energy is :

(∂αnβ)
2 = (ψ′ cos(ξ))2 +

(cos(ξ)r′
r

)2
+
( sin(ξ)z′

r

)2
+
( sin(ξ)r′

r

)2
= (ψ′ cos(ξ))2 +

(r′
r

)2
+
( sin(ξ)z′

r

)2
(9)

The difference between J.R. Frank and M. Kardar [9] and ours is that here we consider both the extrinsic
curvature terms (corresponding to the normal contributions in Eq. (8)) and the intrinsic curvature terms
(corresponding to the rest of the terms in Eq. (8)). In consequence, we found that the Frank free-energy has

two more terms as compared to J.R. Frank and M. Kardar, (2008) [9], where the only the term
(r′
r

)2
in

Eq. (9) is considered. These new terms have been found to modify qualitatively the equilibrium behavior of
membrane with nematic order in other contexts, in for instance G. Napoli and L. Vergori [12]. In our case,
these new terms admit a simple physical interpretation since they can be expressed as a quadratic coupling
between the extrinsic curvature tensor C and the nematic order that is represented by the director field n
(i.e. ∝ (nγC

γ
α)

2).
Finally, the expression of the free-energy in this particular configuration is :

F =

∫
(

[
kc
2

(
ψ′ − z′

r

)2

+
K0

2

((
ψ′ cos(ξ)

)2
+
(z′
r
sin(ξ)

)2
+
(r′
r

)2)
+ λ

]
r

+ γ
(
r′ − cos(ψ)

)
+ η
(
z′ + sin(ψ)

)
)ds (10)

where the two last terms enforce the constraints of our parametrization (i.e. r′ = cos(ψ) and z′ = − sin(ψ))
with Lagrange multipliers γ and η.
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2.2 Lagrangian equations and Hamiltonian for axisymmetric membranes

Using vairational approaches, one can reduce the search for equilibrium solutions of the free-energy (10) to
finding solutions for the fields ψ(s), z(s) and r(s) that satisfy a set of nonlinear differential equation called
Lagrangian equations. The variation of a free-energy F with respect to the previous fields reads:

δF =

∫ S2

S1

ds

{[
∂L

∂ψ
− d

ds

∂L

∂ψ′

]
δψ +

[
∂L

∂r
− d

ds

∂L

∂r′

]
δr +

[
∂L

∂z
− d

ds

∂L

∂z′

]
δz +

∂L

∂γ
δγ +

∂L

∂η
δη

}

−

[
Hδs

]S2

S1

+

[
∂L

∂ψ′ δψ

]S2

S1

+

[
∂L

∂r′
δr

]S2

S1

+

[
∂L

∂z′
δz

]S2

S1

= 0 (11)

where L(ψ,ψ′, r, r′, z, z′) is the Lagrangian and H is the Hamiltonian. The latter, in our case, reads:

L =

[
kc
2

(
ψ′ − z′

r

)2

+
K0

2

((
ψ′ cos(ξ)

)2
+
(z′
r
sin(ξ)

)2
+
(r′
r

)2)
+ λ

]
r + γ

(
r′ − cos(ψ)

)
+ η
(
z′ + sin(ψ)

)
(12)

which depends explicitly on the fields r, z and ψ and their first derivatives, and the Lagrange multipliers γ
and η. Being X a general field, the Lagrangian equation and boundary conditions associated to variations
of this field are:

In bulk: ∂L
∂X − d

ds

(
∂L
∂X′

)
= 0 (13)

At boundaries: ∂L
∂X′ = 0 (14)

Below, we detail the expressions of these terms for each of the fields in (12):

∂L

∂ψ
= γ sin(ψ) + η cos(ψ) (15)

∂L

∂ψ′ =
[
kc

(
ψ′ − z′

r

)
+K0ψ

′ cos2(ξ)
]
r (16)

∂L

∂r
=
kc
2

(
ψ′2 −

(
z′

r

)2 )
+
K0

2

[(
ψ′ cos(ξ)

)2
−
(z′
r
sin(ξ)

)2
−
(r′
r

)2]
+ λ (17)

∂L

∂r′
= K0

r′

r
+ γ (18)

∂L

∂z
= 0 (19)

∂L

∂z′
=

[
kc

(
ψ′ − z′

r

)(
− 1

r

)
+K0

(z′ sin(ξ)
r

)( sin(ξ)
r

)]
r + η (20)

From these expressions, one can obtain the Lagrangian equations and the expression for boundary conditions
(13) and (14). Below, we will derive their explicit expressions in a linear regime.

Because the Lagrangian (12) does not depend explicitly on the arc-length s, the Hamiltonian :

H = −L + ψ′ ∂L

∂ψ′ + r′
∂L

∂r′
+ z′

∂L

∂z′
(21)

corresponds to a constant (i.e. dH
ds = 0). The expression of the Hamiltonian for our particular case is:

H = r

(
kc
2
(ψ′2 −

(
z′

r

)2

) +
K0

2

[
(ψ′ cos(ξ))2 + (

z′

r
sin(ξ))2 + (

r′

r
)2
]
− λ

)
+ γ cos(ψ)− η sin(ψ). (22)

When the Frank free-energy vanishes (K0 = 0), Eq. (22) matches exactly the result obtained in [13].

2.3 Boundary conditions

In this work, we will focus on the study of equilibrium shapes for a specific set of boundary conditions.
Specifically, we consider that the radial position of the interfaces are fixed, such that r(s = 0) = 0 and
r(s = L) = R, where L is the total length of the generatrix. Besides, we will minimise the total free-energy
with respect to variations in the axial coordinate δz and the total length of the generatrix δS. The former
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condition implies that ∂L/∂z′ given by Eq. (20) vanishes at the interfaces, and the latter conditions implies
that the Hamiltonian given by Eq. (22) vanishes along the generatrix.

The interpretation of the other boundary conditions related to variations of the angle ψ are unclear near
the defect center at r = 0, because as it will be illustrated below with some example, in this type of problems
one can expect logarithmic divergences at the defect center and in our case, we found these type of divergences
for the angle ψ. For this reason, we explicit the last boundary conditions for each specific analysis below, see
Sections 3.2.1 and 3.2.2.

2.4 Linear approximation. Small deviations from a flat geometry

Here, we explain the derivation of the equilibrium equations in the limit of small deviations with respect to
a flat configuration. In this limit, we consider that the angle ψ ≪ 1 and that ψ′ ≪ 1 and use the following
approximations:

z′ = − sin(ψ) ≈ −ψ → z′′ = −ψ′ cos(ψ) ≈ −ψ′ (23)

r′ = cos(ψ) ≈ 1 → r′′ = −ψ′ sin(ψ) ∼ 0 (24)

Note that the previous equation r′ ≈ 1 shows that the arc-length parametrisation s and the radial coordinate
r are equivalent when considering small perturbations around a flat configurations. Consequently, from now
on we will consider r as the parametrisation variable.

Under these approximation, we can express Eqs. (15)-(20) as:

∂L

∂ψ
= γψ + η (25)

∂L

∂ψ′ = kc

(
rψ′ + ψ

)
+K0rψ

′ cos2(ξ) (26)

∂L

∂r
= −K0

2r2
+ λ (27)

∂L

∂r′
=
K0

r
+ γ (28)

∂L

∂z
= 0 (29)

∂L

∂z′
= −kc

(
ψ′ +

ψ

r

)
−K0

(ψ sin(ξ)2

r

)
+ η (30)

which allow us to construct the linearized Lagrangian equations:

∂L

∂z
− d

ds

∂L

∂z′
= 0 → ∂L

∂z′
= const = η0 (31)

∂L

∂r
− d

ds

∂L

∂r′
=
K0

2r2
+ λ− γ′ = 0 (32)

∂L

∂ψ
− d

ds

∂L

∂ψ′ = γψ + η −
[(
kc
(
rψ′′ + 2ψ′)+K0(rψ

′′ + ψ′) cos2(ξ)
)]

= 0. (33)

From equations 31 and 32, one can deduce the expressions for γ and η :

η = η0 + kc

(
ψ′ +

ψ

r

)
+K0

(ψ sin(ξ)2

r

)
(34)

γ = γ0 + λr − K0

2r
(35)

where η0 and γ0 are integration constants that are set by boundary conditions. Combining these equations
with Eq. (33), one obtains a second order differential equation for the angle ψ:

η0 + ψ

(
λr − K0

2r
+
kc
r

+
K0 sin(ξ)

2

r
+ γ0

)
−
(
kc +K0 cos

2(ξ)
)(
rψ′′ + ψ′) = 0 (36)

The linearization of the Hamiltonian (22) takes the form:

H ≈ γ0 − η0ψ. (37)
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The boundary conditions discussed in Section 2.3 enforce the following constraints:

∂L

∂z′

∣∣∣
s=0,L

= 0 → η0 = 0 (38)

H = 0 → γ0 = 0 (39)

(40)

which leads to a further simplified expression (36)

ψ

(
λr − K0

2r
+
kc
r

+
K0 sin(ξ)

2

r

)
−
(
kc +K0 cos

2(ξ)
)(
rψ′′ + ψ′) = 0 (41)

This is the differential equation that we solved in Section 3.2. The boundary conditions for the angle ψ will
be specified in the same section.

3 Results

In this section, we will summarise the main results obtained during the internship. In Section 3.1, we will
derive normal forces balance in the presence of extrinsic curvature-order couplings. In Section 3.2, we use
the linearised Lagrangian equations with respect to a flat configuration that were derived in Section 2.4 and
analyse the conditions of existence for several families of equilibrium solution branches. Finally, in Section
3.3, we explore the nonlinear regime by numerically solving the nonlinear Lagrangian equations that were
presented in Section 2.2, and compare the results with the solutions found in the linear regime.

3.1 Normal forces balance

In the seminal work by W. Helfrich and O-Y Zhong-Can [7], the authors derived the exact normal force
balance for a thin surface with tension, bending rigidity, and pressure gradients across the surface. This
provides a necessary condition for the existence of equilibrium solutions and allows to gain insights on the
mechanics of nonlinear membranes. Here, we aimed to generalise their work by including the effects of
extrinsic and intrinsic curvature-order coupling through the Frank free-energy in Eq. 1.

For this analysis, we use the linear approximation described in Section 2.4. By differentiating Eq. (41)
with respect to s and subsequently diving by r, one obtains:

0 = λ
(
ψ′ +

ψ

r

)
+

1

r2

(
kc +K0 sin

2(ξ)− K0

2

)(
ψ′ − ψ

r

)
−
(
kc +K0 cos

2(ξ)
)(
ψ′′′ +

2ψ′′

r

)
(42)

= λ
(
ψ′ +

ψ

r

)
− kc

[
ψ′′′ +

2ψ′′

r
− ψ′

r2
+
ψ

r3

]
+K0

[( sin2(ξ)− 1
2

r2
)(
ψ′ − ψ

r

)
− cos2(ξ)

(
ψ′′′ +

2ψ′′

r

)]
(43)

Note that the term proportional to λ can be expressed in the form of a Laplace force as :

λ(ψ′ +
ψ

r
) = −2λH (44)

where the mean curvature H is given by Eq. (7). This suggests that the other terms in Eq. (43) correspond
to the contributions to normal force balance due to bending energy and the Frank free-energy gradients.
Equation (43) can be further simplified by applying the Laplace-Beltrami operator to the mean curvature.
This operator is defined as :

∆ =

(
1
√
g
∂i

(
gij

√
g∂j

)
(45)

where g = det(gij) and the metric tensor is given by Eq. (7). In our particular case, Laplace-Beltrami
operator takes the form

∆ =
1

r

[
∂s(r∂s) + ∂θ

(1
r
∂θ

)]
=

1

r
∂r

[
r∂r

]
, (46)

and applied to the mean curvature H reads:

∆H =
1

r
∂r

(
r∂r

(
− 1

2

(
ψ′ +

ψ

r

)))
= − 1

2r
∂r

[
ψ′′r + ψ′ − ψ

r

]
= −1

2

[
ψ′′′ +

2ψ′′

r
− ψ′

r2
+
ψ

r3

]
(47)
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These results (44) and (47) allows us to rewrite Eq. (43) as :

0 = −2λH + 2kc∆H +K0

[( sin2(ξ)− 1
2

r2

)(
ψ′ − ψ

r

)
− cos2(ξ)

(
ψ′′′ +

2ψ′′

r

)]
(48)

By comparison to the work of W. Helfrich and O-Y Zhong-Can [7], we identify Eq. (48) as the normal force
balance. All the terms in Eq. (48) can be understood easily : the first one is the Laplace force, the second
one is the force due to the gradients in bending energy, and the last one is the normal force due to the
liquid crystal component. This equation is one of the main results of our work, since it extents the results of
previous studies to a general case where both extrinsic and intrinsic curvature-order couplings are considered.
This result shows that extrinsic curvature-order couplings, often neglected in previous works, can modify the
equilibrium conditions of axisymmetric membranes with nematic order.

3.2 Equilibrium solutions for small perturbations of a flat geometry

The main goal of our project is to identify the families of equilibrium shapes induced by the presence of
an integer topological defect on a membrane. In the linear regime that was described in Section 2.4, this
corresponds to finding the relations between ψ and z as a function of r. To do so, we have to solve the
equilibrium equation (41) with a set of boundary conditions for the angle ψ. We consider that at the outer
interface, when r = R being R the radius of the membrane, the angle obeys

∂L

∂ψ′

∣∣∣
r=R

=
[
kc

(
ψ′ +

ψ

r

)
+K0ψ

′ cos2(ξ)
]
r
∣∣∣
r=R

= 0 (49)

Below, we will discuss in more detail the boundary condition at the center r = 0.
Setting the units so that λ = kc = 1, the equilibrium shapes only depend on three dimensionless parame-

ters: (K0/kc, λR
2/kc, ξ). Unless stated otherwise, we will set from now on ξ = 0. The second parameter will

give the maximal value of the radius that will be used to derive z(r). The detailed analytical method that
we used for this analysis is explained in Section 4.1

3.2.1 Particular case λ = 0

Lets first address the problem in a simpler situation, when the tension can be neglected, ie. when λ = 0. In
this case, the general solution is :

ψ(r) = c1 cos[β log(r)] + c2 sin[β log(r)] (50)

with β =
√
(
K0 − 2kc
2K0 + 2kc

). When K0 > 2kc, note that the two particular solutions are discontinuous at r = 0.

This shows that our theory can not describe the physics near the center of the defect. To gain further insights,
one can redefine the integrating constant c2 as a phase or as a scaling factor r0 :

ψ(r) = c1 cos[β log(r) + ϕ0] = c1 cos[β log(
r

r0
)] (51)

Now, instead of a physically meaningless integration constant c2, we can deal with a lengthscale r0 that can
be interpreted. This lengthscale defines a threshold of the radius below which the theory breaks, because the
angle ψ is oscillating with a diverging argument. To resolve this ill-defined region r < r0, one would need a
theory that accounts for the physics of the core of topological defects, which is much more complicated. In
practice, the scale r0 is set by the microscopic scale of the specific experimental setting. This issue has been
discussed in other contexts by P. G. de Gennes and J. Prost [14].

One may also redefine the constants c1 and c2, so that the solution ψ(r) reads instead :

ψ(r) = cos[β log(r)] + c2 sin[β log(r)] (52)

Henceforth, for a fix value of c2, we will use this expression of the angle in order to link it with the general
linear solution. Below, we will show that our results do not depend qualitatively on the specific choice for
c2, unless stated otherwise the value of c2 = −20.
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3.2.2 General case λ ̸= 0

For the general case, the general solution in the linear regime is :

ψ(r) = c1ℜ [f(r)] + c2ℑ [f(r)] . (53)

where

f(r) = BesselI

( √
2kc + 2−K0 cos(2ξ)√
2kc +K0 +K0 cos(2ξ)

;

√
2λr√

2kc +K0 +K0 cos(2ξ)

)
/norm (54)

norm =
2
− 1

2

√
2kc−K0

2Kc+2K0

(√
λ

2kc+2K0

)√
2kc−K0)√
2kc+2K0

Γ
( √

2kc−K0√
2kc+2K0+

+ 1
) (55)

where c2 is defined such that the Eq. (53) with c1 = 1 matches the solution (52) in the limit λ = 0.
In order to work with a simpler set of parameters, we define the dimensionless parameters K0/kc and

λR2/kc. After fixing the system-dependent parameters ξ to 0, λ and kc to 1 we still need to find R. Thanks
to the boundary condition 49 and depending on the value of K0, we find different values of R that satisfy
the boundary condition, corresponding to different equilibrium solutions. We denote the set of radius R that
lead to solutions compatible with the boundary conditions (49) as Rmax. These different types of solution
allow us to build a phase diagram that we will now elaborate further.

3.2.3 Phase diagram and equilibrium solutions

When K0/kc < 2, there is no value of the radius that satisfy the boundary conditions, and therefore,
the system will necessarily be in the flat configuration. For values of K0/kc > 2, things are getting more
complicated and there is an infinity of solutions with values of Rmax closer and closer to 0, as it was predicted
in the simple case where λ = 0 in Eq. 52. The oscillating divergences at r = 0 is recovered in the case when
λ ̸= 0. Since too small values of the radius Rmax may not be relevant in most experimental cases, we will
focus on solutions with large values of the radius, (i.e. λRmax/kc > 0.01).

Beyond this expected result and for values of K0/kc close to the threshold, we found that two new
branches appear, Fig. 5, that we will call the “red” branch, closer to 0, and the “green” branch, going to
infinity. These two branches emerge at K0/kc = 2.0 but due to numerical limitations, we were not able
to investigate their onset. However, we may observe that the green branch reaches an asymptotic value of
K0/kc ≈ 2.0334330500822137 and that the red branch is extended above this asymptote into a “blue” branch,
as it can be seen in the inset of Fig. 5.

0.010 0.030

2.01

2.05

5 10 15 20

2.01

2.02

2.03

2.04

2.05

Figure 5: The phase diagram for K0/kc be-
tween 0 and 2.05. As an inset, see that the
red branch extends into the blue branch.
The points that are marked in circles and
the black line will be studied in the nonlin-
ear regime.

5000 10000 15000 20000

1000

2000

3000

4000

Figure 6: The phase diagram for K0/kc be-
tween 2.5 and 4000.

For larger values of K0/kc, we observe that two new branches of solutions appear at K0/kc ≈ 500, a
“pink” one, closer to 0, and a “purple” one for that extents towards infinity, Fig. 6. Remarkably, there is
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a region of K0/kc where only one (if we don’t consider the infinity of branches that exist around 0) branch
remains, the “blue” one. In Figure 13, we show that the structure of the phase diagram does not change
qualitatively when the value of c2 in Eq. (53) changes over a broad range of values.

5000 10000 15000 20000

1000

2000

3000

4000

Figure 7: Phase diagrams for K0/kc between 2.5 and 4000, when c2 varies from −30,−25,−20,−10, 10, and
20.

Identifying sets of parameters (K0/kc, λR
2
max/kc) that satisfy the boundary condition (49) define a set of

equilibrium solutions that form branches and can be explicited in a phase diagram is an interesting results.
Next, let’s gain further insights on the geometrical properties of these equilibrium solutions. In Figure (5),

we explicit and describe several profiles of solutions for varying values of the parameters (K0/kc, λR
2
max/kc)

that are on a branch of the corresponding colour in Figs. 5 and 6. Notice that we distinguish two different
situations for the blue branch (i.e. values of K0/kc close and far from the threshold), in order to show its
deformation as K0/kc increases.
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r

-4

-3
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Za) 0.2 0.4 0.6 0.8 1.0
r

-1.5

-1.0

-0.5

Zb) 0.2 0.4 0.6 0.8 1.0

-15

-10

-5

Z rc)

0.2 0.4 0.6 0.8 1.0
r

-

--

-15

-10

-5

Zd) 0.2 0.4 0.6 0.8 1.0
r

-15

-10

-5

Ze) 0.2 0.4 0.6 0.8 1.0
r

-15

-10

-5

Zf)

Figure 8: Profile of the solutions for different value of K0/kc : a) between [2.01, 2.02] with a step of 0.002,
b) between [2.01, 2.02] with a step of 0.002, c) between [3, 11] with a step of 2, d) between [510, 710] with
a step of 40, e) between [510, 710] with a step of 40, f) between [510, 710] with a step of 40. The radial
coordinate r was scaled by Rmax.

We found that some of the profiles are more convex (the blue, pink and purple ones) and some of them
are more concave (the red and green ones, even if the green one is more arched). In order to have a better
idea of what looks like each profile for each branch and to compare them, we can superpose them as shown in
Figure (9). We see that the solutions corresponding to smaller values ofK0/kc are closer to a flat configuration
than the other ones. By comparing the blue, pink and purple branches, we see that they tend to be more
and more similar.
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0.2 0.4 0.6 0.8 1.0
r

5

10

15

Z

Figure 9: Superposition of all the solutions from the 5 different types of solutions shown in figure (5). As it
was shown in figure 5, the red branch extends into the blue branch.

3.3 Nonlinear solutions : comparison with numerical simulations

Until now, we studied analytical solutions of the linearized problem. We identified parameter regimes for
different equilibrium solutions, all of them with energies lower than the flat solution one. To investigate
further the selection of equilibrium solution, we next relax the linear approximation and explore regimes with
nonlinear shape deformations.

Henceforth, we will analyse minimal nonlinear surfaces that are fixed at r = 0 and r = Rmax, with
the same choices for the boundary conditions as in Section 3.2 (i.e. δψ ̸= 0, δr = 0 and δz ̸= 0, meaning
∂L/∂ψ′ = ∂L/∂z′ = 0 at r(s1) = 0 and r(s2) = Rmax, see Section 2.2). To achieve this goal, we solve
numerically the Lagrangian equations in the general case, and compute the energy associated with the
nonlinear solutions (ψ(s), r(s), z(s)) that have been found. The detailed numerical method that we use is
expanded in Section 4.2.

3.3.1 Study of the profiles

We focused the next analysis to regions with small values of K0/kc. First, we computed the nonlinear
solutions for a couple of parameter sets (K0/kc, λR

2
max/kc) that sits exactly on the branches of the linear

solutions, see Fig. 5. In Figs. 10, we found that for the red branch, the linear and nonlinear solutions are in
good agreement. This suggests that for values of (K0/kc, λR

2
max/kc) that is exactly on the red branch, the

optimal shape is the one that is predicted by the linear analysis. In Figs. 11, we found that for the green
branch, however, the numerical shape that minimises the energy does not corresponds to the shape of the
linear analysis. This suggests that either the linear approximation is inaccurate or that the green branch
from Fig. 5 is not an global minimal solution, but rather the red one is.
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0.02 0.04 0.06 0.08 0.10 0.12

r

-0.5

-0.6

-0.4

-0.3
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Z

linear solution
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Figure 10: Comparison between the linear
and the general solution of the red profile
for (K0/kc, λR

2
max/kc) = (2.02, 0.123531)

0.5 1.0 1.5 2.0 2.5
r

-4.0

-3.0

-2.0

-1.0

Z

linear solution
non-linear solution

Figure 11: Comparison between the linear
and the general solution of the green profile
for (K0/kc, λR

2
max/kc) = (2.02, 2.48445)
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Next, we explored the phase diagram for a fixed value of K0/kc = 2.02 and varying λR2
max/kc. Note that

this analysis include parameter values for which no branches were found in the linear analysis, see Fig 5.
We found three different types of shapes that are obtained by numerical method. First, we found solutions
that are predicted in the linear approximation, as shown in Fig. 1 a) and b). We see that when λR2

max/kc
increases, the shape does not change qualitatively and is always similar to the profile from the red branch
in Fig. 5 a). This observation further supports that the red branch corresponds to global minimal shapes,
or in other words in the comparison of the linear and the nonlinear solutions Figs. 10 and 11 : the range of
stability of the red branch is broader than the green branch, and thus the profiles of “red” type in Fig. 5 a)
are dominant at equilibrium. It is possible that profiles of the “green” type in Fig. 5 b) become dominant in
parameter regions of the phase diagram that were not explored in this analysis and far away from the red
branch. Based on our results, the red solution is always preferred in energy minimization processes, Fig. 1f.

Second, there are some numerical solutions with a total energy less than 40% larger than the flat config-
uration, as the solutions seen in figure 1 c) and table 1 for the energy values. These solutions do not satisfy
the boundary conditions explained in Section 3.3. We believe that they can still be relevant in other contexts
and for process that are not constrained by energy minimization.

Finally, the numerical calculation gives also families of highly-deformed configurations, as it can be seen
in figures 1 d) and e). These solutions have much larger values of the energy as compared to the flat
configuration, table 1. These solutions could arise due to integration errors of our numerical calculations and
they are not relevant.
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Figure 12: Numerical solutions obtained for K0/kc = 2.02, a) for small values of λR2
max/kc between 0.051

and 5.00 b) for values of λR2
max/kc between 0.2 and 5.0. For some intermediate values of λR2

max/kc some
shapes that were not predicted in the linear approximation, c) dimple-like shapes (Rmax= 2.374 and 4.697) ,
d) flat-like configuration that are actually oscillating in very small lenghtscale e) or highly-deformed shapes.
(Rmax= 4.798 and 4.8485) f) Relative energies of the nonlinear solutions in panes (Rmax= 4.899 and 4.9495)
a) and b) with respect to the flat configuration.

Nonetheless, the linear approximation that we performed earlier has proven relevant. Indeed, one may
see in figure 1 f) that the energies corresponding to the shapes shown in Fig. 1 a) and b) are always smaller
to the flat configuration with the same maximal radii Rmax, meaning that these configurations are more
favoured than a flat membrane. On the contrary, as it is shown in table 1, profiles observed in 1 c), d) and e)
have energies greater than their corresponding flat configuration. It means that energetically speaking, the
flat configuration will always be preferred. However, one may remark that the solution of type c) that we
qualified as physically possible, have much energies more comparable to the flat configuration than the two
other shapes.
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c) d) e)
energy 11.15 21.58 2542334.57 2432430.48 457.61 472.08

energy flat 8.34 17.24 17.75 18.00 18.26 18.52

Table 1: Energies corresponding to profiles of figures c), d) and e). The parameters values are indicated in
the caption of Fig. 1.

4 Methods

4.1 Description of the Mathematica code

We implemented a Wolfram Mathematica 12.1 program to solve the linear equation 41 analytically.
Using the function DSolve to solve the differential equation 41, we obtain the general solution for ψ(r). In

order to be able to manipulate easily the solution we rewrite it in a simpler way, using series expansions and
complex notations and obtain the solutions in Eqs. (52) and (53). Then, using the function FindRoot, we
determine the radii λRmax/kc that are zeros of the boundary condition (49). Because we are manipulating a
system that is sensitive to very small variations, we specified the number of digits to 40 thanks to the option
PrecisionGoal in FindRoot. Then, once we have an analytical expression for ψ(r), we may integrate −ψ
between 0 and Rmax to get an expression of z(r), consistently with the linear approximation 23, and using
function Integrate. We performed a loop on the values of K0/kc for which we want to find the corresponding
λRmax/kc and using this method, we were able to specify the phase diagram described in Section 3.2.1 and
to study the corresponding profiles 3.3.1.

4.2 Description of the Python code

To solve the nonlinear Lagrangian equations that are obtained from 15-20 and find local energy minima
solutions, we used a numerical procedure that was implemented in Python 3.8 program.

After setting the values of the parameters ξ=0 and λ=kc=1, we choose an arbitrary couple (K0, Rmax)
to fully specify the parameter values. The range of the space variable s is then specified as s=[0.01,Rmax].
Remark that it does not start at exactly 0 because as we explained it earlier, the center of the defect is
ill-defined, the angle ψ(s) oscillating infinitely at 0.

Then, to integrate the Lagrangian equations, we used a scipy function scipy.integrate.solve_ivp with
method Radau and defining stopping event that prevents the radius to get too close to 0. This function solves
an initial value problem for a system of ODE’s and therefore takes as an argument a set of initial values for
the variables. We want to choose this set of initial values such that the energy is minimised. To do so, we
use the scipy function fmin_powell that returns the values of (ψ(s ≈ 0), ψ′(s ≈ 0)) that minimise the energy
by the Powell’s method. This function finds a local minima of a function, which in our case corresponds
to the total free-energy (1), by a search in the directions of the function starting from a set of initial guess
values. We typically used as initial guess the values (ψ,ψ′) from Eq. (52) at ≈ 0 for the set of parameters
(K0, Rmax).

Finally, using the values that returns this minimisation procedure as initial values for the scipy integration,
we solve numerically the Lagrangian equations for the range of s from 0.01 to Rmax. We check whether the
solutions from Fig. 1 satisfy the boundary condition specified in Section 3.3, as shown in Fig. 13 for the
branch of minimal shapes:
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-0.05

0.00
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0.10

0.15

Boundary condition

r

Figure 13: The boundary condition as a function of r for a few non linear solutions. We observe that it
always vanishes at 0 and at Rmax. The position of Rmax for each solution is indicated with a black circle.
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Once the variables (ψ,ψ′, r, z) are numerically integrated, one can compute the corresponding energy and
to compare it with the energy of a flat configuration with the same radius Rmax, as we did in 3.3 to obtain
for instance the results in Table 1.

5 Conclusion

We studied a thin layer of a nematic liquid crystal when surface tension, bending rigidity and orientational
order are considered in the total free energy (Eq.10). We extended previous work by considering both
intrinsic and extrinsic order-geometry couplings. We found that this new effects can modify normal force
balance, and thus influence the conditions for the existence of equilibrium solutions 48 (Section 3.1). From
the total free energy, we derive the corresponding Lagrangian equations using variational approaches 15-
20. We solved them analytically by performing a linear approximation for small perturbations of a flat
configuration with a topological defect at the center 3.2. This approximation allowed us to find branches of
solutions that we represented in a phase diagram, to identify parameter sets for their existence (Section 3.2.3)
and to characterise geometrical properties of the shapes associated to each branch (Fig. 5). Then, we solve
numerically the problem in the nonlinear general case. We studied specifically a certain region of the phase
diagram near instability threshold of the flat configuration and we compared our numerical results with the
results from the linear regime (Section 3.3.1). We identified three qualitatively different families of nonlinear
equilibrium solutions and discuss some of their characteristics, Fig 1.

It is crucial to understand better the linkage between the formation of shapes and topological defects
because they are ubiquitous in morphogenesis 1, [3], [4], [5]. Here, we mainly found the formation of
pseudosphere-like shapes like in 1 a) and b), but we found other shapes that it would be interesting to
study further, like shapes of the type c)-f) and 1 c). In this work, we could not expand further the study
of the phase diagram for bigger values of K0/kc due to numerical limitations associated with long conver-
gence times of the optimisation procedure, and it would be the next goal of our work. Some solutions like
the profiles in Fig. 1 c) are not predicted by the linear approximation, have an energy bigger than the flat
configuration of the same radius and do not satisfy the boundary conditions of a free-interface, however,
they might still be relevant solutions in other contexts of biological system, because topological defects can
stabilised by the presence of boundaries and energetic preferences are not always favored in biology.
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