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Abstract 

Today's most used energy sources are Crude Oil, Gas, and Coal, which are the main 

reason for increasing CO2 and pollution in the atmosphere. In recent years, Climate change, 

Environment, Energy Security Issues, and the development of new technologies caused an 

enhanced focus on emissions and clean energy usage. These issues have been addressed 

through various international agreements, and different countries are putting some obligations 

on their industry to reduce the emission of greenhouse gasses. 

In order to decrease the dependency on fossil energies, investment and study on 

Renewable Energies have increased during the last years. Due to this continuous increase in 

using renewable energies, understanding their performance's effective parameters is very 

important.  We expect that the Price of Crude Oil as one of the primary sources of energy and 

competitor of Clean Energies in different industries like transportation fuels, electricity, etc., 

has a significant influence on various aspects of Renewable Energies. 

This thesis aims to analyse the relationship between renewable energy stocks and the 

price of crude oil. In order to determine this relationship, I used a time-series approaches Vector 

Autoregressive Model (VAR), Vector Error Correction Model (VECM), and Structural Vector 

Autoregressive Model (SVAR). Besides, by conducting Impulse Response Test, I can analyse 

Renewable Energies Stocks' response to the different positive and negative oil price shocks and 

investigate whether these responses are asymmetric or symmetric. In the end, by comparing 

these models in two periods before the Covid-19 pandemic and post-pandemic, I looked at the 

effect of the global pandemic and the financial crisis caused by it on the relationship of oil price 

and renewable energies sectors. 

Sub-sectors of renewable energy are almost unaffected by shocks in Oil Prices. The 

results of my analysis indicate that the Global Covid-19 Pandemic has changed the under-

consideration relationships. Furthermore, based on my findings, Crude oil is a net receiver of 

shocks from renewable energies. Also, the shock in Crude Oil Prices will mainly affect the 

Biofuel Index and its effect on other assets is not significant or dies out soon. 
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1) Introduction 

Continuous GDP growth and worldwide expansion of economies have raised the 

energy demand; Thus, fossil fuels (e.g., coal, natural gas, oil) as the primary sources of energy 

experienced a high demand period in the last decade. These non-renewable sources, which 

provide 80% of the world’s energy supply, are one of the leading causes of greenhouse gas 

emissions. An enhanced concern related to CO2 emissions that jeopardized the sustainability 

of ecosystems, renewable energy production and consumption has experienced rapid growth, 

especially after the establishment of the Kyoto Protocol and also the European Union 

Emissions Trading System (EU-ETS). According to the limitation and goals defined in these 

agreements, the energy transition plans of the countries are proceeding faster; for example, in 

the United States of America, the consumption of renewable energy sources has increased by 

12% in 2020; and during 2020 in comparison with 2019, the production capacity of renewable 

energies increased for 50%. 

During the COVID-19 global pandemic, the world energy consumption dropped 

dramatically and put ahead the 30 years emission reduction projects for 2.5 years. But it was 

temporary, and soon the increasing consumption trend will be back; Therefore, reducing energy 

consumption is not the solution. Transition to clean (or renewable) energy has become the heart 

of focus to solve the problems of energy scarcity and climate change. That’s why the policy-

makers and investors shifted their attention towards the development of renewable energies. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The Global Annual Energy Consumption Change [Left], and The Global Annual CO2 

Emissions Change from Energy Use [Right] 

(Source:BP – Statistical Review of World Energy 2021) 

https://www.connaissancedesenergies.org/sites/default/files/pdf-actualites/bp-stats-review-2021-full-report.pdf
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Figures 1, and 2 show the dramatic changes in energy demand and consumption 

because of the Covid-19 pandemic during 2020. From figure 1, we can understand that world 

energy demand has fallen by 4.5%, and as a consequence, global carbon emissions decreased 

6.3% compared to 2019. The expected growth in energy demand is shown in figure 3; as shown 

in this figure, almost in all sub-sectors of the energy, the reduction in the demand is more than 

expected. 

The reduction in oil demand (Figure 2) caused a decline in crude oil price. The price of 

WTI oil decreased by approximately 20% in the two months following the start of the COVID-

19 epidemic in Wuhan city. It can be a motivation for policy-makers and investors to promote 

the development of renewable energy sectors. Figure 4 reveals the increment of global 

investment in renewable energies for different countries. As it can be interpreted from the chart, 

Figure 2: The Annual Change in Global Crude Oil Demand 

(Source:BP – Statistical Review of World Energy 2021) 

Figure 3: The Actual and Predicted Growth in Global Energy Demand 

(Source:BP – Statistical Review of World Energy 2021) 

https://www.connaissancedesenergies.org/sites/default/files/pdf-actualites/bp-stats-review-2021-full-report.pdf
https://www.connaissancedesenergies.org/sites/default/files/pdf-actualites/bp-stats-review-2021-full-report.pdf
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the annual investment has an upward trend, and total investment in 2020 was 2% higher than 

in 2019. 

 

 

 

 

 

 

 

 

 

 

 

By promoting subsidies, policymakers can influence the development of renewable 

energies. Figure 5 shows the subsidies on different sub-sectors of energy by governments. 

According to this chart, the policymakers' mid-term and long-term plan is to increase the 

subsidies on alternative energies and simultaneously decrease it for fossil energy; in this way, 

people have more desire to use clean energies instead of non-renewable energies. By applying 

these policies, governments try to reach their long-term goal of making Renewable energies 

the main source of energy by 2050 (Figure 6). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Annual Investment on Development of Renewable Energies 

(Source: BloombergNEF) 

Figure 5: Comparison of Annual Subsidies on the Sub-Sectors of Energy 

(Source: International Renewable Energy Agency – IRENA 2020) 
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The renewable energy sector has been snowballing to become one of the most active 

segments of the energy industry. Worldwide, many countries have invested in renewable 

energy sources (Bhattacharya et al., 2016), and global use of renewables is also anticipated to 

expand rapidly in the coming years. According to the International Renewable Energy Agency 

(IRENA) projections, it is estimated that renewable energy sources may constitute at least 60 

percent of several countries’ total final energy consumption by 2050. For instance, In the 

European Union (EU), the share could expand from around 17 percent to above 70 percent. 

The question that comes to mind is, how Crude Oil and Renewable Energies stocks can 

be related? 

Even though governments can influence renewable energies development through 

strategies and policy regulations, the renewable energy stock market cannot be assumed 

isolated from the fossil energy market. In other words, the fluctuations of each market probably 

affect the other one, especially it will affect the amount of investment on them and their returns 

in capital markets.  

By considering the energy market structure and energy demand, it can be understood 

that there is a substitution relationship between fossil energy and renewable energy. For 

example, when the crude oil prices rise, its demand decreases, and the investors spend more 

money on developing the renewable energy sector, which increases the stock prices of 

renewable energy companies. On the other hand, if the price of developing renewable energy 

is high, it will increase the demand for crude oil and investment. 

In general, we would expect to see a negative relationship between fossil energy prices 

and renewable energy stock prices. Given the strategic importance of crude oil in the 

international energy market, existing studies focus on analysing how much global oil price 

changes, as a representative of fossil energy prices, influence the returns of renewable energy 

stocks. The conclusions are, however, still inconsistent. 

Figure 6:  Outlook of Global Energy Sources 

(Source: U.S. Energy Information Administration, International Energy Outlook 2019)  
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Oil price movements are the most crucial factor in defining renewable energy stocks 

prices and the return opportunities of renewable energy companies (Reboredo, 2015). Higher 

oil prices particularly encourage policymakers and investors to promote energy transition, 

which affects renewable energy companies' rentability (Kumar et al., 2012). Therefore, 

understanding the interactions between the two primary energy sources is vital for both 

investors and policymakers to support the transition process from fossil energy to clean energy 

simultaneously by increasing their profit. For this reason, exploring the impacts of oil prices 

on the renewable energy sector is of great interest to economists. 

During past decades enhanced focus on Clean Energies, motivated researchers in 

Energy Economics and Market to study the characteristics of this fast-growing sector. 

Therefore, a number of studies have been published which the broad objective of them is to 

understand the effect of crude oil prices movement and its shock on investment in the 

renewable energy sector and also the stock prices of this sector (i.e., Henriques and Sadorsky, 

2008, Kumar et al., 2012, Sadorsky, 2012, Managi and Okimoto, 2013, Reboredo et al., 2017, 

and more recently Ike et al. (2020) and Murshed and Tanha (2020)).  

In this thesis, by using econometric techniques of former researches, I will study the 

effect of shocks in crude oil prices on different sub-sectors of renewable energy to understand 

whether this effect is similar in every sub-sector or not. Furthers, by comparing the relationship 

between oil prices and renewable energy sectors prices in two periods of Jan 2009 to Dec 2019 

and Jun 2020 to Sep 2021, I will show the influence of the Covid-19 pandemic on this 

relationship. It should be mentioned that since the pandemic is not completely finished and the 

data sample is small, my finding may change in the future, but I will analyze my results to the 

best of my knowledge. 

In the second chapter, I provided a summary of the previous research related to my 

thesis topic. Chapter 3 explains the methods and models I used, and chapter 4 is about the data 

and indices I chose. The statistical results of my models are shown in chapter 5, and finally, 

chapter 6 is the conclusion of my analysis. 
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2) Former Researches 

According to the rapid growth of renewable energy consumption and production, 

researchers have employed several econometric methods to analyse the interdependence 

between this sector and other financial market sectors. In recent years, because of the great 

importance of the Oil & Gas industry as the most prominent energy sector, various research 

has used a wide array of methodologies to investigate the relationship between crude oil prices 

and renewable energies. In this section, I will provide a summary of the findings of these 

researches. 

Henriques and Sadorsky (2008) first started to study this relationship by using a four-

variable VAR model to understand the dynamic relationships between alternative energy stock 

prices, technology stock prices, oil prices, and interest rates. They found that even though both 

technology stock prices and oil prices affect alternative energy stock prices, the influence of a 

shock in the stock price of technology on alternative energy stocks is much more significant 

than the shocks of oil prices.  Trück & Inchaupse (2008), used a dynamic multi-factor setting 

based on a state-space model with time-varying coefficients to extend the research of Henriques 

& Sadorsky (2007). Their result shows that sharp increases in oil have little influence on 

investments in renewable energy markets and that the Wilderhill New Energy index seems to 

be more influenced by the Standard & Poor’s 500 Index and technology stocks than the crude 

oil price. 

Kumar and Managi (2012) also believed that investors consider the clean energy and 

technology companies as similar assets, like Henriques and Sadorsky. But, by using a VAR 

framework to explore the relationship between clean energy stock prices, the stock prices of 

technology companies, oil prices and prices for carbon allowances, they showed that increasing 

oil prices have a significant positive impact on clean energy stock prices. At the same time, 

Broadstock et al. (2012) explored the effect of international oil prices on Chinese energy-

related stock price returns. They used time-varying conditional correlation and asset pricing 

models. They studied the response of three sub-indices for fossil fuels, electricity, and the new 

energy sector, to international oil price shocks and reported that after the global financial crisis 

in 2008, the oil price changes is a significant factor in energy-related stock price movements. 

Managi and Okimoto (2013) supported the findings of Henriques and Sadorsky (2008) 

and Kumar et al. (2012) about the similarity of clean energy stock prices and technology stock 

prices. Based on the model used by Henriques and Sadorsky (2008) and their parameters, 

Managi and Okimoto considered a Markov-switching model in order to explore possible 
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structural effects among oil prices, technology stock prices, and clean energy stock prices. 

Their findings exhibit a positive relationship between oil prices and clean energy prices after 

the structural change in the market in late 2007. 

Roberdo, in his first paper, 2015, used copulas to study the structural dependency 

between the oil and renewable energy market and estimated the conditional Value-at-Risk (Co-

Var). He stated that oil prices have a time-varying and symmetric tail dependence with 

renewable energy indices, and its movements contribute around 30% to the fluctuations of the 

risk in renewable energy companies. Two years later, Reboredo et al. (2017), using continuous 

and discrete wavelets and linear and non-linear Granger Causality tests, studied the causal link 

between oil prices and renewable energy returns for the data from 2006 to 2015. Their result 

indicates that the dependency between two variables is more potent in the long term. 

Furthermore, they found a non-linear causality running from renewable energy indices to oil 

prices, but the causality in the opposite way depends on the size of the time scale and is not 

fixed. 

Kyritsis and Serletis (2017) explored the influences of both oil price shocks, and the 

uncertainty about crude prices, on the stock returns of renewable energy and technology firms. 

They found that the effect of oil price uncertainty, stock returns of renewable energy and 

technology firms, is insignificant and shock in oil price is not influential on stock returns. 

Ahmad et al. (2018) studied the optimal hedging ratios between clean energy equities 

and various other financial instruments such as oil, bonds, gold, VIX, and carbon prices. For 

estimating the time-varying optimal hedge ratios, they applied three different kinds of 

multivariate GARCH models (DCC, ADCC and GO-GARCH). The results suggest that crude 

oil after the VIX is the best asset to hedge clean energy equities. 

Imran Hussain Shah et al. (2018) studied the relationship between renewable energy 

investment and oil prices for 3 countries with different strategies in Oil & Gas industry 

(Norway and the UK being oil-exporters, and the USA as an importer). Using VAR model, 

they found that a shock in oil price strongly explains the investment and movements of the 

renewable energy sector. Most recently, Murshed and Tanha (2020) and Ike et al. (2020) tried 

to find evidence of this relationship in different countries. Murshed and Tanha (2020) studied 

the non-linear link between renewable energy consumption and crude oil prices for four net 

oil-importing countries in South Asia (Bangladesh, India, Pakistan and Sri Lanka) over the 

period 1990–2018. They found that only when the crude oil prices are higher than an expected 

threshold of 135 $ per barrel, renewable energy consumption will be accelerated. Similarly, 
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Ike et al. (2020) used data on G-7 countries and found a one-way causality from renewable 

energies to oil prices. 

While most of the above studies provided important insight into the oil-clean energy 

stocks relationship, their primary focus has been on this relationship at the aggregate level. The 

use of aggregate stock indices makes it challenging to analyze the responses to oil prices from 

various sub-sectors within the clean energy sector. In this thesis, I tried to provide a better 

vision in this field by considering different indices for sub-sectors of renewable energies. 
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3) Statistical Theories and Methods 

In order to quantify economic relationships accurately, certain features of the data 

should be examined. Understanding these characteristics helps us in model-building. In this 

chapter, the basic information and knowledge required to clarify the model and conclusion 

have been provided. 

 

3.1 Vector Autoregression 

Since Christopher A. Sims (1980) developed the concept of Vector Autoregressive 

models (VAR), this approach is known as a relatively simple and effective way to quantify 

connection in the time series data. All the variables included in the VAR model are assumed to 

be jointly endogenous; the VAR model gives a multivariate approach that explains all of these 

variables by their previous values and the lagged value of all other variables. 

The simplest VAR model is Bivariate Vector Autoregression. This model only consists 

of two variables 𝑦1𝑡 and 𝑦2𝑡. Thus, in a Bivariate VAR of order P (VAR(p)), each variable 

depends on its lagged value and the lagged values of other component up to P periods and error 

terms. The mathematical explanation of this model is:  

𝑦1𝑡 = 𝛽10 + 𝛽11𝑦1𝑡−1 … + 𝛽1𝑝𝑦1𝑡−𝑝 + 𝛼11𝑦2𝑡−1 … + 𝛼1𝑝𝑦2𝑡−𝑝 + 𝑢1𝑡 

𝑦2𝑡 = 𝛽20 + 𝛽21𝑦2𝑡−1 … + 𝛽2𝑝𝑦2𝑡−𝑝 + 𝛼21𝑦1𝑡−1 … + 𝛼2𝑝𝑦1𝑡−𝑝 + 𝑢2𝑡 

One of the advantages of VAR modeling is “Flexibility”, as we can understand from 

the equations, the model can be extended to a multivariant model, which instead of having only 

two variables in the system, we can have any number of components which is necessary for 

our model. Each of these variables has an equation and they affect each other. For ease of 

explanation, I describe the Bivariate VAR of the first order (VAR (1)), so each variable depends 

only upon the immediately previous values of 𝑦1𝑡 and 𝑦2𝑡: 
𝑦1𝑡 = 𝛽10 + 𝛽11𝑦1𝑡−1 + 𝛼11𝑦2𝑡−1 + 𝑢1𝑡

𝑦2𝑡 = 𝛽20 + 𝛽21𝑦2𝑡−1 + 𝛼21𝑦1𝑡−1 + 𝑢2𝑡
 

We can write these equations in another form by putting the terms into matrices and 

vectors: 

(
𝑦1𝑡

𝑦2𝑡
) = (

𝛽10

𝛽20
) + (

𝛽11    𝛼11

𝛼21    𝛽21
) (

𝑦1𝑡−1

𝑦2𝑡−1
) + (

𝑢1𝑡

𝑢2𝑡
) 

 

Or 

𝑦𝑡 = 𝛽0 + 𝛽1𝑦𝑡−1 + 𝑢𝑡 
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No contemporaneous terms are included in this VAR model; therefore, we can use the 

Ordinary Least Square method for estimating it. 

 

3.1.1 Requirements of the VAR model 

Obtaining trustable and credible results from the VAR is subject to the satisfaction of 

some statistical properties: 

• The expected value of the error term must be zero, E (𝑢𝑡)=0. 

• Time series in the VAR model must be Stationary. 
• No serial correlation.  

 

3.1.2 Stationarity 

When discussing modeling a time series process, it is vital to make sure our data are 

stationary to avoid the problem of spurious regression. Simply, stationarity means statistical 

properties of the process do not change over time. There are two important forms of 

stationarity: 

 

3.1.2.1  Strict Stationary 

A time series is called strict stationarity or strong-sense stationarity when its joint 

probability distribution is unaffected by change of time origin. It means that mean and variance 

of the data are constant during all period. Having these properties, makes time series to 

fluctuates around its mean with a constant range and has the tendency for returning to its mean 

value. 

 

3.1.2.2  Weak Stationarity 

A weak stationary or covariance stationary process should have: 

• Same mean value at all time ( 𝐸(𝑦𝑡) = 𝜇 ),  

• Same variance at all time (𝐸(𝑦𝑡 − 𝜇)(𝑦𝑡 − 𝜇) = 𝜎2 < ∞ )  

• its autocovariance depends only on the time difference between observations 
 (𝐸(𝑦𝑡1

− 𝜇)(𝑦𝑡2
− 𝜇) = 𝛾𝑡2−𝑡1

   ∀𝑡1, 𝑡2 ). 

In the third assumption, autocovariance reveals the dependency of a variable on its 

previous values. Since the value of autocovariance depends on the unit of measurements, it is 

more convenient to normalize it by dividing by the variance and obtaining the term 

autocorrelation, which I used in this thesis. 
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For our purpose, satisfying the weak stationarity condition is sufficient, so I refer to it 

as stationarity in this research. 

Accomplishing all the stationarity requirements is very uncommon when working with 

economic time series, especially when they are in their original unit of measurement. These 

time series that their mean value cannot be regarded as constant and have a time-changing 

variance are called non-stationary. Non-stationary time series have the tendency to exhibit an 

unpredictable upward and downward movement, which is known as the Random Walk. 

Detecting whether the data are stationary or not is one of the most crucial steps of our 

analysis because if we treat non-stationary series like stationary ones, the results of our model 

will be unreliable and spurious. In the case of inappropriate modeling, it is possible that after 

regressing one non-stationary variable on another one we obtain a high R2 even though they 

are completely unrelated. This situation is called “Spurious Regression”. The solution to this 

problem is transforming data to become stationary. The method that I used to transform time 

series from non-stationary to stationary is “Differencing the Data”. For this purpose, I 

determined the order of integration of each time series which makes them stationary. 

It is worth mentioning that there is an exception, “Cointegration of two non-stationary 

time series”. Cointegration occurs when two non-stationary time series with the same order of 

integration follow a similar path during the time, and their combined trend can be stationary. I 

will discuss the concept of cointegration and its effect on our decision on modeling later. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7: Graphical Comparison of Random Walk and Stationary Time Series 

(Source:  Investopedia.com) 
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3.1.3  Stationarity Test 

As shown in figure 7, the most basic method for stationarity determination is the 

graphical analysis of plotted data. This method gives us an expectation from our data. However, 

conducting a statistical test to reveal the stationarity condition of the data is inevitable. 

The necessity of detecting the stationarity condition of data, several statistical tests have 

been developed as more rigorous approaches. These tests rely on the presence of unit root, 

which shows our data is non-stationary. In order to obtain a more accurate result, in this 

research, I used a modification of the initial Dickey-Fuller test, Augmented Dickey-Fuller. This 

method has higher sensitivity than the normal DF test, which decreases the possibility of the 

wrong acceptation of the null hypothesis (having unit root) against the alternative hypothesis 

of stationary time series. 

 

3.1.3.1  Dickey-Fuller Test 

This test is the most common unit root test. In practice, the general equation that has 

been considered for testing the Yt as a time series is: 

𝑑(𝑌𝑡) = 𝛿𝑌𝑡−1 + 𝑢𝑡 

The null hypothesis H0: 𝛿=0. If we cannot reject the null hypothesis, we conclude that 

the time series is non-stationarity. In this case, we should find the order of integration of our 

series, which is equal to the number of times that the time series must be differenced to become 

stationary. The order of integration is shown by I(d), which means the time series under 

consideration will be stationary after being differenced d times. 

Before going further through the basic of the test, I should mention that the critical 

values of the t-statistic for the DF test does not follow the usual t-statistics and is calculated by 

the Monte Carlo method. 

In this test, three equations are used to analyze the time series: 

• Random Walk 

𝑑(𝑌𝑡) = 𝛿𝑌𝑡−1 + 𝑢𝑡 

• Random Walk with Drift 

𝑑(𝑌𝑡) = 𝛿𝑌𝑡−1 + 𝑐 + 𝑢𝑡 

• Random Walk with Drift and Stochastic Trend 

𝑑(𝑌𝑡) = 𝛿𝑌𝑡−1 + 𝑐 + 𝛾𝑇 + 𝑢𝑡 
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Same as the general equation, the null hypothesis for these equations is H0: 𝛿=0, which 

means the variable has a unit root, I(0). The alternative hypothesis HA: 𝛿<1, which is true if the 

time series is stationary, I(0). If we cannot reject the null hypothesis, the test must be repeated 

by different hypothesises, (𝐻0): 𝑌𝑡 ∼ 𝐼(2) and (𝐻𝐴): 𝑌𝑡 ∼ 𝐼(1). In this case, if we reject the 

null hypothesis, our data are integrated of the first order; otherwise, we increase the order of 

integration for both null and alternative hypothesis until we are able to reject the null hypothesis 

and find the order of integration which makes the time series stationary. 

One assumption of the Dickey-Fuller test is that the error term (𝑢𝑡) is White Noise. It 

means that the error terms are not autocorrelated. If this assumption is not valid for the data, it 

can lead us to a false rejection of the null hypothesis. The Augmented Dickey-Fuller test (ADF) 

is the solution to this problem. 

 

3.1.3.2  Augmented Dickey-Fuller test 

The test is based on the influence of 𝑑(𝑌𝑡−𝑘) as well as 𝑌𝑡−1 on the prediction of 

change in 𝑌𝑡. Therefore, the term 𝑑(𝑌𝑡−𝑘) is added to the equation of this test to make sure 

that the error term is not autocorrelated. 

d(𝑦𝑡) = 𝑐 + 𝛾𝑇 + 𝛿𝑦𝑡−1 + λ1d(𝑦𝑡−1) + ⋯ + λ𝑝−1d(𝑦𝑡−𝑝+1) + 𝑢𝑡 

The next step is finding lag length P in order to apply the test. The basic approach for 

finding P is the examination of t-values for each coefficient, but in this research, I relied on 

using different information criteria, which will be explained in the following paragraph. 

 

3.1.4 VAR Lag Length Selection 

As Konishi & Kitagawa (2008) state, “The majority of the problems in statistical 

inference can be considered to be problems related to statistical modeling”. Since the accuracy 

of our model depends on using the optimal number of lags in all of the tests, proper Lag Order 

Selection is critical. Being unable to remove all of the autocorrelations and increment the 

standard error of coefficients are respectively the result of including too few and too many lags 

in the model, which makes the results biased and reduces the model’s power. 

Several information criteria can be used for model selection to determine the lag length 

of the VAR models, with smaller values of the information criterion being preferred. Each 

information criteria calculate two terms in order to find the optimal number of lags: 

• The first factor is a function of the residual sum of squares. 



P a g e  | 22 
 

• The second one applies some penalties for the loss of degrees of freedom from 

adding an independent variable. 

By adding a new variable, the residual sum of squares will decrease but simultaneously, 

the second factor, penalty, increases. Thus, two factors influence information criteria in two 

opposite ways after adding a new variable. The difference between information criteria is the 

method they use to calculate penalty terms and how restrict it is. 

According to the rule of thumb (Schwert 1989), the information criteria value will be 

calculated by 𝑝𝑚𝑎𝑥 = [12 ∗ (
𝑇

100
)

1

4
] for each 𝑝 < 𝑝𝑚𝑎𝑥 to 𝑝 = 0.  The goal is to find the 

number of independent variables which minimize this value. In this equation, T is the number 

of observations, and P is the number of lags. 

 The most popular information criteria are Akaike’s (1994) information criterion (AIC), 

Schwarz’s (1978) Bayesian information criterion (SBIC), and the Hannan--Quinn criterion 

(HQIC). Since having a similar number of lags in each equation is beneficial, I used the 

multivariate versions of these information criteria. Their definition is: 

• Multivariate Akaike’s Information Criterion:   

𝑀𝐴𝐼𝐶 = log[Σ̂]
2𝑝𝑟

𝑇
 

• Multivariate Schwarz’s Bayesian Information Criterion:  

𝑀𝑆𝐵𝐼𝐶 = log[Σ̂] +
𝑝

𝑇
ln 𝑇 

• Multivariate Hannan—Quinn Information criterion:   

𝐻𝑄𝐼𝐶 = log[Σ̂] +
2𝑝′

𝑇
log(log(𝑇)) 

Here T is the number of observations, Σ̂ is the variance-covariance matrix of the 

residuals, and p′ = k2𝑝 + 𝑘 is the total number of regressors in all equations. In this formula, 

K represents the number of equations, and P is the number of lags. 

Normally, all of these criteria will suggest the same number of lags, but a question 

arises: Which criterion should be preferred if they suggest different model orders? To find the 

solution to this problem, researchers compared these information criteria by various methods. 

Endres (2005) paid attention to the penalty term and size of the data sample. He stated that 

MSBIC is more restricted in adding lag than MAIC and is better for large data samples. At the 

same time, Ivanov & Kilian found out that the time series frequency is an important factor in 

choosing the preferable information criterion. They declared that for monthly and Quarterly 
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time series, MAIC and MHQIC would give the best results, respectively. In this thesis, most 

of the time, all of the information criteria provided the same number of lags, but on the occasion 

that they were different since I used the monthly data, I relied on Ivanov & Kilian research, 

MAIC and MHQIC are the chosen criteria. 

 

3.1.5 Cointegration 

Two variables are cointegrated if both are integrated of the first order I(1), and there is 

at least one linear relationship between them that is stationary I(0). The cointegrated variables 

have a long-term relationship, and both of them exhibit a similar long-run path. Existing 

cointegration will invalidate the VAR model, and instead of it, the Vector Error Correction 

Model (VECM) should be used.  

The two most used tests for testing the cointegration are Engle-Granger 2-Step test and 

Johansen’s test. According to previous research, since Johansen’s test treats all the variables as 

endogenous and tests the data for more than one cointegration relationship, I used it in this 

thesis. 
 

3.1.5.1 Cointegration Test: Johansen's Test 

This approach was proposed by Søren Johansen (1988) and tests the cointegration 

between the g number of variables with K lags in a VAR model. The simple formula for this 

model can be written as: 

𝑦𝑡 = 𝛽1𝑦𝑡−1 + 𝛽2𝑦𝑡−2 … + 𝛽𝑘𝑦𝑡−𝑘 + 𝑢𝑡 

Applying this test necessitates the converting of this VAR model to the VEC model: 

In this formula Π = (∑  𝑘
𝑖=1 𝛽𝑖) − 𝐼𝑔 and Γ𝑖 = (∑  𝑖

𝑗=1 𝛽𝑗) − 𝐼𝑔. All of the g variables in 

VAR are used in their first differenced form, and the coefficients of the k-1 lags of the 

dependent variables are shown by Γ matrix. 

The purpose of this test is to calculate Π which represents the long-run coefficients of 

the model. In equilibrium condition, all of the Δ𝑦𝑡−𝑖 are zero, and the expected value of error 

term 𝑢𝑡 is zero, thus Π𝑦𝑡−𝑘 = 0. 

The cointegration between variables will be tested by looking at the rank of Π via its 

eigenvalues. Determination of the rank of the matrix is according to the number of its 

eigenvalues (characteristic root), which is not zero. 

 

https://www.thesaurus.com/browse/necessitates
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This approach uses two statistics: 

• 𝜆trace (𝑟) = −𝑇 ∑  
𝑔
𝑖=𝑟+1 ln (1 − �̂�𝑖) 

• 𝜆𝑚𝑎𝑥(𝑟, 𝑟 + 1) = −𝑇ln (1 − �̂�𝑡+1) 

In these formulas, r is the number of cointegrations that are assumed in the null 

hypothesis; the �̂�𝑖 is the estimated value for the ith ordered eigenvalue from the matrix. The 

larger �̂�𝑖 makes ln (1 − �̂�𝑖) more negative. Thus, the test statistic will increase. Each 

eigenvalue that is significantly different from zero is the sign of the existence of a cointegration 

vector. 

𝜆trace  is a method to test the null hypothesis, which indicates that the number of 

cointegration vectors is less than or equal to “r” against the alternative hypothesis that this 

number is more than “r”. While λmax tests the null hypothesis of “r” cointegration vectors 

against “r+1” vectors as the alternative hypothesis. It should be mentioned that the distribution 

of the test statistic for these statistics is non-standard, and Johansen and Juselius (1990) provide 

critical values for them. These critical values depend on the value of “g – r”, the number of 

non-stationary variables, and whether constants are included in each of the equations or not. 

Johansen’s test process starts by testing H0: r = 0, Π has no rank (no cointegration). If 

the test statistic is not greater than the critical value, the null hypothesis will be accepted, and 

the test is complete. In contrast, by rejecting this null hypothesis, another test should be 

conducted where the null hypothesis is: having one cointegration (H0: r=1). The increment of 

the “r” value and repeating the test continue until we are unable to reject the null hypothesis, 

so the rank of Π which indicates the number of cointegration vectors is examined. It should be 

noted that Π can not be full rank (r=g) because it shows that all the original variables are 

stationary. 

When the rank of Π is zero, it means that there is no cointegration. Therefore, 

Δ𝑦𝑡 depends only on Δ𝑦𝑡−𝑖 not on 𝑦𝑡−1 so that there is no long-run relationship between the 

elements of 𝑦𝑡−1. In case of 1 < rank(Π) = 𝑟 < 𝑔 , there are r cointegration vectors and Π can 

be defined as: 

Π = 𝛼𝛽′ 

Where 𝛽 is the matrix which indicates the cointegrating vectors and 𝛼 gives the amount 

of them in the VEC model. These two are called “adjustment parameters”. For example, in my 

models, which g=2 if there is one cointegration, we can write the like: 

Π = (
𝛼11

𝛼12
) (𝛽11    𝛽12) (

𝑦1

𝑦2
)

𝑡−𝑘
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Can also be written: 

Π = (
𝛼11

𝛼12
) (𝛽11𝑦1 + 𝛽12𝑦2)𝑡−𝑘 

Using this equation, writing the separate equations for each variable of Δ𝑦𝑡 will be 

possible. The normalized equation for Δ𝑦1 will be: 

𝛼11 (𝑦1 +
𝛽12

𝛽11
𝑦2)

𝑡−𝑘

 

 

3.1.6 Autocorrelation 

One of the concerns for dealing with time series is autocorrelation. If the value of the 

error in one period is related to the value of the error in another period, it means that our 

regression suffers from autocorrelation. 

In order to analyse the residuals to test for autocorrelation, one method is the graphical 

inspection of residuals. According to the pattern of error terms in each graph, it is possible to 

understand the existence of autocorrelation and its type. 

In case of no autocorrelation: Cov (𝜀𝑟 , 𝜀𝑠) = 0 or Corr (𝜀𝑡, 𝜀𝑠) = 0 for all 𝑡 ≠ 𝑠. 

Residuals are randomly scattered across the time axis. (Figure 8) 

 

 

 

 

 

 

 

 

 

 

Positive Autocorrelation occurs when the value of a residual 𝜀𝑡 has the tendency of 

following the sign of its previous error term, 𝜀𝑡−1. On this occasion, the plot of residuals usually 

is cyclical and doesn’t cross the time axis very frequently. (Figure 9) And it will be expressed 

as: Cor (𝜀𝑟 , 𝜀𝑠) > 0 for all 𝑡 ≠ 𝑠. 

 

 

 

Figure 8: No Autocorrelation 

(Source: Brooks, C. (2008). Introductory Econometrics Finance) 
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On the other hand, if a time series suffer from negative autocorrelation, an error of a 

given sign, 𝜀𝑡−1, usually will be followed by an error of the opposite sign, 𝜀𝑡. The graph of the 

residuals of this time series crosses the time axis very often. (Figure 10) So most positive errors 

tend to be followed or preceded by negative errors and vice versa. 

 

 

 

 

 

 

 

 

Even though the graphical analysis is very helpful, but it should be used as a 

complement to a statistical test. In this research, I performed the Lagrange Multiplier (LM) test 

based on the Johansen (1995) method to test the time series for autocorrelation. 

 

3.1.6.1 Autocorrelation Test: Lagrange Multiplier 

LM-Test was developed by Trevor S. Breusch (1978) and Leslie G. Godfrey (1978). 

With this test, investigation of the relationship between and several of its lagged values is 

possible simultaneously. Furthermore, since the LM test examines the autocorrelation up to the 

rth order, it is better than other methods like Durbin—Watson test, which only measures the 

first-order autocorrelation. 

The models of errors to be tested for autocorrelation can be written as: 

𝑢𝑡 = 𝑝1𝑢𝑡−1 + 𝑝2𝑢𝑡−2 … + 𝑝𝑟𝑢𝑡−𝑟 + 𝑣1,      𝑣 ∼ 𝑁(0, 𝜎𝑣
2) 

Figure 9: Positive Autocorrelation 

(Source: Brooks, C. (2008). Introductory Econometrics Finance) 

Figure 10: Negative Autocorrelation 

(Source: Brooks, C. (2008). Introductory Econometrics Finance) 
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For the hypothesis testing, H0: no autocorrelation, which according to the equation can 

be represented:  

𝐻0: 𝑝1 = 0, 𝑝2 = 0, … 𝑝𝑟 = 0 

And the alternative hypothesis is: 

𝐻1: 𝑝1 ≠ 0, 𝑝2 ≠ 0, … 𝑝𝑟 ≠ 0 

It should be noted that the test statistic for this method is 𝑥2 distributed with p degrees 

of freedom. If the test statistics value is more than the critical value of the Chi-Squared 𝑥2, the 

null hypothesis will be rejected, and the time series has autocorrelation. 

 

3.1.7 Stability Test 

If VAR is unstable, the impact of the shocks will never die out (rather will explode); 

thus, it is necessary to test the stability of the model. The method I used for the stability test in 

this thesis relies on analysing the eigenvalues of the model. If the roots of the companion matrix 

are lower than one, inside the unit circle, it implies that the model is stable; otherwise, the 

modification should be applied to the model or data.   

 

3.1.8 Impulse Response Function 

Performing Granger-causality reveals whether a variable in the model will impact other 

variables or not. However, finding the sign of this impact with this method is not possible. 

Essentially, the question that arises here is how a shock that appears at a certain point of time 

in one variable is processed in the system and which impact it has over time not only for this 

particular variable but also for the other variables of the system. In order to answer this 

question, I used: the impulse response function. 

In this method, a unit shock to the error term will be applied, and when it enters the 

VAR model, the IRF allows us to trace out the time path of the shock on the variables. Since 

my models are VAR with two variables, I provided a further explanation with one example for 

a better understanding based on my models. 

If we assume a 2-variable model, with a single lag, we can write this VAR model as: 
𝑦1𝑡 = 𝛽11𝑦1𝑡−1 + 𝛼11𝑦2𝑡−1 + 𝑢1𝑡

𝑦2𝑡 = 𝛽21𝑦2𝑡−1 + 𝛼21𝑦1𝑡−1 + 𝑢2𝑡
 

Also, can be written as: 

(
𝑦1𝑡

𝑦2𝑡
) = (

𝛽11 𝛼11

𝛼21 𝛽21
) (

𝑦1𝑡−1

𝑦2𝑡−1
) + (

𝑢1𝑡

𝑢2𝑡
)

𝑦𝑡 = 𝛽1𝑦𝑡−1 + 𝑢𝑡
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If 

𝛽1 = (
0.5    0.3
0   0.2

) 

Without any shock, at t = 0 

𝑦0 =  𝑢0 =  (
𝑢10

𝑢20
) = (

0
0

)  

And at t =1 

𝑦1 = 𝛽1𝑦0 + 𝑢1 = (
0.5 0.3
0 0.2

) (
0
0

) + (
𝑢11

𝑢21
) = (

𝑢11

𝑢21
)  

Now, if a unit shock will be applied at t=0, we can analyze its effect: 

𝑦0 = (
𝑦10

𝑦20
) = (

𝑢10

𝑢20
) = (

1
0

) 

The effect of the shock at t =1:  

𝑦1 = 𝛽1𝑦0 + 𝑢1 = (
0.5 0.3
0 0.2

) (
1
0

) + (
𝑢11

𝑢21
) = (

0.8
0

) + (
𝑢11

𝑢21
) 

 

The matrix in blue rectangular indicates the effect of a unit shock at t=0 on 𝑦1𝑡. It will 

thus be possible to plot the impulse response functions of 𝑦1𝑡 and 𝑦2𝑡 to a unit shock in 𝑦1𝑡. 

The same procedure will be applied for the shock in 𝑦2𝑡. It can be understood that in a system 

of 2 variables, there are four impulse response functions, the effect of the shock of each variable 

on itself and the other one. 

Since IRFs are constructed using the estimated coefficients, and each coefficient is 

estimated imprecisely, the impulse responses also contain an error. The solution is to represent 

confidence intervals around the impulse responses that allow for the parameter uncertainty 

inherent in the estimation process. In the results chapter, the IRFs results are shown with a 95 

percent confidence interval. 
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3.2 Vector Error Correction Model 

Dealing with non-stationary variables that are cointegrated, we must use a restricted 

VAR model called Vector Error Correction Model or VECM. 

The VEC restricts the long-run behaviour of the endogenous variables to converge to 

their cointegrating relationships while allowing for short-run adjustment dynamics. The 

cointegration term is called the error correction term, since the deviation from long-run 

equilibrium is corrected gradually through a series of partial short-run adjustments. 

In the simplest form of Vector Error Correction, there are two non-stationary but 

cointegrated variables. Their cointegration relationship can be written as: 

𝑦2,𝑡 = 𝛽𝑦1,𝑡 

The VEC Model for these variables is expressed like: 

Δ𝑦1,𝑡 = 𝛼1(𝑦2,𝑡−1 − 𝛽𝑦1,𝑡−1) + 𝜀1,𝑡

Δ𝑦2,𝑡 = 𝛼2(𝑦2,𝑡−1 − 𝛽𝑦1,𝑡−1) + 𝜀2,𝑡

 

In these equations, the 𝑦2,𝑡−1 − 𝛽𝑦1,𝑡−1 is called Error Correction term, which is equal 

to zero in long-run equilibrium. If two variables are deviating from their equilibrium, each 

one tries to restore it partially. In this case, the Error Correction Term is different from zero, 

and the term 𝛼𝑖 indicates the speed of adjustment for each variable. 

In the case of multiple variables, there is a vector of error-correction terms of length 

equal to the number of cointegrating vectors among the series. 
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4) Data Material 

Financial data often differ from macroeconomic data regarding their frequency, 

accuracy, seasonality, and other properties. Accurate quantification of economic relationships 

depends not only on econometric model-building skills but also on the quality of the data used 

for analysis. Thus, the data must be derived from a reliable collection process. In my thesis, I 

used data in two periods; the first is from January 2009 until the end of 2019, and the second 

is from June 2020 until September 2021. In this chapter I will explain the reasons of choosing 

each index. 

 

4.1 Renewable Energies 

4.1.1 Alternative Energies 

The WilderHill New Energy Global Innovation Index (NEX) comprises companies 

whose innovative technologies and services focus on generating and using clean energy, lower 

CO2- renewables, conservation, and efficiency. The index has been active from December 

2000, and from 2006 is known as the best of its kind. 

The index is mainly composed of 125 companies worldwide focused on wind, solar, 

biofuels, hydro, wave and tidal, geothermal, and other relevant renewable energy businesses, 

as well as energy conversion, storage, conservation, efficiency, materials, pollution control, 

emerging hydrogen and fuel cells. 

To be included in the index, companies should meet some requirements like: 

• At least 10 percent of each company’s market value is derived from the 

activities in Alternative Energies. 

• They should be listed on at least one of the big international or national 

exchange markets. 

• Their market capitalization for each 3-month should have an average of 100m 

USD. 

• At least 250000 shares of this company should have been traded in the last six 

months. 
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4.1.2 Biofuels 

The launch date of the S&P GSCI Biofuel Index (SPGSBF) is July 2007. It provides a 

benchmark for investment in the biofuels sector and as a measure of performance of this 

commodity over time. 

The difference between this index and other ones is that this index pays attention to the 

biofuel industry contracts to track the performance of Biofuels. Thus, the eligibility criteria will 

be applied to the contracts, and there is no limit on the number of contracts, just: 

• The contract must be denominated in U.S. dollars. 
• The contract must have specific determined terms, like volume, time of delivery 

and its method, price, payment method, the penalty for delay or cancelation, and 
the expiry date. 

• The commodity in the contract should meet some requirements like the average 
amount of trade and the annual average price. 

 

4.1.3 Solar Energy 

The Ardour Solar Energy Index, SOLRX, was launched in January 2005 and includes 

27 companies from all around the world that are principally engaged in the solar energy sectors 

like Photovoltaics, Solar Thermal, Solar Lighting. 

Some of SOLRX selection criteria for companies are: 

• The company must derive 66% or more of its annual revenues from its 

participation in the solar energy sector. 

• The company must be traded on at least one recognized stock exchange in the 

Americas, Europe, Middle East & Africa (EMEA), and Asia/Pacific. 

• The company must have a minimum capitalization of 100 m USD and a 

minimum average daily trading volume greater than 1 m USD. 

 

4.1.4 Wind Energy 

The ISE Global Wind Energy Index (GWE) began in December 2005 and is designed 

to track the companies active in the wind energy industry based on analysis of the products and 

services offered by those companies. 

The number of companies in this index is not fixed; thus, every stock in the wind 

industry that meets the index’s eligibility requirements can be included in it. Some 

requirements are: 
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• The market capitalization of the company must be at least 100 m USD. 

• The daily trading volume of the company should be at least 500 thousand USD 

for the last three months. 

• Before being included in the index, it should be traded at least for three months 

in one recognized stock exchange. 

According to the weighting method (quintile-based modified capitalization-weighted), 

which is used in this index, it does not let the large companies’ stocks dominate the index. 

 

4.2 Crude Oil 

Between a considerable number of benchmarks for crude oil prices, West Texas 

Intermediate (WTI) and ICE Brent crude (Brent) are the most important ones with the most 

influences. 

WTI is the leading benchmark of crude oil in the United States of America, and it refers 

to oil extracted from wells in the U.S. and sent via pipeline to Cushing, Oklahoma. On the other 

hand, the Brent is more worldwide, and almost two-thirds of all crude contracts around the 

world are referenced by it. Brent is used to pricing 15 different fields in the North Sea like the 

Forties, Oseberg, Ekofisk, and fields in Africa and the Middle East. 

 

 

 

 

 

 

 

 

 

 

 

 

In order to analyze the crude oil price, I used the futures price of these benchmarks for 

several reasons. First of all, after the oil crisis at the end of the 1970s, the buyers paid more 

attention to finding a way to minimize the risk of sudden fluctuation in oil price, and they 

started to use crude oil futures contracts in which they could lock the price several month or 

Figure 11: The Benchmark which is used in different countries  

(Source: Intercontinental Exchange (ICE) 
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years before buying it. Furthermore, previous researchers like Sadorsky (2001) and Scholtens 

& Wang (2008) stated that future prices are a better reflection of real oil price because despite 

of the spot prices, it is not affected by short-term supply-demand shocks. Also, before them, 

Gurcan(1998) and Crowder and Hamed (1993) believed that spot prices can be manipulated by 

big Oil & Gas companies. 

The prices according to these benchmarks are highly correlated, and choosing just one 

of them may damage the results of the analysis. In order to robust my model, I used the average 

prices of these benchmarks. 
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Figure 12: Annual WTI and Brent crude oil price 
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4.3 Descriptive Statistics of Data Sample 

 

  

Table 1: Descriptive Statistics of The Data during the First Period, 2009-2019 

Table 2: Descriptive Statistics of The Data during the Second Period, 2020-2021 
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5) Statistical Validity of my Models 

In order to avoid the misleading results arising from using the wrong model, I will 

analyse the stochastic properties of the series that I used in this research. Investigating these 

properties helps me to understand whether any modification in my Vector Autoregressive 

Models is necessary or not. Ignoring this process will lead us to a statistically invalid model; 

thus, the conclusion would not be valuable. All of the tests have been described in previous 

chapters, and here I will only represent the discussion of the results. 

 

5.1 Unit Root Tests 

From the graphical analysis, it can be understood that all of the time series in both 

periods contain a unit root and are non-stationary in their level. As mentioned before, it is 

prevalent to have non-stationary data when dealing with financial time series. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13: Natural Logarithm of Data during the first period, 2009-2019 

Figure 14: Natural Logarithm of Data during the second period, 2020-2021 
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Determination of order of integration is impossible with graphical analysis; therefore, 

I must conduct unit root tests for further analysis. To interpret the results of this test, I rely on 

five percentile rejection regions. One feature of the ADF test is that it reveals whether trend 

and drift are significant in describing the value of each observation or not. To examine this, I 

conducted the test for all three equations mentioned in the Stationary Test section and chose 

the most significant model. 

The test results from the augmented Dickey-Fuller test can be found in the following 

tables. From the tables, I could confirm my suspicion of non-stationary time series for both 

periods. 

 

  

Table 3: Augmented Dickey Fuller test on level for Oil Price, the left one is for period 2009-2019 and the 

right one for period 2020-2021 

Table 4: Augmented Dickey Fuller test on level for NEX Index, the left one is for period 2009-2019 and the 

right one for period 2020-2021 
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Table 5: Augmented Dickey Fuller test on level for Biofuel Index, the left one is for period 2009-2019 and 

the right one for period 2020-2021 

Table 6: Augmented Dickey Fuller test on level for Solar Index, the left one is for period 2009-2019 and the 

right one for period 2020-2021 
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As to why all of the time series were found non-stationary, the next step is to determine 

the order of integration for each observation by rerunning the test for higher orders. Repeating 

the test using differenced variables reveals that all of the considered time series are integrated 

of the first order I(1) because I could reject the null hypothesis of having a unit root for them. 

The results of the ADF test for the first differenced series for both periods are shown below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7: Augmented Dickey Fuller test on level for Wind Index, the left one is for period 2009-2019 and the 

right one for period 2020-2021 

Table 8: Augmented dickey fuller test on Differenced Oil Price, the left one is for period 2009-2019 and the right one for 

period 2020-2021 
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Table 9: Augmented dickey fuller test on Differenced NEX Index, the left one is for period 2009-2019 and the right one for 

period 2020-2021 

Table 10: Augmented dickey fuller test on Differenced of Biofuel Index, the left one is for period 2009-2019 and the right 

one for period 2020-2021 
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Table 11: Augmented dickey fuller test on Differenced of Solar Index, the left one is for period 2009-2019 and the right 

one for period 2020-2021 

Table 12: Augmented dickey fuller test on Differenced of Wind Index, the left one is for period 2009-2019 and the 

right one for period 2020-2021 
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From the graphical point of view, figures below show the change in the time series 

before and after being differenced for one time. It can be seen that now the time series are 

stationary and fluctuate around zero with constant variance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: Natural Logarithm of Oil Price during first period 

Figure 16: First differenced of Oil Price during first period 
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5.2 Lag Length & Cointegration 

Transforming time series to stationary successfully, I must determine the optimal 

number of lags in my Vector Autoregressive Models. For this purpose, I used the information 

criteria approach. According to previous studies for monthly data, the best information criteria 

is MAIC, so I used it to find the maximum lag number in my model. Also, for more accuracy, 

I checked the value of HQIC as a supplementary criterion that gives the most trustable results. 

The optimal number of lags for modeling renewable energy prices vs. oil prices is presented 

below. 

 

 

 

 

 

 

 

 

Conducting Johansen’s test revealed that in both periods, for one occasion, I should use 

the Vector Error Correction Model instead of VAR because two I(1) time series (biofuel and 

oil in the first period, Solar and oil in the second period) are cointegrated. Since in the VECM 

model stationarity is not essential, the optimal number of lags is chosen by variables on their 

level, and differencing is not needed. 

The results of Lag Length detection and Johansen’s test for Cointegration from the 

software are shown in the appendix. 

  

Oil Price D(Oil Price)

D(NEX Index) - 1

D(Solar Index) - 1

D(Wind Index) - 1

Biofuel index 2 -

Optimal number of lags for VAR and VECM

Oil Price D(Oil Price)

D(NEX) - 1

Solar 1 -

D(Wind) - 1

D(Bio) - 1

Optimal number of lags for VAR and VECM

Table 13: Optimal Number of lags, the left table for period 2009-2019 and the right one for period 2020-2021 
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5.3 Autocorrelation 

Estimating the number of lags by minimizing the information criteria can make the 

VAR and VECM models invalid because it increases the probability of having autocorrelation. 

In my research, LM test results say the models don’t exhibit autocorrelation; therefore, the 

optimal number of lags is as same as before. In the case of having autocorrelation, the number 

of lags should be increased until autocorrelation disappears. 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 14: The LM test results for autocorrelation NEX Index and Oil Price, the left table is for period 2009-2019 and 

the right one for period 2020-2021 

Table 15: The LM test results for autocorrelation Biofuel Index and Oil Price, the left table is for period 2009-2019 

and the right one for period 2020-2021 
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Table 16: The LM test results for autocorrelation Solar Index and Oil Price, the left table is for period 2009-2019 and 

the right one for period 2020-2021 

Table 17: The LM test results for autocorrelation Wind Index and Oil Price, the left table is for period 2009-2019 

and the right one for period 2020-2021 



P a g e  | 45 
 

5.4 Stability 

Calculating eigenvalues of my models and the fact that all of them are less than 1, 

confirms that my models are stable. The figures show the result of Inverse Root calculation of 

the models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 17: Stability test of NEX Index- Oil Price model, the left figure is for period 2009-2019 

and the right one for period 2020-2021 

Figure 18: Stability test of Biofuel Index- Oil Price model, the left figure is for period 2009-2019 

and the right one for period 2020-2021 
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Figure 19: Stability test of Solar Index- Oil Price model, the left figure is for period 2009-2019 

and the right one for period 2020-2021 

Figure 20: Stability test of Wind Index- Oil Price model, the left figure is for period 2009-2019 

and the right one for period 2020-2021 
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5.5 Granger Causality & Impulse Response Functions 

Understanding the relationship between the variables using these functions is 

necessary; first, Granger Causality reveals whether the relationship exists. Then, using the 

Impulse Response function allows me to determine the sign of this relationship and how long 

a shock in one variable will affect the other one. 

The impulse response functions, which are presented in the figures, measure the 

response of the dependent variable to a positive shock in one of the independent variables. The 

solid line tracks the response in time in these figures, and two dashed lines represent the 95 

percent confidence interval. 

The results of both functions are shown below. It is worth mentioning that no granger 

causality test is performed on the occasions when time series are cointegrated.  

 

5.5.1 Results of Granger Causality Test 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

Table 18: Granger Causality test result for NEX Index-Oil Price Model, the left figure is for period 

2009-2019 and the right one for period 2020-2021 

Table 19: Granger Causality test result for Biofuel Index-Oil Price Model, for period 2020-2021 
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5.5.2 Results of Impulse Response Functions 

Since the IRF results are of great importance in my research, I will write an explanation 

for each graph and a comparison for understanding the effect of the Covid-19 Pandemic. 

 

5.5.2.1 NEX Index – Crude Oil Prices Model 

In the first period, a shock in Oil Price has a limited positive significant effect on the 

NEX index, but in the period after the pandemic, its impact is negative and more substantial 

and lasts longer than the previous one. 

Contrarily, a positive shock in NEX Index will significantly increase the Oil Price for 

a short period because the shock dies out quickly. 

 

  

Table 20: Granger Causality test result for Solar Index-Oil Price Model, for period 2009-2019 

Table 21: Granger Causality test result for Wind Index-Oil Price Model the left figure is for period 

2009-2019 and the right one for period 2020-2021 
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Figure 21: The IRF results for NEX Index - Crude Oil Price Model during the first period 

Figure 22: The IRF results for NEX Index - Crude Oil Price Model during the second period 
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5.5.2.2 Biofuel Index – Crude Oil Price Model 

Using stationary data is not required in the VECM, so the shock of each variable has a 

lasting effect on the other one. A shock in Oil Price has an immediate negative impact on 

Biofuel; even though this effect by time will decrease at a low speed but still the long-term 

effect of an Oil Price shock is negative. On the contrary, a shock in Biofuel Index has a 

permanent positive impact on the oil prices. 

In the second period, since we performed a VAR model, the structure of the graphs is 

different, and the same shocks have limited effects. Approximately a shock in Oil Price will 

not affect the Biofuel Index; on the other hand, a positive shock in the biofuel index has a minor 

positive effect on the oil prices, which diminishes immediately. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 23: The IRF results for Biofuel Index - Crude Oil Price Model during the first period 

Figure 24: The IRF results for Biofuel Index - Crude Oil Price Model during the second period 
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5.5.2.3 Solar Index – Crude Oil Price Model 

In the first period, the effect of both variables on each other is almost similar. A positive 

shock in one of them has a small positive impact on the other one, which quickly dies. 

However, in the second period, a positive shock in Oil Price has a permanently negative 

effect on Solar Index. This effect stays constant for a short period and after that decreases 

gradually, but the long-term effect is still negative. On the other hand, a positive shock in Solar 

Index has a positive effect on Oil Price and increases it for a long time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 25: The IRF results for Solar Index - Crude Oil Price Model during the first period 

Figure 26: The IRF results for Solar Index - Crude Oil Price Model during the second period 
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5.5.2.4 Wind Index – Crude Oil Price Model 

A shock in Oil Price has an insignificant positive effect on Wind Index in the first period 

and a negligible negative impact in the second period. From these results, I conclude that 

shocks in Oil Price will not cause any movement in Wind Index. 

However, a shock in Wind Index in both periods increases the Oil Price for a short time, 

yet this effect is significant according to the IRF. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 27: The IRF results for Wind Index - Crude Oil Price Model during the first period 

Figure 28: The IRF results for Wind Index - Crude Oil Price Model during the second period 
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6) Discussion & Conclusion 

6.1 Discussion 

In this section, I will provide empirical evidence for my economic statistical analysis, 

even though it is very common that the statistical results are not explained by economic 

phenomena. 

Based on the statistical analysis, it can be concluded that oil price shocks have a 

significant effect only on the Biofuel Index. This behaviour can be explained by how these 

assets are connected and the macroeconomic factors that affect especially the renewable energy 

sub-sectors. 

The independency of NEX, Wind, and Solar indices from oil price fluctuations may be 

caused by the fact that the investment in renewable energies has increased a lot in recent years. 

The large investment and development of the technology have reduced energy production costs 

from renewable resources. Therefore, renewables can compete successfully with crude oil, 

even when the oil price is low. On the other hand, since the main product of Solar and Wind 

energies is electricity and their share of production has increased in recent years (29% of global 

electricity production), and the fact that oil is not one of the primary sources of electricity 

generation, it could be expected that oil price shocks don’t affect these assets significantly. 

However, that small influence can be explained by the effects of oil price on the two primary 

non-renewable sources of electricity generation, which are coal and gas. Thus, the 

nonsignificant influence of oil is because of its indirect effect on electricity production. Also, 

crude oil can compete with electricity in the transportation sector (0.3% of transportation fuel 

is from renewable electricity). However, since electric cars are more expensive than 

combustion engine cars and the amount of transportation fuel from electricity energy is not 

high, they can still not be considered a substitution for each other. It is probable that in the near 

future, according to the development of technology, the share of electric cars will increase and 

compete with fossil fuel-based cars. 

Furthermore, developing countries, especially China and India, experienced rapid 

economic growth, which caused a rise in energy demand, but under different global pressures 

for environmental pollution reduction, simultaneously they have developed their renewable 

energy industry. 

The surprising result from my statistical model is the positive influence of the NEX, 

SOLRX, and GWE indices shocks on the oil price. This result was unexpected since the share 
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of crude oil in global energy production is much more than renewables, and it is unlikely that 

their fluctuation can affect the crude oil prices. The cause of this result can be the requirement 

of fossil energies to develop the technology and equipment in the renewable energy sector. It 

implies that more investment and expansion of this sector can increase the oil demand and 

consequently its price for short time. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Cointegration between biofuel and crude oil can be clearly explained. Both of these 

assets exhibit the movement of the commodities which their main product is the transportation 

fuels. Also, indirectly they compete as sources of heating. Biofuels and fossil fuels are the main 

Figure 29: Annual share of different sources in Electricity Production 

(Source: BP Statistical Review of World Energy & Ember) 

Figure 30: Planned share of Renewable Energies in future of Energy Production 

(Source: Global Renewables Outlook: Energy transformation 2050, IRENA 2020) 

https://www.irena.org/publications/2020/Apr/Global-Renewables-Outlook-2020
https://www.irena.org/publications/2020/Apr/Global-Renewables-Outlook-2020
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sources of transportation fuel production, the global share of Biofuels is 3.1%; therefore, a 

positive shock in crude oil prices, increases the incentives of using biofuel between people and 

from the other side pushes the governments to increase the subsides on biofuel which makes 

biofuel a stronger competitor for gasoline. In the opposite way, when biofuel prices increase, 

the demand for traditional fossil fuels increases, which can increase the price of crude oil. So, 

the long-run relationship between these assets exhibited from the model is totally in line with 

economic theories. 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 31: Global annual production of Biofuels 

(Source: International Energy Agency- IEA) 

Figure 32: Global Bioenergy use for heating 

(Source: International Energy Agency- IEA) 



P a g e  | 56 
 

Performing the statistical analysis on the data for a short time after the Covid-19 

Pandemic makes the economic explanation of the results difficult. Looking at the results of the 

model, I understood that the pandemic has changed the relationships under consideration. The 

Global GDP growth was negatively affected by the pandemic, and a drastic decline in crude 

oil prices happened in this period; after a while, crude oil prices started to increase again. 

According to the huge economic loss during the pandemic, when the situation is going back to 

normal, the government and investors don’t have the previous incentives for promoting the 

development of the renewable energy sectors. This behaviour which will last for a short time 

can explain the statistical results of my methods for the influence of crude oil prices on 

renewable energy sub-sectors. The only explanation for the vice versa effect can be the return 

of crude oil prices to the upward trend. In general, by using this data, I could reach the purpose 

of my research, understanding whether pandemic can affect the relationships under 

consideration or not. Nonetheless, it would be better to repeat these tests in the future with a 

broader range of data to understand the effect of crude oil prices properly. 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 33: Global GDP Growth Percentage 

(Source: World Bank) 
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6.2 Conclusion 

In my thesis, I first tried to explore the relationship between crude oil prices and the 

renewable energy sub-sectors prices, and whether the influence of shock in crude oil prices is 

similar for all the sub-sectors. Furthermore, according to the importance of the recent financial 

crisis due to the Global Covid-19 Pandemic, I studied the changes caused by the pandemic on 

these relationships by using data in two periods that have covered a turbulent time in the world 

economy. To perform my analysis, I used two econometrics models, VAR and VECM models, 

and interpreted their results statistically and according to the economic theories. 

My findings indicate that crude oil is a net receiver of shocks from renewable energy 

assets, and the opposite way interaction, on most of the occasions, reveals that the effect of 

crude oil prices shock on other assets or is either not significant or dies out soon. 

In accordance with my first goal in this research, my conclusion will be based on my 

models in the first period. Therefore, I conclude that Alternative Energies, Solar and Wind 

Power indices exhibit the same response to a shock in crude oil prices. However, because its 

market structure is very similar to crude oil, the Biofuel index is cointegrated with crude oil 

prices. Thus, they have a long-term relationship, and their effects on each other last for a long 

time. Therefore, in general, crude oil prices have a different impact on the sub-sectors of 

Renewable Energy. 

Comparing the results from my statistical models for two sample periods reveals that 

the Global Covid-19 Pandemic caused a change in the interaction of renewable energy assets 

and crude oil prices. As mentioned before, it is highly recommended to perform the analysis 

with more sample data to have a better insight into this change. 

Even though the purpose of my thesis was to emphasize on the statistical results, for 

better understanding, I tried to explain them based on different financial theories and market 

movements. 

By analysing the results of this thesis, not only policy-makers can design their policies 

to support the energy transition process by means of fiscal policy, but investors can improve 

their hedging strategies for maximizing the profits from their portfolios as well. 
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Appendix 

Appendix 1: Lag Length Detection 

First Period: 

 

 

 

 

 

 

 

 

 

 

 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 22: Lag Length of NEX Index - Crude Oil Prices Model 

Table 23: Lag Length of Biofuel Index - Crude Oil Prices Model 
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Table 24:Lag Length of Solar Index - Crude Oil Prices Model 

Table 25: Lag Length of Wind Index - Crude Oil Prices Model 
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Second Period 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Table 26: Lag Length of NEX Index - Crude Oil Prices Model, Second Period 

Table 27: Lag Length of Biofuel Index - Crude Oil Prices Model, Second Period 

Table 28: Lag Length of Solar Index - Crude Oil Prices Model, Second Period 

Table 29: Lag Length of Wind Index - Crude Oil Prices Model, Second Period 
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Appendix 2: Cointegration Test Result 
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Table 30: Johansen's Test for NEX Index - Crude Oil Prices Model 
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Table 31: Johansen's Test for Biofuel Index - Crude Oil Prices Model 
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Table 32: Johansen's Test for Solar Index - Crude Oil Prices Model 
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Table 33: Johansen's Test for Wind Index - Crude Oil Prices Model 
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Table 34: Johansen's Test for NEX Index - Crude Oil Prices Model, Second Period 
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Table 35: Johansen's Test for Biofuel Index - Crude Oil Prices Model, Second Period 
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Table 36: Johansen's Test for Solar Index - Crude Oil Prices Model, Second Period 
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Table 37: Johansen's Test for Wind Index - Crude Oil Prices Model, Second Period 


