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Abstract

The increasing deployment of energy management systems (EMS) is assisting end-
users to become more aware of their energy consumption, intending to mitigate
energy waste. In this context, non-intrusive load monitoring (NILM) has emerged
as a promising energy management technique to conserve energy. This method aims
at distinguishing the individual load consumption from the aggregate power signal
measured at a single point. The majority of NILM methods have been applied to
residential settings. Low data availability in the industrial domain makes it difficult
to study solutions to disaggregate appliances in this kind of environment.

In this work, the household and industrial fields are analyzed and compared. A
semi-supervised event pairing method was applied to both scenarios. The algorithm
consists of (i) a cluster-based event detection; (ii) the extraction of specific features
from each of the events obtained from a small appliance-specific training set; (iii)
labels for each detected event of the aggregated power measurement; and (iv) an
estimation of the individual load consumption for the present electric devices in the
establishment.

The REDD residential and the IMDELD industrial datasets are the considered
case studies to evaluate the performance of the proposed approach. For both, resi-
dential and industrial applications, it was found that for frequent event appliances,
the algorithm accurately detects and classifies the events. Despite this significant
result, there is a performance gap for devices that lack frequent events. Thus, an
analysis of the strengths and weaknesses of this approach was carried out to define
further research ideas or next steps.
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Chapter 1

Introduction

Over the years, concern about energy expenditure has grown to such an extent that
consensuses such as the Paris Agreement [35] have been established globally. The
agreement sets tight yearly global warming limits, aiming at adapting towards a
downward climate change that can only be achieved with the participation of all
energy sectors.

Reducing CO2 emissions is essential to slow global warming, and the active in-
clusion of renewable energies production is a key factor to reach this goal. The smart
grid initiative brings significant actors in the prosumers (consumers and producers)
to not only include another renewable energy source but also incorporate consumers
into efficient use of resources. It is required a feedback technique that provides
knowledge about energy single-device consumption to manage successful end-user
participation. In-depth energy expenditure awareness alongside demand side man-
agement programs guide consumers into more sustainable energy utilization.

This thesis presents an all-inclusive Non-intrusive Load Monitoring (NILM) al-
gorithm design that intends in covering the challenges of a residential and industrial
environment. Even though there have been plenty of NILM approaches contribu-
tions, most of them are in the household domain. The ongoing development with
Industry 4.0 and Smart Factories emphasizes the importance of employing technol-
ogy like NILM, enabling a well-informed decision-making process. Therefore, this
work seeks to contribute by giving a comprehensive overview of the considerations
to apply a NILM solution to a relatively new field like the industrial.

1.1 Motivation
The progressive transition from fossil fuels to renewable energy sources has led to
impressive innovations to try to reduce the human ecological footprint. The smart
grid paradigm is an initiative that has been forging a new energy usage pattern. One
of the emerging features of smart grids is the shift from centralized to distributed
decision making. It consists of a multitude of self-interested players that interact
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Introduction

with a network through several information and communication technologies.
Smart meters are important actors for smart grid deployment. They measure the

aggregate energy consumption in a household or building and allow a bi-directional
communication and power transfer [10]. The gradual inclusion of smart meters
answering the smart grid initiative has created a growing interest in assessing how
overall energy consumption can be reduced. In this distributed network, end-users
play a significant role in effectively saving energy. Demand-side management (DSM)
programs aim at involving consumers in the loop, trying to modify their consumption
behaviour in function of the power supply.

Final users need feedback to change their consumption habits and hopefully
decrease power consumption. As stated in the study [23], a saving of around 4.5 %
can be achieved with appropriate consumption feedback. However, the aggregate
power profile does not provide sufficient information to take action. Making available
information on the individual consumption of each element in an establishment, the
consumers can understand which are the most power-hungry appliances and can
define strategies for load management.

Aggregate energy consumption can be monitored in two different ways: multi-
point and single-point installations [15]. Multi-point energy monitoring consists
of dedicated sensors for each of the electricity-powered devices. Measuring power
consumption can accurately determine appliance-level utilization with this method.
However, the initial investment and future maintenance are reasons that discourage
this type of installation.

On the other hand, to acquire the overall electricity expenditure, single-point
energy monitoring is installed at a unique location, the electricity main. Research
has been pushing to develop new techniques to separate from the aggregated power
signal, the individual appliance consumption. Non-intrusive load monitoring has
emerged to address this problem.

1.2 Terminology and Problem Statement
This section is devoted to introducing the terminology used in this thesis to avoid
ambiguities from inconsistent definitions found in the literature. Furthermore, it is
presented the event-based NILM classification problem considered in this research.

1.2.1 Terminology
• Electric device: a device that is powered by electricity.

• Power: refers to active power; unless indicated differently.

• Active cycle: is the interval of time where an appliance is withdrawing energy
from the main power source (see Figure 1.1).

2
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• Ground state: is the interval of time where no detectable electric device is
operating (see Figure 1.1).

• Operation modes: is a set of modes, including the inactive mode (OFF
mode), in which an appliance can operate.

• State of operation: is the amount of power withdrawal in one of the opera-
tion modes of an electric device.

• Steady-state: in a power signal is when the power draw achieves a stable
change and is no longer affected by the transient effects. Specifically, a state
of operation is considered stable if the power withdrawal change is equal to or
less than ε. ε is a parameter used in the cluster-based event detection, further
explained in Section 3.1.

• Transient-state: in a power signal is when the power draw has not yet
reached a steady state. Meaning that the power consumption behavior is
unstable and greater than ε.

• Aggregated power: or aggregated power signal, is the sum of all contri-
butions by the active appliances in a given time.

• Event: is where the aggregated power signal has abrupt changes or a change
of an operation mode of active or inactive appliances.

Power Active  
cycle 1

Active  
cycle 2

Active  
cycle 3 

Time

Ground states

Figure 1.1. Active cycle and ground state examples.
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1.2.2 Event-based NILM Problem
The event-based NILM classification is characterized by first recognizing events from
the aggregated power signal. For the detected events, assign appropriate labels to
each of them. The labelling process is done for each of the active cycles in the
aggregated power signal. The switching events within the active cycle are paired and
then designated to a specific appliance along with its estimated power consumption.
Therefore, this work concentrates on the following research objectives/challenges.

• Challenge 1: Accurately detect switching (ON/OFF) events while recording
their important features in an environment that may include many simultane-
ous events and overlapping appliances.

• Challenge 2: Pairing and classifying events within an active cycle that may
include several appliances and operation modes. The electric devices may be
of the same kind, which brings another level of complexity to the problem
since they may have a resemblance in their electric signature.

• Challenge 3: Defining the physical variables from which the features are
derived to obtain the fingerprint of the electric devices.

1.3 Organization
This section aims at presenting the structure of the thesis.

Chapter 1 - Introduction

Apart from presenting the thesis’ structure, the current chapter explains the motiva-
tion behind disaggregating power profiles from each of the active electricity-powered
devices in an establishment. Moreover, it is introduced the terminology, and problem
statement underlying this work.

Chapter 2 - Non-Intrusive Load Monitoring

This chapter presents the background knowledge necessary to understand the prin-
cipal concepts to address the energy load disaggregation problem. In addition, the
implications of applying energy monitoring in different environments are explored.

Finally, the chapter ends with a related work review to examine how the energy
load disaggregation has been treated.

Chapter 3 - NILM Disaggregation Approach Design

This chapter is devoted to presenting the design of the NILM disaggregation ap-
proach adopted in this work. Each of the steps of the NILM architecture will be
covered, explaining the intuition behind the design choices.

4
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Chapter 4 - Experimental Results

The effectiveness and accuracy of the NILM solution proposed in Chapter 3 are
evaluated in this part of the work. The chapter initiates with the reasons for se-
lecting the residential Reference Energy Disaggregation Dataset (REDD) [26] and
the Industrial Machines Dataset for Electrical Load Disaggregation (IMDELD) [2]
homologous to test the solution. Then, the chapter follows with the experimental
results applied to both use case scenarios, highlighting the differences in employing
the solution to contrasting environments.

Chapter 5 - Conclusions and Future Work

This chapter summarizes the most important findings in this thesis work together
with a critical analysis. The chapter starts with a short recap of the design of the
event-based solution. Subsequently, an interpretation is given to the main outcomes
of this work. Finally, the thesis closes with possible future improvements pointing
at the current challenges still to be faced.

1.4 Github Repository
The implemented ideas of this research work are publicly available on Github at
https://github.com/links-nilm-thesis-21/load-disaggregation. People in-
terested on the field can examine the open work and contribute in further improve-
ments even after the conclusion of the thesis.

5
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Chapter 2

Non-Intrusive Load Monitoring

Non-Intrusive Load Monitoring (NILM) is a research field that explores how to
separate the energy profile of each of the working appliances in an establishment
from the aggregate power signal, as shown in Figure 2.1. Contrary to the Intrusive
Load Monitoring (ILM), NILM only uses measurements from a single-point energy
monitor installed at the electricity main. NILM has gained a lot of attention due to
the cost-efficient installation and reduced maintenance involving the hardware.

As presented in Figure 2.2, NILM consists of four modules [15, 34], namely Data
Acquisition, Appliance Feature Extraction, Appliance Classification, and Energy
Disaggregation. A detailed explanation of each of them is given in Section 2.1. The
remaining of this chapter will focus on explaining NILM general framework, the
features used to find a unique signature for each appliance, how the problem can
be treated depending on the application domain, and finally the related work in the
field that illustrates the main recent ideas tackling NILM. This will be the basis that
will provide the necessary tools to understand the results presented in this work.

Time (min)

Po
w

er
 (W

)

20 40 60 80

100

200

300

400

500

600

Figure 2.1. NILM disaggregation task.
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2.1 NILM General Framework
NILM can be formulated as the break down of the aggregated power signal Pt of
a building or residence into individual appliance loads [43]; it can be expressed
mathematically as in Equation 2.1.

Pt =
N∑

n=1
pn

t (2.1)

where pn
t is the separated appliance consumption that contributes to the overall

energy expenditure at time t; N is the number of appliances (active or inactive)
present in the establishment. Therefore, the task of NILM is to distinguish which
power elements are in use, at a given time t, to accomplish complete energy disag-
gregated monitoring.

NILM General Framework

Data acquisition
Sampling rate
Resolution

Appliance feature
extraction

   Appliance load features:

Steady state
Transient state
Non-traditional

Appliance
classification
Learning 
Inference

Energy 
disaggregation

Individual load
consumption

Figure 2.2. NILM general framework.

When working, the specific appliance power waveform could influence energy
disaggregation [43]. Given an active cycle for a certain electric device and its modes
of operation, appliances can be categorized as proposed by [16] as follows:

• Type 1: These appliances only have ON and OFF operation modes. Where
the ON state of a specific appliance will maintain a single power range through-
out the whole operation.

• Type 2: These are appliances with a fixed set of modes of operation (more
than two, to distinguish between types 1 and 2). In literature, these appliances
are also referred to as Finite State Machines (FSM). As presented in Figure
2.3, each mode of operation is identified by a circle with a name and power
range. Allowed transition states are represented by arcs with either positive
or negative power withdrawal.

• Type 3: Appliances belonging to this category are an extension of type 2
appliances, denominated as continuously variable appliances, which have an
infinite number of power states.

7
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• Type 4: Additionally, [42, 3] introduce another category. Permanent con-
sumer devices as they call them, are appliances that are constantly consuming
the same amount of energy and remain active the whole time. In this work,
this kind of appliance is not considered for the disaggregation task.

OFF
[0-6] W

Defrost
[400-460] W

ON
[160-320] W

[-460, -394] W [+80, +300] W

[+154, +320] W

[-320, -154] W

Figure 2.3. Finite state ma-
chine model, refrigerator with
defrost state example.

Time

Po
w
er

Type 1: Single
state (ON/OFF)

Type 2: Multi-
state

Type 3:
Continuously

variable

Figure 2.4. Appliance’s load signature categories.

Each one of the appliance’s load signature categories is depicted in Figure 2.4.
The kind of devices present in a determined environment will highly influence the
method for solving NILM as will be highlighted later in Chapter 3.

Now in Sections 2.1.1 through 2.1.4 will be explained the combination of the
main modules (see Figure 2.2) that compose the NILM architecture.

2.1.1 Data Acquisition
The data acquisition module is in control of sensing the aggregated power con-
sumption in a house or building. Data must be collected at an adequate rate to
distinguish unique patterns in the aggregated load, which is motivated by the type
of disaggregation algorithm and the area of application [15].

The data acquisition phase is in charge of the granularity and resolution of
data. The utilized hardware for the acquisition will determine which features can
be extracted in the next step. The energy monitor’s resolution is determined by the
number of bits with which the analog to digital converter (ADC) is equipped. The
minimum change in the signal level becomes smaller with more bits available. Thus,
better accuracy of the measurement can be achieved. A high resolution reduces the
likelihood of events occurring at the same time in the aggregated signal.

On the other hand, the sampling frequency defines how often a measurement is
collected. Data can be acquired at a low frequency (1 Hz or less [33, 11, 8]) or a
high frequency (hundreds of Hz to MHz [33]). According to authors in [7], at higher

8
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frequencies, more numbers and types of appliances can be distinguished. Moreover,
fine-grained sensing enables the possibility to construct an energy signature with
high-frequency features (e.g., transient state features).

2.1.2 Appliance Feature Extraction
Capturing features from the aggregated load is the following step after acquiring the
overall energy measurements from the electricity main. First, raw data such as volt-
age and current waveforms are pre-processed to derive the power metrics, e.g., active
and reactive power. This phase may be skipped depending on the power meter’s
capabilities in internally computing the derived parameters from the fundamental
quantities.

Steady-state, transient-state, and non-traditional features are the groups of char-
acteristics to build a unique identification. Steady-state features are available in a
specific operation mode of an appliance (excluding the OFF mode). Steady-state
feature examples are summarized by [43]:

• Active (P) and reactive (Q) power change: These two are widely used
for the disaggregation solutions, usually the step-change (∆P and ∆Q) is
calculated to detect the change of modes of operation, which can be achieved
with low sampling frequency.

• Time and frequency domain characteristics of VI waveforms: Voltage
(V) and current (I) waveforms are processed to obtain time and frequency
domain features such as the peak and Root Mean Square (RMS) values as well
as current harmonics to characterize non-linear loads (i.e., not pure sinusoidal
current draw). A high rate acquisition is necessary for these attributes since
the waveforms constantly vary in short interval periods.

• V-I trajectory: In this category, voltage and current waveforms are also
employed. It consists of drawing the trajectory of the instantaneous current
and voltage normalized values within an active cycle of an appliance (see Figure
2.5). Wave-shape features are obtained from the V-I trajectory, such as the
asymmetry, looping direction, area, number of self-intersections, and others.

Steady-state features can require a high sampling rate, whereas for transient-
state features, is indispensable this sensing frequency. The transient characteristics
are captured from the transitions of modes of operation, and hence they are less
overlapping than their steady-state counterpart. A list of examples are presented
by [43]:

• Transient power: From the active and/or reactive power the repeatability
in a transient power profile is used to separate appliances.

9



Non-Intrusive Load Monitoring

Time

Normalized
Voltage

Normalized
Current

1.0

-1.0

Time

1.
0

-1
.0

1.
0

-1
.0

1.0

-1.0

VI trajectory

Figure 2.5. V-I trajectory example.

• Start-up/turn off current transients: Every time a device is turned on or
off there are usually power spikes or overshoots that are distinctive for each
appliance. Current spikes, duration, the shape of switching transients are just
a few of the characteristics included in this category.

Finally, research [24, 41] has also been including non-traditional features in the
disaggregation task. Some of which are not related to electrical variables such as
the time of the day, frequency of appliance usage, the correlation among devices’
operation. These can be combined with the traditional ones to obtain a better
performance.

As reported by authors in [40], NILM solutions can be grouped into event-based
and non-event-based approaches. Event-based approaches detect the time instants
where the aggregate power signal has abrupt changes, an event. In contrast, non-
event-based approaches consider the whole signal. With every power sample, non-
event-based methods try to recognize the state of appliances.

The feature extraction in event-based methods occurs every time an event is
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identified. The relevant features are recorded for future individual appliance associ-
ations. Instead, signal characteristics in the non-event-based techniques have to be
continuously registered and processed. Event-based solutions are considered more
computationally efficient [40] since appliances are related only to the samples taken
from the events and not the whole power signal.

2.1.3 Appliance Classification
Once the features are extracted, now they can be used to classify the individual
electrical devices. An appliance is characterized by a unique signature that is ob-
tained by selecting the appropriate features. To recognize the distinctive signature,
load identification research work is divided into supervised, semi-supervised, and
unsupervised machine learning techniques [43, 39].

The supervised methods rely on labels to train the classifier. In most cases, indi-
vidual appliance consumption must be acquired, increasing the cost of this solution
by adding sub-meters for each of the appliances. On the other hand, unsupervised
learning does not require any training and minimal or no previous information.
These two characteristics, along with the low setup cost, make desirable unsuper-
vised approaches. However, the shortcomings of applying a supervised learning
strategy can be relieved with the often-greater accuracy compared with the unsu-
pervised counterparts [39]. A compromise between the aforementioned approaches
can be found on the semi-supervised procedure, which consists of a small amount of
annotated data to improve performance on much larger unseen observations.

2.1.4 Energy Disaggregation
Finally, after the process of learning and inferring appliance-level power profiles, it is
necessary to assign to each the contribution on the total power consumption. From
this information, the end-user can have individual consumption feedback, which
enables DSM mechanisms to modify the consumer’s demand profile.

Event-based or non-event-based classification methods should propose a solution
to add appliance-specific power information to accomplish energy disaggregation.

2.2 Implementation Scenarios
NILM can be exploited in several advantageous ways:

• Demand response: Is a class of demand-side management mechanisms that
aims at shifting the users’ load patterns motivated by power utility’s incen-
tive or electricity price programs. This is one of the techniques that can be
propelled by the feedback NILM could give, thus the end-user changes their
consumption behavior accordingly.
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• Preventive maintenance: From the learning process in the NILM frame-
work, unique signatures from each of the appliances were extracted. An un-
known signature is marked as a suspect for an appliance that needs closer
examination.

• Detection of new appliances: Linked with the previous point, an unknown
isolated load pattern could also indicate the presence of a new device.

• Fraud detection: Finally, an unrecognized electricity behavior, can also be
associated with possible energy thefts.

• Occupancy detection: The activity from the electric devices could suggest
the presence of people in an establishment at a given time. This is a sensitive
issue since it involves an intrusion into the privacy of users of the electric
network.

• Real time load monitoring: The individual consumption from the electric
devices are displayed to the consumer in real-time. Information such as the
energy cost related to each appliance could be connected to demand response
initiatives to obtain energy savings while reducing overloads in distribution
systems and preventing emergency conditions.

2.3 Application Environment
Electricity monitors have been spreading due to the energy transition occurring glob-
ally. Housing units (residential sector), commercial premises (commercial sector),
and factories (industrial sector) comprise the establishments of the three categories
where a power meter can be installed [20]. In this work, residential and indus-
trial domains are studied for the disaggregation task. Considering the residential
datasets [26, 12, 22, 29] and the industrial counterpart [6, 2], an overview of the
most significant differences between these two sectors is made.

Dataset availability

Most of the research has been concentrating on household contexts attributable to
the extensive efforts in measuring campaigns such as: [26, 12, 22, 29]. Therefore,
creating a convenient set-up to develop research in this sector.

Conversely, industrial datasets are scarce. This may be due to companies pre-
ferring not to share their data, making progress in this field more difficult.

Appliance temporal dependency

In residential settings, not necessarily do the appliances have a working dependency.
Usually, the electric devices run separately with less correlation.
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On the other hand, the industrial sector that consists of manufacturing units
with fixed machinery has temporal dependencies from industrial processes. The
common production lines are an example that machine usage in this environment
depends on each other.

Appliance working overlap and event simultaneity

Associated with the previous point, as appliances generally operate independently,
the overlap of working devices is sparse and simultaneous events are rare in a house-
hold.

In contrast, in the industry, many electric devices are working at the same time.
The related interaction between them increases the likelihood of events occurring at
the same time.

Appliance activity

On a residential unit, appliances can work at any given time. Provided that inhabi-
tants can utilize powered devices at will, with no time restriction. Power withdrawal
from the main power source can occur whenever. Instead, active appliances in an
industrial environment are bounded by working days and hours. Hence, on non-
working days, no power activity should be detected.

Appliance usage scheduling

Stochastic behavior is found for household appliances with a wide variety of op-
erational programs or adjustable settings such as temperature or intensity. More-
over, device operation is dependent on the usage by the house occupants (duration
of appliance usage). Contrariwise, workdays and assignments with machinery are
repetitive each day/week. So, appliance predictability becomes easier due to the
stabler behavior.

Appliance diversification

In a residence is difficult to find two or more equivalent appliances that satisfy the
same purpose. Normally, one electric device of a kind is sufficient for every tenant.
Moreover, there is a high variety of devices that fulfill the many daily tasks that an
occupant may have. Whereas in industrial settings, the number of assignments is
reduced. Although, for the same assignment, several machines are required. There-
fore, in this scenario, there is low appliance diversity and high appliance density.
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2.4 Related Work

NILM was first defined by Hart in 1992 [16]. Since then, several solutions have
been proposed to solve the NILM problem. As mentioned earlier in Section 2.1.2,
NILM solutions are broadly divided into event-based and non-event-based. Ex-
amples of non-event-based algorithms are the widely used Hidden Markov Model
(HMM) [30, 27] and its alternative forms as the additive factorial HMMs [25] or
factorial HMMs [24]. The latter was also used for industrial domain purposes [9].
They identified that machines with a large share of the total energy consumed are
better disaggregated. A second version of the research was released later [31]. The
implemented approach this time was a deep learning generative model, the Wave-
NILM. Although a better result with the neural network was achieved in most of
the metrics for all appliances, the conclusion was the same. These approaches, how-
ever, have the disadvantage of requiring elevated amounts of training data to learn
the model. Also, they do not handle well the addition of new unseen devices as
the computational complexities increase exponentially [17]. In comparison, event-
based methods relieve some processing power as they only allocate resources for the
detected events in the disaggregation task [40, 17].

Event-based NILM considers three research categories: supervised, unsupervised,
and semi-supervised techniques [43, 39]. When no preliminary information is avail-
able, unsupervised algorithms are in charge of clustering the events, hence separat-
ing in each group a specific appliance. Subtractive clustering was proposed by [18],
where authors demonstrated that type 1 appliances with low sampling rate data
were accurately detected without prior knowledge of the number of appliances or
the number of different type 1 power profiles. Another approach using agglomera-
tive clustering and genetic k-means was employed by [13] using steady-state active
and reactive power change (∆P , ∆Q) features. However, a common drawback from
these unsupervised procedures is the inability of distinguishing type 2 (multi-state)
appliances as they form several clusters from the multiple states of operation, which
results in creating numerous clusters for the same appliance.

On the other hand, supervised NILM classification algorithms require a training
dataset with appliances’ consumption profiles data. These preliminary inputs con-
tain information about multiple appliance-specific features that help to construct the
structure and parameters of the recognition algorithm. This set of solutions often
consider the mode of appliances as class labels. The methods using these param-
eters range from K-Nearest-Neighbours [36], multi-label classification [38] to deep
learning [37]. Unlike the unsupervised techniques, the supervised analogs present
more accurate results, even with type 2 appliances. Yet, the prevalent difficulty is
the generation of accurate appliance-specific models with small quantities of training
data [1].

Acquiring insightful information from small amounts of data is encouraged to
overcome the already mentioned problems from the supervised and unsupervised
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methods. A semi-supervised procedure implemented by [1] utilizes the modes of op-
eration of each electric device as class labels with low training data volume achieving
state-of-the-art results. Therefore, a semi-supervised scheme reduces the effort of
acquiring extensive quantities of training data and still produces accurate prediction
labels.
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Chapter 3

NILM Disaggregation Approach
Design

This chapter presents the design of a semi-supervised event pairing method for
energy load disaggregation. The solution will cover the appliance feature extraction,
appliance classification, and energy disaggregation modules from the NILM general
framework presented in Section 2.1. The data acquisition module is not considered
as the algorithm performance is verified on already existing data. Nevertheless, the
decision of selecting the datasets will be further explained in Section 4.1, analyzing
the data parameters that also motivate the construction of the recognition algorithm.

The building blocks that describe the disaggregation pipeline, Figure 3.1, start
with the data extraction, followed by the cluster-based event detection module, then
the feature extraction is performed based on the detected events. These first three
components are common for the learning and inference procedures. The modules
that concern only the inference side are event pairing (where appliance classification
occurs) and energy disaggregation. Additional clarification on the design of each of
the blocks will be given from Sections 3.1 through 3.4.

Inference (aggregated power signal) 
 
 
 
 
 
 
 
 
 
 
 

Learning (disaggregated power signals)

Event detection
Record transient
and steady state

features

Event classi�cation
(pairing method)

Energy
disaggregation

Power
signals

Figure 3.1. Disaggregation pipeline.
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3.1 Event Detection
The event detection part is the core of this solution. The training and test phase
depends on the event detection. In training, it is used for appliance-specific fea-
ture extraction, while in testing, the detected events are divided into the available
electricity-powered devices given their features. In any event-based solution, incur-
ring false detected events or not distinguishing them will affect the rest of the blocks.
Inevitably, it is fundamental to build a good event detector that will provide the
basis for the disaggregation task.

A great part of detectors identifies events based on the difference of two or more
consecutive samples [14, 32, 28], and significant value change may not be sufficient
for identifying type 3 appliances’ events, where the change is slow and characteris-
tic in an industrial environment [21]. Moreover, many rely on pre-processing (e.g.,
filtering) the signal to increase the detection accuracy [1, 32]. The proposed event de-
tection method intends to skip the filtering phase and accurately define the transition
time intervals instead of employing the typical change-point detection. Additionally,
the detector can handle active and reactive power time-series data, considering that
accuracy also depends on the power features. Reactive power can give another di-
mension to distinguish events from appliances that have similar active power curves
[32]. However, if only active power is available, the algorithm can still work.

The event detector consists of a clustering algorithm applied recurrently to the
active and the corresponding reactive power samples. The solution efficiency can
be reduced as the signal’s frequency increases. To reduce the processing power,
the active (P ) and reactive (Q) power signals are transformed to logarithmic power
signals (Pl and Ql) based on Equation 3.1. From this procedure, the power signal
is enclosed in a narrower range, which results in reduced computation time [4].

Xl =


ln (X), X > 0
0, X = 0
− ln (−X), X < 0

(3.1)

where X ∈ {P,Q}
The desire for real-time aggregate signal separation implicates that the clustering

algorithm must be computationally efficient so that it can be recurrently utilized
in consecutive time intervals of the power feature signals. Density-based spatial
clustering of applications with noise (DBSCAN) is the selected algorithm for this
purpose. The cluster-based solution aims at grouping two consecutive steady states,
i.e., two different operation modes in a given time interval. If two operation modes
are recognized within the time interval, it means that an event occurred. DBSCAN
is constructed to distinguish outliers or noise. Therefore, given the time interval
where two consecutive steady states were detected, the outliers (if any) represent
the transient state samples.

The time interval must be selected, so exactly two steady states are contained.
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In this context, an expanding window with increasing width is used. The initial
window size depends on one parameter of DBSCAN, minPts. minPts defines the
minimum number of data points that should be included in a group to be considered
a cluster and is defined as the product of the minimum time duration of a steady-
state ∆Tmin and the sampling frequency of the data fs (see Equation 3.2). Then,
the initial window size is two times minPts plus one sample, which is the least
number of data points to build up to two clusters. From there, the window size
increases by one sample every iteration while applying the clustering algorithm in
each incremental step until two clusters are found. In the next iteration, the window
size returns to its initial size after detecting both modes of operation.

minPts = ∆Tmin · fs (3.2)
The other parameter that defines DBSCAN is ε, which determines the maximum

distance between two samples for one to be considered as the neighborhood of the
other. In Equation 3.3, this parameter is defined as the average of the euclidean
distances between the consecutive samples inside the expanding window plus two
times the standard deviation of the euclidean distances between the consecutive
samples inside the expanding window. The standard deviation part is a safety
margin to consider inside steady-state data points affected by noise.

ε = mean
(√

(li −mi)2
)

+ 2
(
std

(√
(li −mi)2

))
i = 1,2,3, . . . , n (3.3)

where l,m ∈ {P,Q}; m is the previous data point of l. Consequently, l is the
succeeding sample of m. i can take any integer value from 1 to n, and n is the total
number of samples inside the expanding window.

In this application, the DBSCAN parameters have a physical meaning. ε becomes
an adaptive distance depending on the samples bounded in the expanding window.
This dynamic distance adapts to the average changes in the steady-states, so when
an uncommon abrupt change is observed is labeled as a transient sample (an outlier)
or noise. On the other hand, minPts considers clusters according to the sampling
frequency of the power signal. Both ε and minPts make the event detector noise
resistant, which avoids performing initial filtering to the signal.

Additional remarks on the cluster-based event detector:

• To keep the computational complexity low, the expanding window must not
exceed 1350 samples. The number of samples was found to be sufficient to
avoid overloading the computational capabilities. If the number of samples is
surpassed, the window size returns to its initial size.

• Not sufficiently long-lasting active cycles require special treatment as they can
be mistaken for noise. Once two consecutive steady-states are identified, in
the next iteration, the expanding window will shift back to the first sample
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of the second steady-state instead of continuing to scan the time series from
that point (see Figure 3.3). As a result, correct detection of the falling event.
Occasionally, the minPts parameter will not be enough to detect a steady
state if the search is initiated at the same point where the second steady-state
of the last iteration ended.

The flowchart of the cluster-based algorithm is illustrated in Figure 3.2. No-
tice that the blue and red process blocks are not related to the event detection.
The feature extraction block is common for learning and inference, while appliance
classification and energy disaggregation are only considered for the inference part.
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Start

Get power signals

Expanding window = (minPts x 2) + 1

YES

NO

2 steady-states inside
expanding window?

Expanding window = Expanding window + 1
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Expanding window > 1350

NO
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Are there more power
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Shift back to first sample of
second steady-state
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NO

Second steady-state has
consecutive indexes?
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Finish

Robustness conditions 

Feature extraction

Any of the first steady-
state indexes is bigger

than the first index of the
second steady-state?

Appliance
classification

Energy
disaggregation

Common for
learning and

inference
Only inference

related

Label:

Figure 3.2. Event detection flowchart.

To provide a better explanation of how the algorithm works, Figure 3.3 presents
an illustrative example of an active power signal which explains how the events are
detected. In this example, the sampling frequency is 1 Hz. The Figure show when
the first two steady-states were found and a rising event was identified (upper part
of the illustration). In this case, the expanding window initial size was 11 samples
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and grew up to 14, which is when both modes of operation were detected. The red
data points represent the transient rising state as they do not belong to either of the
steady-states contained in ε. Then, the window size returns to its initial size, and
the clustering process starts from the first sample of the second steady-state. The
sequential window increment goes up to 16 samples where the next two operation
modes are found (lower part of the illustration).
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First steady-state
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Figure 3.3. Event detection example.

3.1.1 Event Detector Robustness
Two further refinements were employed to achieve a more robust event detection.
Not sufficiently separated abrupt changes can be mistaken as a steady-state as shown
in the left-most part of Figure 3.4. The non-sequential samples are confused with a
mode of operation. However, in this case, the data points are noisy intervals. The
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algorithm evaluates if the indexes of the steady-states are consecutive to prevent
this from happening; that is the first robustness condition surrounded by the green
rectangle in Figure 3.2.
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Figure 3.4. Event detector Robustness Conditions. On the left, noise samples
clustered as a mode of operation labeled with C2. On the right, two modes of
operation (C1 and C2) clustered on a long transient segment.

The second enhancement consists of dealing with type 3 appliances. Type 3
devices typically have long transients. All first steady-state samples should chrono-
logically happen before the second steady-state data points to mitigate wrongly
detected events generated by a long transient (a false positive). Therefore, as shown
in the right-most part of Figure 3.4, if any of the indexes in the first steady-state
samples is higher than the first index sample of the second steady-state, then the
event is a probable false-positive (second robustness condition surrounded by the
green rectangle in Figure 3.2).

3.2 Feature Extraction
The feature selection and collection are crucial for appliance inference. From an
appropriate choice of features, a unique signature is obtained. Thus, recognizing
distinctions is easier among electricity-powered devices and can respond to part of
challenge 1 stated back in Section 1.2.2. States of operation are a generally utilized
characteristic in the NILM task, that is, the power interval corresponding to an
operation mode [1]. However, power overlap among the electric devices may occur.
A more effective disaggregation comes from acquiring extra features, hence providing
additional dimensions for appliance differentiation [43].
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As mentioned earlier, feature extraction is a common procedure for training and
testing. Regardless, in both cases, the extraction is treated differently. In training,
a small dataset is used to collect all the features and learn from that appliance-
specific models. Conversely, for testing, the power attributes are obtained to label
the electric device in the classification procedure (Section 3.3). Notice from Figure
3.1 that for learning, the single consumption contribution from each device (the
disaggregated power) is utilized, whereas for inference, only the aggregated signal.

3.2.1 Feature Selection
The approach considers the three feature categories, i.e., steady and transient state
and non-traditional attributes. Specifically, the selected steady-state property is
the power interval ∆Π corresponding to an operation mode. Apart from gathering
the states of operation, other significant attributes are collected from the transient
section. Selected features are the transient state duration ∆TΨ, transient spike
δΨ, transient power change ∆Ψ. With this transient set, the intention is to find
fewer overlapping characteristics as compared to the steady-state complement. The
features are computed in the active P and reactive Q (if available) power signals
as in Equations 3.4 through 3.7. Finally, the chosen non-traditional feature is the
time of the day usage. It was chosen because it can prove significant to well-behaved
appliances, such as machines in an industrial environment where tasks are repetitive
each week. Moreover, it was shown in [24] that non-power features have a positive
impact in discriminating electric devices with similar load characteristics.

∆ΠX = mean
(
ΠX

2

)
−mean

(
ΠX

1

)
(3.4)

∆ΨX = max ΨX −mean
(
ΠX

1

)
(3.5)

δΨX = max ΨX −mean
(
ΠX

2

)
(3.6)

∆TΨ = TΠ2(0)− TΠ1(NΠ1) (3.7)
In Equations 3.4 through 3.7, X ∈ {P,Q}, Π2 and Π1 are the first and second
steady-state segments, respectively. Ψ is the transient section, TΠ is the steady-
state timestamp, so TΠ2(0) is the second steady state timestamp evaluated in the
first sample. Finally, NΠ1 is the total number of samples in the first steady-state,
meaning that TΠ1(NΠ1) is the first steady state timestamp evaluated in the last
sample.

Every time an event is detected, the features are distinguished between a rising or
falling characteristic. The active power interval ∆ΠP is employed for this purpose. If
∆ΠP > 0, then the features are rising event attributes. Otherwise, they are a falling
event characteristic. After the binary categorization, while training, the features
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are stored for each device. On the other hand, in testing, the features from the
aggregated power signal are temporally stored and examined for further appliance
designation.

3.2.2 Feature Engineering
As stated in Section 3.2.1, the time of the day usage could be a helpful feature to
exploit a possible periodic trend for the time-series data. If any periodic behavior is
present, the assumed meaningful frequency is a daily periodicity. Even though the
patterns in a household are more stochastic than in the industrial scenario, it might
still have a similar behavior from one day to another. From the industrial side, the
assignments are repeated on a daily basis (see Section 2.3).

To extract the daily frequency, first, the index column (i.e., the DateTime index)
is converted into a timestamp in seconds. However, the timestamp in seconds is not
useful for the model because it is just a value that increases over time. The approach
adopted to make the time a suitable feature was to map the daily periodicity to a
sine and cosine function, Figure 3.5. As a result, another two useful features (signals)
were added to the model: “Day sin” and “Day cos”.
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Figure 3.5. Time of the day feature.

3.2.3 States of Operation Retrieval
Similar to authors in [1], to train this solution, the states of operation of an appli-
ance are extracted automatically; instead of using handcrafted methods (e.g., visual
power inspection or using the datasheet of the appliance). The learning employs a
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cluster-based approach to separate the states of operation using an agglomerative
clustering procedure. In particular, for grouping, Ward’s linkage (WL) method [19]
was executed.

The grouping method states that the sum of squares will increase depending on
the cost (see Equation 3.8) of merging two clusters, A and B, separated at a given
distance.

∆ (A, B) =
∑

p∈A∪B

‖p−mA∪B‖2 −
∑
p∈A

‖p−mA‖2 −
∑
p∈B

‖p−mB‖2

= nAnB

nA + nB

‖mA −mB‖2
(3.8)

where mA, mB, and mA∪B are centroids of clusters A, B, and A ∪ B, respectively,
and nA and nB are the size of clusters A and B.

A new cluster is generated by agglomerating group points A and B at minimum
cost ∆ (A, B) by evaluating any two clusters. The process is repeated until just one
object is left or stops in the desired number of data point sets. The non-negative
cost ∆ (A, B) will increase as the groups are merged together. One of the often-
used stopping conditions to determine the optimal number of groups is the so-called
elbow method. Particularly, for this application, the optimal number of clusters is
achieved when the increasing objective function becomes “too costly” compared with
the previous merging stage.

The main drawback with the elbow grouping procedure is the susceptibility to
unbalanced data [1]. Considering the cost function in (3.8), the combination of
clusters is not interrupted where small-numbered clusters are present. The cost is
not too high to merge them, even if their centroids are far apart. In power signals,
there may be modes that do not occur frequently, which may lead to combining with
another cluster that is considerably separated. Therefore, the consolidation of the
states of operation should prevent the union of distant power intervals.

Following the aforementioned state of operation grouping guidelines, the WL
method is applied to the disaggregated power data considering K = 10 clusters.
K = 10 was chosen under the assumption that appliances cannot have more than
ten modes of operation. Additionally, after clustering the ten operation modes, a
distance-based merging policy as proposed by [1] is adopted. The technique con-
sists of grouping the sufficiently close power intervals. First, the ten centroids are
computed and sorted in descending order with the obtained clusters from the WL
method. Second, the technique groups together the power intervals whose centroids
distance is less than 15% of the highest centroid. If the condition is met, then that
power interval is merged with its corresponding highest centroid. The merging is
performed until there are no more centroids to evaluate.
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Figure 3.6. Power interval definition.

Transition intervals of appliances

As presented in Figure 3.6, the power interval that characterizes the change from one
mode of operation to another can range from the minimum power data point of the
lowest steady-state LSmin to the maximum power point of the highest steady-state
HSmax, namely the “Transition High Interval”. The interval can also be included
in the range from the maximum power point of the lowest steady-state LSmax to
the minimum power sample of the highest steady-state HSmin, i.e., the “Transition
Low Interval”. The transition high and low intervals are recorded from the detected
events to extract a wider power change. The agglomerative clustering procedure plus
the distance-based merging policy is applied for the stored transition high and low
intervals, so the mode transitions for each electricity-powered device are calculated.

A mode transition is defined as the power range from a high state of operation
HS = [HSmin, HSmax] to a low state of operation LS = [LSmin, LSmax]. Then, the
power interval of this transition is defined as Equation 3.9.

[MTL, MTH ] = [HSmin − LSmax, HSmax − LSmin] (3.9)
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3.3 Classification
This section is dedicated to explaining the proposed event pairing method to classify
electricity-powered devices present in an establishment. The classification procedure
is made up of several steps illustrated in Figure 3.7.
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Figure 3.7. Classification procedure.

After recording all the relevant features of an event, the classification procedure
starts. Real-time disaggregation monitoring is a requisite to give effective feedback
to the end-user. For that reason, instead of waiting until the end of the day to
evaluate the stored events’ features, the method begins with the evaluation of
events inside an active cycle. The search space is significantly reduced under
the assumption that an active cycle lasts for the activity of an operating appliance.
Moreover, the ground states are not considered, which diminishes the computational
overhead.
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The start of an active cycle is determined by the detection of a rising event,
followed by saving the average power consumption of the first steady-state, i.e., the
ground state. Next, if a falling event is detected, check if the power withdrawal of
the second steady-state (candidate ground state) is lower or equal to the previous
ground state (see an example of active cycle identification in Figure 3.8).
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Figure 3.8. Active cycle identification.

After an active cycle has ended, the label assignment initiates based on the
power intervals retrieved from the training process (see Section 3.2.3). Each event
within the active cycle is subject to labeling. The power intervals are collected
and associated with the respective event. The event’s power interval feature ∆ΠP

obtained from the aggregate power signal is confronted with every mode of operation
transition [MTL, MTH ] to relate the mode of operation with the event. The event
is assigned to the power interval if ∆ΠP lies in [MTL, MTH ].

The approach defines a binary-valued matrixMa of dimensions NMO×Ne, where
NMO is the rows containing the modes of operation gathered in training, and Ne

is the columns with the events enclosed in the active cycle. A value of 1 in Ma

represents that a power interval was designated for a corresponding event.
As discussed in Section 3.2, the power interval is a feature that overlaps among

devices. Therefore, one event (column) in Ma could have several associated power
intervals (rows). Still, some events may not be included in any of the intervals. In
this case, the event is associated with the closest power interval. Figure 3.9 presents
an example where four events were detected in an active cycle. Each of the events
was labeled with its corresponding power interval. However, for the first event,
multiple labels were assigned.

A tiebreak strategy was employed using the additional transient and non-
traditional features to deal with the power overlap. In this respect, the power
characteristics are subjected to a non-parametric probability density estimation.
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Figure 3.9. Event labeling example.

The probability density is the relationship between observations and their proba-
bility. The density of a group of samples forms a shape denominated as a probability
distribution, and for an unseen measurement, the probability is calculated with a
probability density function (PDF). The PDF will estimate how likely a given ob-
servation is depending on a related sample of data.

In this context, an event’s feature has a related probability distribution (formed
by the stored samples from the training process). However, the stored features do not
resemble a common probability distribution, such as the case when the data has two
(bimodal distribution) or more (multimodal distribution) peaks, e.g., power intervals
of a refrigerator (see Figure 3.10), which leads to a non-parametric density estimation
to compute the related PDF. Specifically, kernel density estimation (KDE) is used
as a non-parametric approach.
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Figure 3.10. Refrigerator transition power intervals KDE.
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The tiebreak strategy is as follows:

1. Discriminate the events that conflict with two or more power intervals.

(a) Obtain all the power features related to that event.
(b) Retrieve the stored power samples (from training) of all the features re-

lated to the power intervals with conflict.

2. For each of the feature samples extracted from training, estimate a PDF
through KDE.

3. For each of the measured features, calculate the logarithmic probability (to
prevent computational underflow) with the PDF from step 2.

4. Sum the logarithmic probability of each of the features.

5. Choose among the overlapping power intervals the appliance whose probability
score is higher, i.e., assign a zero in Ma to the corresponding column and row
to the power intervals that scored a lower value than the maximum probability
score.

As a final remark, the tiebreak procedure evaluates the joint probability of the
features to determine which of the power intervals corresponding to an appliance is
more likely to be associated with a given event.

Figure 3.11 shows an example of the tiebreak procedure following the event
labeling case in Figure 3.9. In the example, after evaluating the sum of logarithmic
probabilities for appliances A and C, appliance A obtained a greater score. Thus,
the 222 W event was designated to power interval [215− 230], which corresponds to
appliance A.
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Figure 3.11. Tiebreak procedure.

Unfortunately, the earlier tiebreak method is not enough for low-frequency datasets.
In a low-frequency time series, the likelihood of finding transient data points is re-
duced, especially for falling events. So, in the expanding window presented before,
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occasionally, there will be only steady-state samples, removing the possibility of cal-
culating transient state characteristics. For this reason, an event paring approach
is proposed to mitigate the negative effects of the shortage of transient samples.

The method consists of matching rising (ON) with falling (OFF) events of the
same power appliance within an active cycle. When an active cycle ends, it is nec-
essary to check the compatibility between events. Three conditions were formulated
to assess this compatibility.

The first condition is related to assessing the absolute power change, where the
average steady-state power after a falling event P−mean is bounded in the steady-
state power before a rising event as defined in Equation 3.10 and illustrated in the
left-most part of Figure 3.12.

The second compatibility condition treats the relative power changes. This con-
dition manages when two or more appliances are operative in the same active cycle.
The events may not occur in order, so the relative changes cannot be associated
chronologically. However, an event of the same appliance has equivalent relative
rising and falling power change. The relative falling power change ∆P− must fall
in the relative power change of a rising event ∆P+ for the events to be considered
a match (see Equation 3.11 and the right-most part of Figure 3.12).

P+
Low − (P+

Low × 0.02) ≤ P−mean ≤ P+
High + (P+

High × 0.02) (3.10)

In Equation 3.10, P+
Low is the minimum power sample in the steady-state before the

rising event, whereas P+
High is the maximum power data point in the steady-state

before the rising event.

∆P+
Low − (∆P+

Low × 0.02) ≤ ∆P− ≤ ∆P+
High + (∆P+

High × 0.02) (3.11)

In Equation 3.11, ∆P+
Low is the relative power change range between the minimum

power sample in the steady-state posterior to a rising event and the maximum power
data point of the preceding steady-state of the rising event. ∆P+

High is the relative
power change range bounded by the maximum power sample in the steady-state
following a rising event and the minimum power data point of the previous steady-
state of the rising event.

The third and last matching condition evaluates if the event pair corresponds
to the same appliance. This means that the rising and corresponding falling event
power intervals should belong to the same electric device. Following the four-event
scenario (Figures 3.12 and 3.9), rising event 1 can be paired with falling event 3
because both power intervals belong to appliance A. Likewise, the power interval of
appliance B allows rising event 2 to be matched with falling event 4.

Overall, to pair a rising and falling event, at least one of the first two conditions
must be met, and the third condition must be met.

The whole event pairing procedure is defined as follows:
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Figure 3.12. First (left) and second (right) compatibility conditions, which are
governed by Equations 3.10 and 3.11, respectively.

1. Pair the opening event (rising event) with the closing event (falling event).
Both are considered a match only if one of their power intervals coincides with
the respective appliance. Otherwise, they are not matched, and the procedure
starts from step 2.

2. The unmatched rising and falling events are stored in two different sets.

3. Extract in chronological order the corresponding rising event and check the
compatibility conditions with the immediate succeeding falling counterpart.
Note that a rising event cannot be associated with falling events that occurred
first. If a match was found, delete the pair of events from the rising and falling
sets, label the events with the corresponding appliance, and continue with
the next rising event. Otherwise, evaluate the matching conditions with the
remaining falling events until there is no left. If after evaluating all the falling
events, a match was not found, then continue with the next rising event. This
step is repeated until there are no more rising events.

4. Store in the unmatched set, the rising and falling events for which a pair was
not found.

Notice that from the event pairing, there might still unmatched events. The un-
matched events mostly occur from appliances that have multiple operation modes,
and within an active cycle, the number of events is odd. One last matching attempt
is proposed to pair the remaining events. The simple approach is to check if
the matchless event’s power intervals coincide with the already paired events appli-
ance. Additionally, evaluate if the unmatched event is chronologically in between
the matched events. If this is the case, the peerless event is associated with the
power interval corresponding to the appliance of the already combined events. An
example can be found in Figure 3.13, which exhibits how the unmatched event 2
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is related to appliance A since it is in between the matched events 1 and 3 and all
correspond to the same appliance.
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Figure 3.13. Matching of remaining unmatched events.

3.4 Energy Disaggregation
Finally, the energy disaggregation completes the NILM cycle. This NILM stage
gives meaning to the DSM programs, which relate consumers to greener power con-
sumption habits by giving them the appropriate single-device expenditure feedback.

The event pairing method in Section 3.3 permits the formulation of an appliance-
specific energy consumption calculation. From the event matching, the amount of
time that a device was used and the approximate power withdrawal consumed in
that interval can be obtained. These two variables are sufficient for an energy
consumption estimation.

In the same way, as in event classification, energy disaggregation is restrained
to be calculated in every active cycle aiming for a real-time solution. The approach
considers the power interval feature ∆ΠP and the timestamps (in seconds) of ris-
ing and falling events forming rectangles resembling the typical power withdrawal
steps. The events inside the active cycle are separated according to the classifica-
tion procedure, then for each appliance, sort the events in chronological order and
retrieve with the timestamps the duration intervals (in hours) between one event
and the next. The rectangle step power construction is simply multiplying the du-
ration intervals by the power interval of the first occurring event in the respective
period, which gives Watt-hour energy consumption. Ultimately, the total energy
expenditure is the sum of every duration interval’s energy, which is then stored for
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energy estimations outside the active cycle window. In addition, a pseudocode of
this approach is presented in Algorithm 3.1.

Algorithm 3.1: Energy disaggregation procedure.
Input: Power interval features ∆ΠP and timestamps (in seconds) of labeled

rising and falling events.
1 foreach appliance do
2 Sort in chronological order the segregated events
3 foreach timestamp do
4 Calculate the duration interval in hours between the current event and

the next:
5 Get current and next timestamp event
6 duration interval = (next timestamp - current time stamp) / 3600
7 end
8 foreach ∆ΠP and duration interval do
9 energy = ∆ΠP× duration interval

10 total active cycle energy += energy
11 end
12 end

Output: total active cycle energy
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Chapter 4

Experimental Results

The proposed NILM algorithm of Chapter 3 is evaluated in this part of the work.
First, the reasoning behind the dataset selection is introduced. Then, the event
detection effectiveness and event classification accuracy is presented, followed by
the actual and estimated energy consumption by each of the electric devices in the
establishment. The assessment of the mentioned criteria is performed on the selected
residential REDD and industrial IMDELD datasets.

4.1 Dataset Selection
The available measurements, either directly acquired with a sensor or derived from
them, would determine which type of solution (algorithm) is best suited to ad-
dress the NILM problem. For example, VI-trajectory approaches need the voltage
and current waveforms to build the appliance signature (see Section 2.1.2). There-
fore, a solution with this requirement cannot be implemented with datasets without
this kind of data. The broadly used physical variables are the active and reactive
power for extracting the fingerprint of an electricity-powered device [43]. The NILM
approach explained in Chapter 3 was designed considering these two traditional fea-
tures that are also included in several public datasets [2, 6, 12, 22, 26, 29]. Another
significant consideration for choosing the data is the time granularity. As the sam-
pling frequency increase, more data storage and larger processing power are needed.
However, higher accuracy can be achieved as more features can be derived, and more
numbers and types of appliances can be distinguished in a complex environment.
A middle ground between the intent of higher accuracy and low processing power
must be found. Data sampling between 3 samples per second and 10 Hz should be
sufficient for the proposed algorithm. For the solution, it is necessary the disaggre-
gated power signal for building appliance-specific models in training. Finally, when
contemplating dataset selection, one should focus on the ease of data manipula-
tion to perform different experiments. Thus, further research development becomes
simpler.
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Bearing in mind the above-mentioned considerations, the Reference Energy Dis-
aggregation Dataset (REDD) [26] for the residential use case and the Industrial
Machines Dataset for Electrical Load Disaggregation (IMDELD) [2] for the indus-
trial use case were the selected datasets. Datasets like Building-Level fUlly-labeled
dataset for Electricity Disaggregation (BLUED) [12] was discarded even though it
met all the requirements. The data is not available at the time of writing this thesis
work.

4.1.1 NILMTK
The Non-intrusive Load Monitoring Toolkit (NILMTK) was introduced by [5] to
facilitate the comparison of benchmark energy disaggregation algorithms. This
open-source toolkit enables the reproducible implementation of NILM solutions in
different datasets.

The open source software includes a complete documentation1 in which it pro-
vides:

• Installation commands to equip a dedicated environment with the NILMTK
package.

• Conversion of power related data into the NILMTK format. Both the data
and the metadata is stored in a HDF5 binary file format.

• Statistical and diagnostic functions which provide in-depth analysis of each
dataset.

• Example execution on the recently launched rapid experimentation API which
favors NILMTK users to “focus on which experiments to run rather than on
the code required to run such experiments."

• A set of example implementations to execute the benchmark disaggregation
algorithms on one or more time series.

• A collection of accuracy metrics to validate the NILM solutions on the same
basis, so that, direct comparison is possible with the same metric definition.

• A complete development guide so the NILM community can contribute on
bugs report, or implement its own disaggregation algorithm and metrics.

In this work, NILMTK is used as the parser of the compatible REDD and
IMDELD time series. Once obtained the data, the event pairing classification
method can be executed. Moreover, this open source toolkit provides easy data

1https://github.com/nilmtk/nilmtk/tree/master/docs/manual
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administration for the appliance-level energy consumption ground-truth. Energy
consumption can be easily extracted for further comparison with the results ob-
tained in the following experiments. Finally, the temporal dependency between ap-
pliances is studied with the time correlation (see Section 4.4.3), computation which
is straightforward with the toolkit.

4.2 Evaluation Metrics
The recurrent problem with the accuracy comparison between the different NILM
approaches is the lack of a “standard” evaluation metric. The set of metrics used
here is what we believe is the most employed in event-based research.

4.2.1 Metrics Definition
Before introducing the evaluation metrics and how they are computed, the defini-
tions for ground truth event comparison along with its notation are presented as
follows,

• A True Positive is a correct claim that a given event occurred and was
associated with the actual appliance. The number of true positives is denoted
with TP .

• A False Positive is an incorrect claim that a given event occurred or that
was associated with an appliance different from the true one. The number of
false positives is denoted with FP .

• A False Negative represents that an event that truly occurred, i.e., was
labeled in the ground truth, was not detected by the algorithm. The number
of false negatives is denoted with FN .

• For an event-based algorithm, there is not much meaning in defining a True
Negative. However, if a definition had to be given, it would be when a correct
claim that an event did not occur.

Recall

Recall represented as RC is the measure of the ratio between how many events were
correctly detected and the total number of events, namely TP + FN (see Equation
4.1). If RC approaches one, it means that a high percentage of the correctly detected
events are actually present in the aggregated power signal.

RC = TP

TP + FN
(4.1)
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Precision

Precision expressed with PR quantifies the event detection success rate, which is
the ratio of the correctly detected events and the total number of predicted events,
that is, TP + FP (see Equation 4.2). If PR approaches one, that means that the
algorithm is assigning correct labels to most of the detections.

PR = TP

TP + FP
(4.2)

F-score

F-score measures the combined performance of the precision PR and recall RC. It
punishes low precision or recall results by giving them the same weight (see Equation
4.3). Even if an RC = 1 was achieved, PR must also be close to 1 for an overall
good algorithm performance.

F -score = 2 RC · PR
RC + PR

(4.3)

4.2.2 True Positive, False Positive, and False Negative Com-
putation

The events’ ground truth for both REDD and IMDELD datasets was manually
labeled with the provided disaggregated signals. Considering that the manual la-
beling could have some time shift in the actual happening of the event and that
the disaggregated power signal was sampled at a lower rate than the correspondent
aggregated signal (in the case of REDD). It was decided that a true positive tag
is given to the algorithm’s assigned event timestamp that is enclosed in a ground
truth’s event time margin.

Therefore, a predicted event is considered a True Positive if its time of oc-
currence is between plus-minus 20 seconds of one truth event, as shown in Figure
4.1. In the case that a predicted event is inside the ground-truth event boundaries
but is labeled with a different appliance than the actual one, then it is considered
a False Positive. A False Positive can also mean that an electric device was
marked outside every ground-truth limit. A False Negative is calculated when no
predicted event was inside the ground-truth event time margin.

4.3 Residential Use Case
The residential use case exploits house 1 of the REDD dataset for the algorithm
validation. The time series considers 23 days of data. The dataset provides the
separated power signal sampled every 3 seconds of an oven (OV), a microwave
(MW), kitchen outlets (KO), bathroom GFI (BGFI), a washer/dryer (W/D), a
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Figure 4.1. True positive, false positive, and false negative computation.

refrigerator (RFG), and a dishwasher (DW), all illustrated in Figure 4.2. These
appliances are then used for training in the interval from 2011-04-27 to 2011-05-12,
which corresponds to 10 days (the data has some time gaps in-between days). The
test sample goes from 2011-04-18 through 2011-04-25, which is extracted from the
1 Hz aggregated power signal.
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Figure 4.2. REDD’s house 1 disaggregated and aggregated power signal comparison.
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4.3.1 Event Detection
For event detection, DBSCAN is employed to detect the events of the circuit-level
and aggregated power signal. In this case, a minPts = 15 was chosen, so at least
fifteen samples should build a cluster (i.e., a steady-state) inside the expanding win-
dow. Figure 4.3 displays an example of how the detection is performed in a segment
of the aggregated power signal. The noise-resistant nature of DBSCAN ignores
the sudden peaks in-between states of operation thanks to the parameter minPts,
which “filtrates” the not sufficiently long steady-states, i.e., noise. Moreover, from
the short time series segment, the method correctly detects the rising and falling
events (marked with a red X).
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Figure 4.3. Event detection on a segment of house 1 REDD’s aggregated power signal.

Table 4.1 presents the event detection performance for all detected events without
discrimination. In this case, a true positive and a false positive have slightly different
definitions than the presented in Section 4.2.2. A true positive is considered an
inferred event within a ground-truth time margin without considering the label.
Instead, a false positive is a predicted event outside the ground-truth limits.

From the detected events in the aggregated power signal portion acquired for
the test, 561 were accurately identified from a total of 683 ground-truth labels. A
total of 714 predicted events were recognized, from which 153 did not correspond
to any ground truth event. So there is room for improvement to accurately detect
all the actual events so that the false-negative count approaches zero and mitigates
the false positives. An example of wrongly identified or not recognized events is
illustrated in Figure 4.4.

Figure 4.4 displays 14 steady-state segments marked with Π and 14 transient
states labeled with Ψ. In this time series slice, 11 events out of a total of 14 were
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TP FP FN Precision Recall F-score
561 153 122 0.79 0.82 0.80

Table 4.1. Overall event detection performance without discrimination.

Figure 4.4. False positive and false negative occurrences.

accurately detected (red Xs). The events corresponding to edges Ψ4 and Ψ5 are
not identified, causing false negatives. The algorithm detects Π5 as noise samples
because minPts does not allow such a small sample to be considered a cluster,
thus incurring false negatives. Probably in a higher sampling data, Π5 would have
been considered another cluster. The silver lining is that examples like this, in their
majority, are indeed noise, so the algorithm in these cases will avoid false positives.

A false positive is found in the interval that comprehends Ψ7 and Ψ8 (i.e., the
green X). The nature of this false positive may be related to the false negative
corresponding to the rising edge of Ψ7. Alternatively, the false positive in this case
is an isolated event, where no reasonable explanation of its origin can be given.
There is no apparent noise to which this event can be related, which would be the
main reason for the wrong detection.

4.3.2 Feature Extraction
For training, the features are extracted on the individual appliances’ signal, as ex-
plained in Section 3.2. The states of operation of an appliance are retrieved consid-
ering that each device has ten modes of operation using the WL method underlined
in Section 3.2.3. After the process, all the detected transition intervals are grouped
into ten sets, as illustrated in Table 4.2. The table presents the transition inter-
val centroids with their corresponding upper and lower limits for the refrigerator in
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house 1 of the REDD dataset.

MIN MAX Centroid
395 465 421
277 328 291
250 275 260
229 248 233

Active power (W) 217 228 225
205 214 207
187 204 200
165 182 175
32 73 41
1 17 4

Table 4.2. Fridge transition intervals before applying the distance-
based merging policy.

The ten-cluster WL procedure demonstrates that there are power transitions that
can still be united as a single one due to their closeness. Therefore, the transitions
are combined by adhering to the distance-based merging policy. Finally, the prob-
able mode transitions are derived following Equation 3.9 with the resultant power
intervals from the distance-based merging policy. Table 4.3 displays the mode tran-
sition outcome for all appliances, excluding the OFF operation mode. Low power
transitions are probably noise, so intervals below 40 W are filtered. In the case of
the refrigerator, intervals [1-17] W and [32-73] W are eliminated. The dishwasher,
microwave, and refrigerator are type 2 appliances, i.e., multi-state. The rest of them
are type 1, ON and OFF devices.

Appliance Mode transitions
DW [116, 202], [207, 265], [380, 397], [432, 547], [601, 670], [825, 1416]
MW [885, 1009], [1176, 1632]
RFG [165, 329], [395, 466]
BGFI [1558, 1685]
KO [1012, 1126]
OV [3284, 4294]
W/D [2666, 3221]

Table 4.3. Appliances’ mode transitions after the distance-based merging policy.

Regarding the extraction of the features to mitigate the negative effects of the
overlapping power mode transitions, Figure 4.5 illustrates the example of how they
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are acquired for the rising events of the microwave. From the transient spike, power
change, and the transition interval, the probability distribution forms several peaks
(multi-modal distribution), reinforcing that a kernel density estimation is necessary
to compute a PDF. Notice that some outliers could affect the PDF estimation, as
in the case of the transient power change, where a small portion of samples around
1500 W is far from the prevalent sub-groups below 500 W.
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Figure 4.5. Feature extraction for microwave.

4.3.3 Classification
Appliance inference is applied to the detected events in the aggregated power signal.
Multiple-labeled events after the interval association phase are the subject of the
event pairing method. The results of the event association are summarized in Table
4.4.

The performance of the algorithm up to the classification part was in general:

• Poor for the dishwasher, there are a massive amount of false positives related
either to another electric device (see Figure 4.6) or not associated with any
ground truth event (see Table 4.5). The several operation modes make it prone
to more mistakes as its power intervals are shared with multiple electricity-
powered devices.

• The two appliances that present the worse performance, bathroom GFI and
kitchen outlets, are the less event-frequent devices. The metrics are susceptible
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Appliance TP FP FN Precision Recall F-score
DW 82 157 29 0.34 0.74 0.47
MW 100 40 40 0.71 0.71 0.71
RFG 189 42 81 0.82 0.70 0.75
BGFI 4 0 18 1.00 0.18 0.31
KO 2 4 14 0.33 0.13 0.18
OV 34 10 3 0.77 0.92 0.84
W/D 40 0 23 1.00 0.63 0.78

Average 0.71 0.57 0.58

Table 4.4. Appliance-level event detection performance.

to a small quantity of predicted and actual events. Notice that just four FP
from the kitchen outlets drops the precision to 0.33. In the same way, only
four TP represents a perfect precision score for the bathroom GFI.

• The precision metric is better than the recall, regarding the total amount of
predicted events. The correctly detected ones appreciably tend to be more,
on average. On the other hand, among the actual events, on average, around
half of them will not be recognized. The combination of these two parameters
gives an overall low F-score compared with the standards in the literature.
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Figure 4.6. Confusion matrix predicted vs. true label. On the left, the number of
predicted events. On the right, percentage of the total of predicted events.

In addition to Table 4.4, Figure 4.6 presents the confusion matrix of the inferred
events’ labels to provide more insights into the wrongly marked events, namely false
positives. The matrix shows the number of predicted events that are inside the limits
of a ground-truth label. Each column contains the total of labels associated with
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that appliance. For example, element (2, 3) corresponds to the number of kitchen
outlets predictions, but in reality, these events should be related to the microwave.
So, the off-diagonal elements represent erroneous designations.

There is a strong connection between the refrigerator and the dishwasher. The
predicted tags correspond to 11 % and 27 % of the ground-truth-related events,
respectively. One of the possible reasons is the similar characteristics from the other
features, that indeed, as illustrated in Figure 4.7, shows a resemblance between
them.

The predicted labels associated with the dishwasher are misclassified with five out
of six other appliances, which means that the widespread mode transitions implicate
more possible false connections. Moreover, in the tiebreaker procedure, there is an
evident edge for the dishwasher as 56 FP results from it. As the dishwasher has
multiple problems with other appliances, proposals like acquiring a non-traditional
feature as the modes that should occur during an active cycle for a multi-state
appliance increase the algorithm’s performance [1]. From visual inspection, the
authors claim that all operation modes should happen if the dishwasher is ON, so if
the algorithm detects a non-overlapping interval like [601-670] W, it means that the
appliance is working. However, non-automated feature extraction like this detracts
from the meaning of the purpose of NILM. The solution is hardly scalable. If another
device is added, the algorithm’s maintenance becomes hard and time-consuming.
Therefore, automated feature extraction like the proposed here is desired to avoid
the just-mentioned problems.
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Figure 4.7. Refrigerator and dishwasher feature resemblance.

The confusion matrix in Figure 4.6 includes the FP that was designated an
incorrect label compared to the true one. Table 4.5 presents the other set of FP
that was labeled but did not belong to any ground-truth interval. The dishwasher
designations, among all, is the most inaccurate, with 42 % of its recognized events
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outside any ground-truth limit. This FP count is attributed to the initial event
detection procedure. The error is propagated to this stage causing a lower precision
for most of the appliances.

OV MW KO BGFI W/D RFG DW
FP 2 15 0 0 0 11 101

Table 4.5. Number of false positives that meet the criteria of not belonging
to any ground truth interval.

4.3.4 Energy Disaggregation

The proposed energy disaggregation algorithm explained in Section 3.4 is applied to
the events of each active cycle in the aggregated time series.

Surprisingly, the refrigerator that has the second-largest share of detected events
is the third less consuming appliance (see Table 4.6). The oven, microwave, washer-
dryer, and dishwasher are electric devices whose consumption is overestimated. This
may be to a time-distant event paring. If two far events are incorrectly matched, the
computed consumption will be higher than the real one. For example, the oven has
a low portion of inferred events, but as it is the most power-hungry device, distant
paired events considerably elevate the estimated consumption.

Overestimation goes hand in hand with devices that obtained an under energy
calculation, as in the case of the kitchen outlets and the bathroom GFI. The over-
whelming consumption of other devices reduces the true percentage of energy ex-
penditure. In addition, these electricity-powered devices only have a total of six
related events, which does not add much to the final sum. However, they are the
actual less power-consuming equipment.

Contribution OV MW KO W/D

True 0.077 0.194 0.023 0.184
Estimated 0.232 0.322 0.001 0.232

RFG DW BGFI

True 0.345 0.131 0.047
Estimated 0.060 0.154 0.001

Table 4.6. True vs. predicted energy consumption residential use case.
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4.4 Industrial Use Case
The industrial use case adopts heavy-machinery data from a poultry feed factory
located in Brazil. The factory operation is described as the creation of pellets
of ration for poultry from corn or soybeans and added nutrients [2]. The factory
operates from Mondays through Fridays with some exceptions on Saturdays (in case
the factory production is below the monthly target) during 22h to 17h. The factory
is closed from 17h to 22h due to the higher electricity price rate during that interval.

The dataset includes 1 Hz data points of: RMS voltage, RMS current, active
power, reactive power, and apparent power for eleven energy meters in the period
from 2017-12-11 to 2018-04-03. Three meters measure the distribution circuit vari-
ables, one of which is the site meter that provides the aggregated signals. The
remaining eight meters produce the segregated machine samples. The considered
machines are two pelletizers (PI and PII), two double-pole contactors (DPCI and
DPCII), two exhaust fans (EFI and EFII), and two milling machines (MI and MII).
The latest ones are only measured for the last 12 days of the data collection cam-
paign. Figure 4.8 presents the aggregated power signal compared with the machine-
level consumption for one working day.
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Figure 4.8. IMDELD’s disaggregated and aggregated power signal comparison.

The learning and inference processes were divided as follows:

• Training (on disaggregated samples)
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– From 2018-02-19 to 2018-02-28 for the milling machines, which roughly
corresponds to 9 days (the data has time gaps).

– From 2017-12-11 to 2017-12-21, for the remaining machines, which cor-
responds to 10 days.

• Testing (on aggregated power signal)

– From 2018-03-26 to the end of the time series, which corresponds to the
last 10 days of the whole time series.

4.4.1 Event Detection
In the industrial use case, the selected minPts parameter was 10 samples. The
number is lower than the residential use case as the disaggregated power signals are
faster sampled, thus reducing the likelihood of detecting transient or noise segments
as a steady-state.

IMDELD provides reactive power as an additional feature that can be exploited
to detect and classify events. Figure 4.9 presents an example of how the active and
reactive aggregated power signals are employed to distinguish the events (marked
with a red X). The active power signal, at first glance (Figures 4.9 and 4.8), sug-
gest that the power withdrawal is massive compared to the residential counterpart.
The event detection should not be affected since the signals are transformed to the
logarithmic domain (see Section 3.1).
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Figure 4.9. Event detection on a segment of IMDELD’s aggregated power signal.

As anticipated in Section 2.3, it was found from exploratory data analysis that
all appliances had simultaneous events. Just considering the pair of machines of the
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same kind, 2434 events are common, as listed in Table 4.7. The ground-truth reports
7559 events, most of which are repeated due to the appliances’ time simultaneity
(ground-truth was extracted for each machine individually). Meanwhile, from the
aggregated power signal, the predicted events are 3244, which combines the time
matching occurrences with the independent ones.

Machine pair MI-MII PI-PII EFI-EFII DPCI-DPCII
# of events 2245 16 31 142

Table 4.7. Number of shared simultaneous events between machines of the same kind.

4.4.2 Feature Extraction
The proposed states of operation extraction method in Section 3.2.3 is employed
on the disaggregated reactive and active power signals. The mode transitions are
retrieved after the distance-merging policy and are computed with Equation 3.9, as
reported in Table 4.8. Opposed to the residence studied here, all machines in the
Brazilian industry are type 2 appliances but also present type 3 traits as illustrated
in the slow changes of Figure 4.9.

Appliance Mode transitions
PI [6967, 28023], [28277, 46049], [46421, 98332], [100670, 134542], [160232, 174166]
PII [6804, 32221], [32662, 60165], [60388, 93820], [95238, 112228], [142098, 174022]
EFI [1003, 2519], [2690, 4049], [4162, 6339]
EFII [2139, 3678], [4128, 11221], [11578, 13234]
MI [4388, 21518], [21548, 36755], [36811, 68150]
MII [3265, 20821], [20851, 26509], [26564, 58938]
DPCI [289, 396], [397, 1025], [1030, 1412], [21539, 23048]
DPCII [221, 349], [350, 903], [907, 1110], [1117, 1497]

Table 4.8. Machines’ mode transitions.

The reactive power transition interval feature can bring another quality to de-
couple the recurrent active power intersection. This might be the case for common
sections of the double pole contactor and exhaust fan, as the reactive intervals for
both kinds of machines are separated from each other, Figure 4.10. However, the
milling and pelletizer machines have a widespread reactive interval spectrum that
covers even the double pole contactor and exhaust fan. So, it is more challenging
to distinguish appliances from solely the reactive intervals of overlapping segments,
including the milling and/or pelletizer machines.
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On the other hand, the only machine of the same kind that differentiates by its
reactive power interval is the exhaust fan. The others possess resembling distribu-
tions, which brings another complexity to the disaggregation task.
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Figure 4.10. Feature extraction of reactive power transition intervals.

4.4.3 Classification
The classification of the aggregated signal events takes place after the event pairing
method. Table 4.9 lists the results of the event-appliance matching for the industrial
case.

Even designing an algorithm aware of multi-mode appliance intersection, event
feature separation, and event pair matching considering the most probable appliance.
The solution fails in distinguishing appliances in industrial settings (see Table 4.9),
where there is a continuous operation, and temporal dependency between them is
highly correlated. However, the most frequent-event appliances (MI and MII) show
that the FP count is reduced compared to the total number of detections.

The confusion matrix in Figure 4.11 demonstrates that the true labels of MI
are being confused with a wide variety of other machines. In particular, the pel-
letizers are wrongly associated with MI. The pelletizers are the most power-hungry
appliance (see Figure 4.8 and Table 4.8), and as there are a considerable amount of
simultaneous events between MI and MII (see Table 4.7), there is a high chance that
the pelletizers are associated with the power sum of events. The power contribution
of coincident events of MI and MII does not match any of the power intervals. This
results in the association of that event with the closest power interval, i.e., with
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Appliance TP FP FN Precision Recall F-score
MI 170 64 2772 0.73 0.06 0.11
MII 91 30 3025 0.75 0.03 0.06
PI 31 972 249 0.03 0.11 0.05
PII 36 525 284 0.06 0.11 0.08
EFI 2 20 92 0.09 0.02 0.03
EFII 0 0 54 0.00 0.00 0.00
DPCI 9 527 383 0.02 0.02 0.02
DPCII 11 756 350 0.01 0.03 0.02

Average 0.21 0.05 0.04

Table 4.9. Machine-level event detection performance.

either of the pelletizers. In general, a frequent-event appliance like MI overwhelms
the time series. The events’ power intervals range from around 4300 W to 68000
W, which covers most of the power intervals of EFI, EFII, DPCI, DPCII, thus the
elevated confusion rate.
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Figure 4.11. Confusion matrix predicted vs. true label for the industrial use
case. On the left, the number of predicted events. On the right, percentage
of the total of predicted events.

The time coincident events show that machines are somehow related in their
processes. A correlation matrix between appliances was developed through NILMTK
and depicted in Figure 4.12 to confirm this. The rightmost part of the figure reports
the correlation between all possible pairs of machines in the factory. Equipment of
the same kind has a correlation above 0.89, which is not surprising because they
should have the same task and are aligned in time. Moreover, not only does the
equal pair of appliances have a high correlation, but also different electric devices
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show a significant relationship. Pelletizers, exhaust fans, and double pole contactors
display this quality, which suggests that their assignments are related and operate
in parallel. On the other hand, the milling machines’ correlation with the other
electricity-powered devices indicates that their job is different and should be involved
in another factory process.

On the other side, the residential use case presents an insignificant correlation
between appliances (leftmost part of Figure 4.12). This reinforces not only the fact
that simultaneous events are rare in this kind of environment but also suggests high
stochasticity in the powered electricity elements’ usage.
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Figure 4.12. Correlation matrix between appliances. On the left, residential use
case. On the right, industrial use case.

After assessing the possible reasons for the low performance of the algorithm
in the industrial domain, one appliance of each kind was selected to evaluate the
capabilities of the proposed solution by removing the simultaneous events caused by
the correlated temporal dependency of devices of the same class. The aggregated
power signals are now just the contributions of MI, PI, EFI, and DPCI. The event
detection performance is summarized in Table 4.10.

The quality of the inferred events increased for all appliances, especially for MI.
The considerable improvement is attributed to the fact that the extracted power
transition intervals are not the sum of two machines (for simultaneous events), so
the first association step is correctly assigned to the actual machine. However, 109
predicted labels are related to PI instead of MI, the real label. There are still
similarities that characterize MI with PI. Unfortunately, low-power equipment (EFI
and DPCI) display the lowest performance. The actual events are not recognized,
causing a performance drop.
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Appliance TP FP FN Precision Recall F-score
MI 2463 188 479 0.93 0.84 0.88
PI 38 183 242 0.17 0.14 0.15
EFI 1 3 93 0.25 0.01 0.02
DPCI 21 1 371 0.95 0.05 0.10

Average 0.58 0.26 0.29

Table 4.10. Event detection performance only considering one machine of each.

4.4.4 Energy Disaggregation

The energy disaggregation procedure in Section 3.4 is tested on the events found in
the aggregated active cycles of the industrial power signals. Table 4.11 compares the
true and predicted energy consumption for the machines in the factory. The actual
energy expenditure strengthens the evidence of highly related tasks to appliances
of the same kind. Moreover, the similar energy percentage among the same equip-
ment indicates that they work in parallel with similar schedules. Despite being the
second most power-hungry devices, the milling machines represent 3 % of the total
consumption, below the 5.9 % coming from the low-consuming exhaust fans. The
previous observation along with the consideration that the milling machines are the
most frequent-event appliances could signify that the active cycle of the milling is
shorter and highly repeated compared to that of the exhaust fan.

Comparing the actual number of events for the double pole contactors and ex-
haust fans, the energy underestimation may be due to the insignificant amount of
predicted events associated with them. The overestimation for PI can be related to
the events that corresponded to the MI but were assigned to PI (see Table 4.11).

Contribution PI PII MI MII

True 0.478 0.422 0.017 0.013
Estimated 0.567 0.230 0.142 0.060

DPCI DPCII EFI EFII

True 0.006 0.006 0.020 0.039
Estimated 0.001 0.001 0.001 0.000

Table 4.11. True vs. predicted energy consumption industrial use case.
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4.5 Real-time evaluation
The active cycle identification not only was meant to reduce the computational
burden but also pointed at a real-time feedback solution (see Section 3.3). A real-
time or online disaggregation provides instant measurement awareness to the end-
user. It is possible to evaluate if the algorithm can provide this kind of service by
calculating the active cycle duration.

Figure 4.13 compares the time duration of the active cycle for the residential and
industrial environments studied here.

Based on the definition given by [32], in a house like REDD 1, the solution can
be considered near-real-time. The active cycle durations are concentrated around
the five-minute mark, so after that time, the end-user can be updated about the
consumption status. However, there are also cases where the active cycle lasts
longer for appliances with extended duration modes. On the other hand, the active
cycle duration between 300 to 700 minutes is more frequent for the Brazilian factory,
which is coherent since some machines operate during the whole working period. In
this case, near-real-time cannot be implemented. The active cycle average duration
does not permit it.
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Figure 4.13. Active cycle duration. On the top, residential duration. On the
bottom, industrial duration.
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Chapter 5

Conclusions and Future Work

In this thesis work, a semi-supervised event pairing method was proposed to ad-
dress the NILM problem. The algorithm design was aimed at separating the power
profile of electricity-powered devices in different application environments in four
main phases: (i) a noise-resistant cluster-based event detection; (ii) the extraction
of steady, transient, and non-traditional features from a small appliance-specific
training set; (iii) a classification procedure which exploits the extracted features to
estimate the most probable appliance through an event pairing method; and (iv)
an individual rectangle-shaped load consumption estimation for the active electric
devices in an establishment. The solution as a whole was validated on the REDD
and IMDELD datasets, comparing how the method adjusted for the residential and
industrial domains, respectively.

In general, the solution proves to detect events accurately even with a noisy
signal. However, the algorithm could improve in the classification step, where the
kernel density estimation showed that is not the most appropriate approach to search
for feature separation. The features are still very similar in their specific categories
causing a false connection of events to appliances that do not belong. Moreover,
this tiebreak procedure could suffer from a low estimated probability for one or
more features. As it is calculating the joint probability of the occurrence of all
features together, a low number could ruin the prediction. A bigger and more
meaningful training sample (i.e., supervised method) could be extracted from the
signal to mitigate this so that low probabilities are associated with not corresponding
appliances.

Furthermore, active cycle detection allows in the residential case a near-real-time
solution, as the ON interval does not last long and power consumption is calculated
after that. This is not the case for the industrial setting, as the active cycle can last
at least one full day because the candidate ground state is found in the last falling
edge of a working day. So, the energy consumption estimation will be given daily
instead of near-real-time.
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5.1 Future Work
The semi-supervised event pairing method presented here is not adequate for an
industrial setting that has simultaneous events. The algorithm does not distinguish
which appliances are operating as the rising/falling edge does not correspond to
the learned power intervals. Moreover, the complexity of the disaggregation task
increases if more machines of the same kind are operating, and it is hard to tell the
difference as they exhibit similar characteristics, like the one presented in Section
4.4.2. The overlap of the same equipment affects the algorithm’s performance.

The sampling frequency may have an impact to treat high event parallelism
like the one studied in this investigation with the factory in Brazil. The work by
[15] affirms that a high-frequency sampling rate is a requirement to discriminate
the possible simultaneous events. The events could be distinguished with a faster
sample rate, and the simultaneity likelihood will decrease. Provided that over time,
computational capabilities to process elevated amounts of inputs and compressing
methods to store massive amounts of data are being improved continuously, data
collection campaigns should aim at higher frequency data.

In summary, the challenge of recognizing machines of the same kind is still an
open issue. Discriminating devices that perform the same assignment adds another
complication to the disaggregation task because their power signature is indistin-
guishable. Unlike the diverse residential appliances which possess a unique fin-
gerprint. Promising approaches that can consider this matter can be deep neural
networks, as they can extract features not so obvious, thanks to their multi-neuron-
layer structure.

On the other hand, in real settings would be hard to find disaggregated power
signals to train the algorithm, so research in this area should also be pointing at
solutions that need only the aggregated power signal. Promising advancements have
been made with unsupervised approaches, but they still need to overcome the various
cluster formations from multi-mode appliances. Each of the modes of the appliance
is identified as a different device, which is considered as one of the major challenges
faced with unsupervised solutions.
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