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Chapter 1

Introduction

1.1 What is a Biopsy
The diagnosis of the cancer is principal realized with a medical methodology call biopsy. This
technique is able to distinguish cancerous cells from healthy cells. The purpose of biopsy is to
obtain enough tissue sample of interest, region that will be analyzed in the laboratory in order to
accurately choice the treatment and the prognostic decision.
There is a lot of different typology of how take samples from the human body, here’s a list of the
different types of biopsy procedures:

1. Bone marrow biopsy: It is recommended if an abnormality is detected in the blood or
the tumor cells are originated or travel from the bone marrow. To perform this type of
biopsy a long needle is used in order to take a bone marrow sample from the back of the
hip bone(1.1).

Figure 1.1: Bone Marrow Biopsy [1]
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2. Endoscopy biopsy: this type of biopsy can be used to collect tissue from inside the
bladder, from the lung and from the colon. In this case a flexible tube with a light on the
end to see structures inside your body (1.2). Special tools are passed through the tube to
take a small sample of tissue to be analyzed.

Figure 1.2: Endoscopy biopsy [1]

3. Needle biopsy: this method is related to taking samples from the part of the body that
can be felt through the skin. The use of imaging guide (as X-ray) allows to take samples
from a suspicious area that is placed close to the skin.(1.3). In this case a special needle is
used to extract cells. Needle biopsy procedures include:

• Fine-needle aspiration
• Core needle biopsy
• Vacuum-assisted biopsy
• Image-guided biopsy

Figure 1.3: Needle biopsy [1]
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4. Skin biopsy:remove cell from the surface of the body,this is used for diagnosis of melanoma
and other skin cancers.1.4

Figure 1.4: Skin Biopsy [1]

5. Surgical biopsy: is mostly used where the place to reach is difficult to reach.In this case
an incision is made in the skin in other to access the suspicious area in order to take
samples.[1](1.5)

Figure 1.5: Surgical biopsy [1]

Physical biopsy gives the ability to reach various parts of the body, but that also involves numerous
risks. The most frequent risks are: the possibility of infection, the dispersion of cancer cells during
treatment and the limited number of samples that can be taken. [2]
To solve this problem, research advance is made in the field of biomedical technology in order to
develop new diagnostic toosl to perform conventional biopsies through non invasive sampling of
the body tissue. [3]

4



Introduction

In the last years a new technology for the analysis of tissue has grown. This new type of
methodology takes the name of Optical biopsy. It is a non invasive procedure that offers the
possibility to obtain high resolution images of the interest area. This procedure allows to have:

• real time imaging of the area of interest

• more sample of the same region without add cost

• non invasive procedure

The Optic Biopsy is a non invasive method for tissue analysis. Instead of taking samples from
the suspect issue this technique uses the optical response of the suspected tissue in order to make
a diagnosis. The images take are analyzed in order to understand if there are the presence of
tumor cell.
The optical biopsy can be divided into two groups, the methods that recall to highlight the
interested party to the study and the part of the equipment used in order to capture the images.
These two methods are used together to obtain the most accurate analyses possible. [4]

• Optical imaging
There are a number of approach used for optical imaging. The various methods depend
upon fluorescence, bio luminescence, absorption or reflectance as source of contrast.
In this case, the tissue is stimulated by a low wavelength light source. This excitation creates
a phenomenon called as "autofluorescence" due to the emission of a longer wavelength light
by the tissues. The physical properties of this type of emission depend on the excitation
light, chemical composition and tissue activity. Depending on the type of wavelength chosen,
tissue cells produce different color depending on their state of health.1.6 [5]

Figure 1.6: Autofluorescence image of a treated tissue [6]

5



Introduction

• Narrow Band imaging: use three optical interference filters to illuminate the mucosa
with light from selected or narrowed wavelength bands of 415 or 540 nm. This technique
uses the propriety of diffraction and uptake of white that are absorbed by the hemoglobin
present in blood vessels. The wavelengths used to increase the visibility of capillaries and
enhancing the borders between structures. [7] [8]

Figure 1.7: Narrow band imaging [7]

• Magnetic Resonance Imaging: this method is based on the principles of magnetic
resonance. Through the injection of intravenous contrast the low molecular weight agents
will pass into the extra-vascular and extracellular space. The imaging follows all the
procedure of the injection of the contrast agent till the end. The result obtains (1.8) show
how this method is able to tag the cancer cell.[9]

Figure 1.8: MRI image [9]
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There are several method that allow to obtain image at high resolution such as: [10]

1. Endoscopy

2. Ecography

3. Confocal microscopy

4. Photoacoustic tomography

5. Optical coherence tomography

The aim of this thesis is to project a controller for a parallel robot that use 3D image acquired by
an Optical Coherence tomography as sensor to control the motion of the robot.
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1.2 Optical Coherence Tomography
Optical Coherence Tomography is a noninvasive optical imaging modality that provides real time
images of the interested sample with micro-level resolution and millimeters of imaging depth.
This method utilizes the coherent properties of a light source to measure optical path length
delays in a sample. Light is divided into sample and reference arms of an interferometer setup.
Backscattered light, attributed to variations in the index of refraction within a sample, is recalled
into the sample arm fiber and then combined with the light that has traveled a fixed optical path
along the reference arm. A resulting interferogram is measured through the detection arm of the
interferometer. The distances and displacements measured is of the same order of magnitude
as the wavelengths used. It is able you to create images of a depth between 3/3.5 mm and a
resolution of 5 to 10 µmm.
The first technologies develop is the Time Derivative OCT, where in order to obtain a single
dimensional measurement (A-Scan) a micrometric translation of the reference mirror according to
the desired depth of the sample. In order to reduce the time of acquisition of the sample another
technology called Frequency Domain-OCT is developed. In this case there isn’t the necessary to
move the mirror of the arms, instead a spectrometer is used in order to make the acquisition of
the sample thanks to the separation of the component of the spectrum. [11]

The factor that characterize a FD-OCT are:

• resolution: depend on the measure of the optical path delay and on the dimension of the
laser spot.

• sensitivity: which depends on the ability of the detector to eliminate noise from the source
of the system.

• acquisition rate: that is the time needed in order to acquire a A-scan.

There are two types of FD-OCT systems, each characterized by its light source and detection
scheme:

• Swept Source-OCT

• Spectral Domain-OCT

The two systems are both developed using the same fundamental principle, but use different
technologies for the reproduction of the same interferogram.

8
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The main difference is that in the SS-OCT (1.9) the source is constituted by the use of a tunable
swept light source and a photodetector.This technology allows to use a a longer wavelength, due
to the fact it is fast, that allow to have an enhanced light penetration and so a better detection
of the signal from the deeper layers.This technology allows to use a a longer wavelength, due to
the fact it is fast, that allow to have a enhanced light penetration and so a better detection of the
signal from the deeper layers.

Figure 1.9: Swept source Optical Coherence tomography [11]

The SD-OCT (1.10)use broadband near-infrared superluminescent diode light source and a
spectrometer as detector. Gave high mechanical stability and low-phase noise. Availability of a
broad range of line cameras has also enabled the development of SD-OCT systems with varying
imaging speeds and sensitivities.[11] [12] [13]

Figure 1.10: Spectral Domain Optical Coherence tomography [11]
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In this thesis the system use is the Thorlabs Telesto Spectral-Domain OCT system. This
instrument is used to take a non invasive optical biopsy in order to provides high resolution image
of human tissue. It is composed of four main parts (1.11): the base unit, an imaging probe and a
pc.

Figure 1.11: OCT instrumentation

The base unit that is the main component of the system, it send light to the application and
communicate with the PC through a USB connection, triggers the camera of the spectrometer and
delivers the measurement data.The base unit contains two broadband super luminescent diodes
(SLD) which are combined by a fiber optic coupler and directed through an optical circulator to
the probe port at the backside of the device. The sample beam is routed over two galvanometer
actuated mirrors to allow for scanning in two axes. The scan objective, then focuses the beam
in sample. Backscattered and back-reflected light is collected by the scan objective again and
travels back to the fiber.The light reflected into the reference arm is retro-reflected back into the
fiber.(1.12)

Figure 1.12: SD-OCT scheme [11]
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Analyzing the frequency spectrum of the interference between the reflected light and a stationary
reference mirror it’s possible to determine the optical characteristics of the sample. The information
in depth take using this method is called A-Scan. (1.13)

Figure 1.13: A-Scan [11]

The imaging probe is equipped with two galvanometer driven scanner. When scanning one mirror
is moving while collecting multiple A-Scans a 2-Dimensional image is created. This is referred to
as a B-Scan. (1.14)

Figure 1.14: B-Scan [11]
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and at the end when scan both galvanometer mirror are moving a volume can be acquired. (1.15)

Figure 1.15: C-SCAN

The medical robotics are a constant growth field, the application of the robotics solution in
the field of medical field reaches a lot of fields. They are used in order to perform autonomous
or semiautonomous surgeries (Da Vinci) in orthopedics is accurate and precise bone resection
(Praxiteles) or to guide special tool inside the human body (CyberKnife).(1.16) These types
of systems allow operators and medical staff to have at their disposal fast and stable precision
instruments that help them in the medical operation.[14]

Figure 1.16: (a) Da Vinci, (b) Praxiteles, (c) Cyberknife [14][15]

This project concerns about the development of a visual control law in which the robot sensor is
an OCT imaging system. In an OCT optical biopsy the quality of the image is sensitive to the
movement of the tissue that is common in-vivo dynamic imaging. The use of a robot to control
the position of the probe would make possible to compensate the tissue movement reducing the
noise and improve the quality of the image. In addition, the ability to automatically control the
movement of the robot gives the possibility to reposition ourselves on a tissue that has already
been controlled by the instrument at an early stage. In this way it’s possible to understand how
the condition of the tissue develops over the time.
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Chapter 2

State of Art

2.1 Basics of Visual servoing
The Visual Servoing is a control technique that consists of using computer vision information to
control the movement of a robot. [16]. there are different types of visual servoing, they are divided
according to the type of information that is extracted from the camera. They are classified into:

1. Image Based (based on the characteristics of the image)

2. Position Base (that extrapolate the position of the object within the image)

3. Hybrid Approach (a hybrid of the two techniques described above)

There are different types of configurations with respect to camera position. It can be placed
directly on the end-effector of the robot, eye-in-hand, or can be fixed in the workspace, eye-to-hand.
Once the camera position has been set, it is necessary to understand what kind of control strategy
should be used. There are different types of control architecture: sequential, cinematic or dynamic.
In the case under analysis a cinematic control has been chosen because even if it is less reactive
than a dynamic control, it is more stable at low frequencies of image acquisition. With this
information the control loop can be set (Figure.2.1).[16, 17]

Figure 2.1: Visual Servoing with eye-in-hand configuration

The control loop strategy put in relation the information extract from the scene to the position of
the robot. The aim of the control schemes is to minimize the error between the current position
of the robot and the desire position. [18]

e(t) = s(m(t),a)− s∗ (2.1)

13
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The vector of the visual features s depends on m a vector that contain a set of information
taken from image (coordinates of interest point etc) and from a that contain other relevant
information about the system (3-D models of the object or intrinsic parameter of the camera).[16]
The definition of the vector of visual features can be a lot general and it depend on the type
of visual servoing approach use. The vector in fact can contain information directly available
from the image, (Image based Visual Servoing)or it consists of three-dimensional parameters
that are estimated from the image (Position Based Visual Servoing). In the IBVS the command
is based directly on the image plane, the information extract from the image are geometric
shapes, geometrical moment of edge or can be global information (as in the photometry approach
the luminous intensity). This type of approach is less effect to the error given by the camera
calibration and from error of the model estimation.
To implement the control scheme, we choose the main direct strategy design a command in
velocity. This type of controller put in relation the velocity of the camera to the variation of the
’vector of visual parameter’ (s)[16].

ṡ = Lsvc (2.2)

Ls is the interaction matrix related to s. Considering the spatial velocity of the camera composed
by the instantaneous linear velocity and the angular velocity −→vc = (vc, ωc) the dimension of the
interaction matrix will be Ls ∈ Ùkx6 where k is the number of features present inside the vector
of the primitive visual.
Since the control strategy is design to minimize the error between the current position of the robot
and the desire position, and suppose that the s∗ (the vector that contain the set of parameter of
the desire position) is constant in time we can write the (2.2) as:

ė = Levc (2.3)

If we choose an exponential decoupled decrease of the error:

ė = −λe (2.4)

So the velocity of the camera can be write as:

vc = −λL+
e e (2.5)

Where the L+
e is chose as the More-Penrose Pseudo inverse that is calculated as L+

s = (LÛ
e Le)−1LÛ

e

2.2 Direct Image Based Visual Servoing
In our case of study we use a Direct Image Based Visual Servoing approach, this means that it
takes the global information from the image and this parameter are used in order to calculate the
interaction matrix. T

2.2.1 Photometry Visual Servoing
There are many approach that used different type of image information in order to define the
interaction matrix, among these what will be study in this thesis is the photometry approach that
that use the luminous intensity of the pixel to define the set of the vector of visual parameter
(s).[19]

sphotoi
(t) = [I(p1(t))...I(pM×N (t)] = vec(I) (2.6)

14
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where the vec(I) is a the operator that reshape the image of dimension M×N in a vector of
dimension MN× 1.

sphotoi(t) = I(pi)(t) (2.7)

The vector sphotoi is the image intensity in pi(t). Where the parameter pi are the coordinates
of a pixel in reference frame of the camera at certain time.

pi(t) = (xi,yi)Û (2.8)

and it is the perspective projection of the point:

pi(t) = (Xi,Yi,Zi)Û (2.9)

to implement the control law the vector of visual parameter must be derived in time. let us
compute e

dsphotoi
(t)

dt = Lsphotoi
vc(t) (2.10)

let us compute each of its components:

∀idsphotoi(t)
dt = Lsphotoi

vc(t) (2.11)

the derivative of the visual parameter can be write as:

dsphotoi
(t)

dt = dI(pi(x,y, t))
dt = ∂I(pi(x,y))

∂x vx + ∂I(pi(x,y))
∂y vy + ∂I(pi(x,y)

∂t (2.12)

considering the hypothesis that in a short interval of time the intensity of the pixel do not change
(optical flow assumption) the derivative of the intensity of the light can be put equal to zero.[20]
So the 2.12 became:

dsphotoi
(t)

dt = ∂I(pi(x,y))
∂x vx + ∂I(pi(x,y))

∂y vy (2.13)

dsphotoi
(t)

dt = [∇Ix(pi(t)) ∇Iy(pi(t))]ṗi(t)Û (2.14)

From (2.13) the velocity of the point in the 2D image plan can be relate to the velocity of the
camera. The coordinate of the point in the image plan are calculated using the geometry relation
between the 3D point in the Cartesian space x = (X,Y,Z) in the image 2D plane with normalized
coordinates x = (x, y): I

x = X
Z

y = Y
Z

(2.15)

in this way is possible to link the relation between the velocity of the point in the bidimensional
image and the velocity of the camera:

ṗi = L2D ∗ vc (2.16)

15
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Where L2D is the interaction matrix calculated using geometrical constrain [16]

L2D =
5 −1

Z 0 x
Z xy −(1 + x2) y

0 −1
Z

y
Z (1 + y2) −xy −x

6
(2.17)

the (2.14) using the (2.16) can be write a:

dsphotoi
(t)

dt
= [∇I(pi(t))]L2DivÛ

c (2.18)

knowing the 2.2 the vector of the visual feature can be written as:

ṡi(t) = [∇I(pi(t))]L2DivÛ
c (2.19)

Final the interaction matrix can be isolate:[18][19]

Ls = −

 (∇I(pi(t)))ÛL2Di

...
(∇I(pW ×H(t)))ÛL2Di

 (2.20)

2.2.2 Wavelet Based Visual Servoing
This type of solution where the intera ction matrix contain the gradient of the luminous intensity
is computation heavy and time consuming. To overcome this problem [17] propose to use a
method based on the multi resolution wavelet.
The multi-resolution transformation use two different type of function, a scale function and a
the wavelet function 2.21.The wavelet transformation of a bi-dimensional signal (in this case an
image), gives a four sub image that have a specific characteristics.

ψ(j,m) = 2(− j
2 )ψ(2(−j)t−m)

φ(j,m) = 2(− j
2 )φ(2(−j)t−m)

(2.21)

As the entiring data are a 2D image the combination of the two function applied in all the
two dimension give four different new function that must be applied in order to obtain the
decomposition of the original image.

ψ0(x,y) = φ(x)φ(y)
ψ1(x,y) = φ(x)ψ(y)
ψ2(x,y) = ψ(x)φ(y)
ψ3(x,y) = ψ(x)ψ(y)

(2.22)

The application of each function in the equation give us a different type of subsection of the
original image as is shown in the figure above.

This procedure allow to encode the same information as the original image in half the space. The
control law in this case is developed using the method propose by [21] in which the new equation
of the optical flow (called multi resolution optical flow) is calculate as a scalar product between
the family of wavelet choose and the equation of the optical flow. In this case the vector of the
visual parameter contain the coefficient of the wavelet instead of the information of the original
image. .
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Figure 2.2: Diagram of Wavelet Equation apply to 2D image

2.2.3 Visual servoing using 2D wavelets transformation
in the development of [21] the equation of the optical flow can be write as a functional minimization
problem. Using a set of the multi-resolution wavelet the inner product between the equation
(2.13) and the wavelet function are computed [21]:

dsi(t)
dt

= d

dt
éI(pi), ψê =

=
dI
dt

(pi), ψ
>

=
Ú Ú 3

∂I
∂xvx(pi) + ∂I

∂yvy(pi) + ∂I
∂t

4
ψ

(l)
j,m(pi dxdy = 0

(2.23)
The notation is simplify (2.24) the term I is referring at the luminous intensity of each pixel
pi(x,y).

I = I(pi) (2.24)
knowing that:

éf, gê =
Ú Ú

f(x)g(x) dxdy (2.25)

the (??) can be write as:=
∂I
∂xvx(pi), ψ(l)

j,m

>
+

=
∂I
∂yvy(pi), ψ(l)

j,m

>
+

=
∂I
∂t , ψ

(l)
j,m

>
= 0 (2.26)

[17] made the hypothesis that the velocity of the point in the coordinate of the starting image is
the same on the new multi-resolution coordinate.[17]

vx(pi) = vx(2−jk) ∀x ∈ support ψ(l)
j,m

vy(pi) = vy(2−jk) ∀y ∈ support ψ(l)
j,m

(2.27)

so the velocity can be put outside the inner product:=
∂I
∂x , ψ

(l)
j,m

>
vx(pi) +

=
∂I
∂y , ψ

(l)
j,m

>
vy(pi) + + ∂

∂t

e
I, ψ(l)

j,m

f
= 0 (2.28)
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and after a integration by part [22] the equation can be write as:

K
I,
∂ψ

(l)
j,m

∂x

L
vx(pi) +

K
I,
∂ψ

(l)
j,m

∂y

L
vy(pi) +

K
I,
∂ψ

(l)
j,m

∂z

L
vz(pi) + ∂

∂t

e
I, ψ(l)

j,m

f
= 0 (2.29)

the development of ?? is :

ṡW 2Di
= −

è
g1

(2(j+1))(pi) g2
(2(j+1))(pi) g3

(2(j+1))(pi)
é 5

vx(pi)
vy(pi)

6
(2.30)

knowing the relation between the velocity of the pixel and the velocity of the camera 2.16:5
vx(pi)
vy(pi)

6
= 2jL2Dvc (2.31)

so the development of the equation became:

ṡW 2Di
= −2j

è
g1

(2(j+1))(pi) g2
(2(j+1))(pi)

é
L2Dvc (2.32)

the equation of the interaction matrix can be write for all the element that compose the vector of
visual features:

LsW 2D
=


−2j

è
g1

(2(j+1))(pi(1,1)) g2
(2(j+1))(pi(1,1))

é
L2D

LsW2D
2(j+1)

(1,2)
...

LsW 2D
2(j+1)

(M,N)

 (2.33)

2.2.4 3D Ultrasound Visual Servoing
In the method used by [17], the tests were done by extracting information from bi-dimensiona
image in the depth of the image. This type of approach gave good results in realizing a controller
3DOF, where the movement of the robot lie on the plan of the image. In the development of a
control of 6DOF the same approach did not give the expected results, so it was assumed by [17]
to use orthogonal B-scan of the same volume in order to extract the information on the depth of
the image.
Following the development of [20], [19] propose a new intensity-based approach that use 3DUS
(three-dimensional ultrasound) volume. In this case the equation are:

L3DUS(Pi) = [∇xI(Pi) ∇yI(Pi) ∇zI(Pi)] L3D(Pi) (2.34)

Where the pi is the i-th voxel in the vector-reshaped 3DUS volume I(pi) is the US intensity in
that voxel.The relation between the velocity of the time variation of the intensity of the 3D point
and the velocity of the robot are calculate using the Varignon’s formula for a velocity composition
in a solid. [19]

L3D =
è
I3 [ þPi]×

é
(2.35)

This interaction matrix is computed with the skew-symmetric matrix of the vector cross product.
The interaction matrix doesn’t need to be estimated using the coordinate of the camera reference
frame, it is estimate only using the information of the coordinate associate to the 3D image.
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State of Art

2.2.5 Conclusion
The aim of this thesis is elaborate a controller that is able to guide a robot in the objective of
optical biopsies.
The mathematical approach In this thesis we investigate image-based techniques (using three
dimensional image) in order to be able to command the end-effector of a robot into a patient to
take measurement for living mucosa.
The theoretical part of the thesis start from the work that [17] do using B-scan, that we extend
relying on the development of the equation of the optical flow made by [21] for a three dimension
image.
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Chapter 3

Visual Servoing from 3D OCT
Data

3.1 Introduction
As we have seen previously, the work done by [17] uses two-dimensional images that allow the
realization of a robust controller that moves thee robot in the plane of the image. To be able to
develop a 6DOF control we thought to use all the information related to the volume of the image
in order to be able to extract the information regarding the depth. Using the development of
the optical flow equation for three dimensional signals develop by [21] we are able to develop the
control law for the parallel robot. The last missing step was to be able to calculate an interaction
matrix that relates the velocity of the point in the image volume to the velocity of the camera.
We chose to use the approach developed by [19] for the construction of a 6DOF controller using
3D ultrasound volumes. This type of solution use the Varignon’s formula calculate the interaction
matrix. In this thesis we try to merge the two approach [17, 19] in order to be able to develop a
6DOF using C-scans.
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Visual Servoing from 3D OCT Data

3.2 Visual Servoing Using 3D Wavelet Transform
In this section the wavelet function are extend to the decomposition of the volume. As the
entering data are a 3D volume the combination of the two function applied in all the three
dimension give eight different function that can be applied to the equation.

ψ0(x,y, z) = φ(x)φ(y)φ(z)
ψ1(x,y, z) = φ(x)φ(x)ψ(z)
ψ2(x,y, z) = φ(x)ψ(y)φ(z)
ψ3(x,y, z) = φ(x)ψ(y)ψ(z)
ψ4(x,y, z) = ψ(x)φ(y)φ(z)
ψ5(x,y, z) = ψ(x)φ(y)ψ(z)
ψ6(x,y, z) = ψ(x)ψ(y)φ(z)
ψ7(x,y, z) = ψ(x)ψ(y)ψ(z)

(3.1)

The application of each function in the equation give us a decomposition of the original volume
as is shown in the figure above.

Figure 3.1: Diagram of Wavelet Equation apply to 3D image [23]
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3.3 Visual Servoing using 3D wavelets transformation
For the command law using the multi-resolution wavelet transformation we have to define the
interaction matrix. In this part the equation propose by [21] are extend to a 3D entering signal
and what we obtain is :

Ú Ú 3
∂I
∂xvx(pi) + ∂I

∂yvy(pi) + ∂I
∂zvz(pi) + ∂I

∂t

4
ψ

(l)
j,m(pi(x,y, z)) dxdydz = 0 (3.2)

The notation is simplify (3.3) the term I is referring at the luminous intensity of each pixel
pi(x,y, z).

I = I(pi(x, y, z)) (3.3)

knowing that:

éf, gê =
Ú Ú

f(x)g(x) dxdy (3.4)

we can write the (3.2) as:

=
∂I
∂xvx(pi), ψ(l)

j,m

>
+

=
∂I
∂yvy(pi), ψ(l)

j,m

>
+

=
∂I
∂zvz(pi), ψ(l)

j,m

>
+

=
∂I
∂t , ψ

(l)
j,m

>
= 0 (3.5)

as done before the velocity of the point in the coordinate of the starting image is assumed to be
unchanged in the new multi-resolution coordinate.

vx(pi) = vx(2−jk) ∀x ∈ support ψ(l)
j,m

vy(pi) = vy(2−jk) ∀y ∈ support ψ(l)
j,m

vz(pi) = vz(2−jk) ∀z ∈ support ψ(l)
j,m

(3.6)

so the velocity can be put outside the inner product:

=
∂I
∂x , ψ

(l)
j,m

>
vx(pi) +

=
∂I
∂y , ψ

(l)
j,m

>
vy(pi) +

=
∂I
∂z , ψ

(l)
j,m

>
vz(pi) + ∂

∂t

e
I, ψ(l)

j,m

f
= 0 (3.7)

and after a integration by part the equation can be write as:

K
I,
∂ψ

(l)
j,m

∂x

L
vx(pi) +

K
I,
∂ψ

(l)
j,m

∂y

L
vy(pi) +

K
I,
∂ψ

(l)
j,m

∂z

L
vz(pi) + ∂

∂t

e
I, ψ(l)

j,m

f
= 0 (3.8)

using the development of [22] we can write that:

İ(2j+1) = −
è
g1

(2(j+1))(pi(x,y, z)) g2
(2(j+1))(pi(x,y, z)) g3

(2(j+1))(pi(x,y, z))
é  vx(pi)

vy(pi)
vz(pi)


(3.9)
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We use the 3D point interaction matrix use by [19] to put in relation the velocity of the 3D point
and the velocity of the camera:  vx(pi)

vy(pi)
vz(pi)

 = 2jL3Dvc (3.10)

The 2j is used to take into account the effect of the down sampling. The development of the
equation became:

İ(2j+1) = −2j
è
g1

(2(j+1))(pi(x,y)) g2
(2(j+1))(pi(x,y)) g3

(2(j+1))(pi(x,y))
é

L3Dvc (3.11)

The vector of visual features is compose by value of the approximation image:

s2(j+1) = (I2(j+1)(1,1) , . . . , I2(j+1)(1,2) , I2(j+1)(M,N)) (3.12)

the final interaction matrix is compute stacking in a single matrix the result of the 3.11 calculate
for all the voxel of the volume.

Ls(2(j+1)) =


−2j

è
g1

(2(j+1))(pi(1,1)) g2
(2(j+1))(pi(1,1)) g3

(2(j+1))(pi(1,1))
é

L3D

Ls(2(j+1))(1,2)
...

Ls(2(j+1))(M,N)

 (3.13)

The equation used are taken following the idea of the 2D Wavelet Visual Servoing [17] and will
be explainedin the experimentation chapter.

3.4 Conclusion
In this chapter we have derive the equation of a 3D visual servoing starting from the approach
use by [17].This was possible because in calculating the 3D interaction matrix we relied on the
method used by nadaue. The entire mathematical basis on which our algorithm will then be
based has been presented. In the next chapter we will show how these mathematical formulas
have been implemented in order to build a 6DOF controller using a 3D volume (C-Scan).
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Chapter 4

Experimentation

The experiment set-up are composed by:

1. parallel robot and relative controller

2. optical coherence tomography

4.1 Parallel Robot
The robot use is the SpaceFAB SF-300 BS is a 3-PPSR parallel robot which consist in three serial
chains, each with two actuated prismatic joints, one spherical joint and one revolution at the end.
Thus, the resulting robot has 6 Dof at the moving platform enable higher positioning processes
and a load capacity up to 3 kg center mounted.4.1

Figure 4.1: SpaceFAB SF-300 BS

4.2 Instrumentation
In the project we work with different PC, one where we have have set the controller of the OCT
and one where we have the controller of the parallel robot. 4.2
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Experimentation

Figure 4.2: Instrumentation setup

Also the algorithm is split in two different environment: one that is Qt and one is Matlab. To
put all this device and environment work properly together we us IP connection. This allow to
send and receive data for all the device involve in this project. 4.3

Figure 4.3: Control Strategy Flow Chart
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4.2.1 Control Strategy
The control strategy develops is moving and wait, this mean that we send a velocity to the robot
and set the amount of time that it has to maintain this velocity.The control strategy as said
before is both develop on a C++ program using Qt software and on Matlab.To be more clear
the control of the movement of the parallel robot are developed on Qt while the computation
of control strategy are develop on Matlab. This is cause on Qt there isn’t Wavelet library that
satisfies our request while we can easily made all the computation on Matlab.

The controller are composed by the following step(4.3):

Algorithm 1 ControlFunction. In this function the control strategy are develop.
1: procedure ControlFunction(α, β1, β2, f, θ0)
2: ó In the first stage we set the desired position of the robot
3: GotoPosition(RobotDesirePose)
4: TakeCScan(C − ScanP arameter)
5: SendVolumeToMatlab(Datasize)
6: ó The robot is sent to the starting position
7: ó Once the desired C-Scan are send to Matlab and the robot is in the starting position

the control strategy finally begins
8: GotoPosition(RobotStartPose)
9: while (error is not converged) do

10: ó The relate C-Scan of the current position are take
11: TakeCScan(C − ScanP arameter)
12: ó The Volume acquired are send to Matlab
13: SendVolumeToMatlab(Datasize)
14: ó The Interaction matrix are calculate
15: InteractionMatrixInteractionMatrix(HighPass, LowPass, V olumeAcquire)
16: ó Once the velocity of the robot are calculate it’s send to the robot that perform this
17: ó velocity for a fixed time slot
18: SendVelocity(RobotPose, time)
19: end while
20: end procedure
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All the function that compose the control strategy will be explained in the following steps. The
first function is the GotoPosition, here we fix a deride position of the robot. Set the vector
contained the value in mm of the position where we ant to move the parallel robot according to
his reference frame.

Algorithm 2 GoToPosition. This function is used to move the parallel robot to a fix position.
Through a vector is possible to defined the wish position of the robot in the space.

procedure GoToPosition(α, β1, β2, f, θ0)
2: ó Initialization parallel robot

ó Connection to the parallel robot
4: RobotPose← V alue(x, y, z, α, β, γ) ó Include the three translation and three rotation

ó Send Pose to the Robot
6: ó Check Reach Pose

end procedure

Once the robot is in the desired position we acquired the corresponding C-scan. In the function
TakeCScan gave the possibility to set all the parameter of the C-scan that we have to take.
Starting from the dimension of the value up to the range of value that we want to take from the
sample.

Algorithm 3 TakeCScan. In this function all the parameter relate to the characteristics of the
desired volume are set and a C-scan is acquired in the current pose of the robot.

1: procedure TakeCScan(OCT-Parameters)
2: ó Initialization SD-OCT
3: ó Set the variable of the that have to contain the parameter and the data that has to be

taken
4: ó Setting OCT parameter
5: Rangex ← V alue(x) ó Range along x -axis in mm
6: Rangey ← V alue(x) ó Range along y -axis in mm
7: PixelSize← V alue ó Pixel size in mm
8: MindB ← V alue ó Minimum dynamic range of the scanned data
9: MandB ← V alue ó Maximum dynamic range of the scanned data

10: ó Start acquisition data procedure
11: ó End acquisition
12: end procedure
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The volume acquires are then send to Matlab in order to calculate the error of the acquired
C-scan and the desired once.

Algorithm 4 SendVolumeToMatlab. Here the volume takes by the OCT are split into vector
and send through socket packet.

1: procedure SendVolumeToMatlab(Datasize,OCT −DataPointer)
2: ó Initialization
3: V olSize0 ← 0 ó Value Assignment
4: V olSize0 ← Datasize ó the Datasize contain the size of the acquired volume
5: ó The total number of points contain in the volume are calculate
6: Npoint = Datasize(x) ∗Datasize(y) ∗Datasize(z)
7: ó The maximum packet size (64k) are set in order to calculate the number of packet that
8: ó have to be send
9: MaxNpoint = sizeof(double) ∗ 65536

10: SizeNpoint = sizeof(double) ∗Npoint

11: Npacket = SizeNpoint/MaxNpoint

12: PointerC−scan ← OCT −DataPointer
13: ó The pointer are initialize to the pointer of the C-Scan
14: ó Execution
15: while i < Npacket do
16: while j < V ecsize do
17: V ecsend(j) = PointerC−scan

18: PointerC−scan + +
19: j + + ó Update parameters
20: end while
21: i+ + ó Update parameters
22: ó The vector are send to Matlab.
23: end while
24: end procedure

After the C-scan that correspond to the desired position are sent to Matlab, the next step of the
algorithm is where that the control strategy finally begins. The Robot is sent to the starting
position and the corresponding volume is acquired. The volume is sent to Matlab were the
algorithm InteractionMatrix calculate the interaction matrix of the corresponding volume.
The volume is decomposed following the idiots of the 3. The decomposition are made using
the equation of [22], where the wavelet decomposition are made using filter (low pass and high
pass) the decomposed three-dimensional matrix are obtained through the product of convolution
between the original matrix and the filter.
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Algorithm 5 InteractionMatrix, In this algorithm the volume send by the OCT is decompose
and the interaction matrix is calculate in order to perform the control strategy.

1: procedure InteractionMatrix(α, β1, β2, f, θ0)
2: ó Once the volume are acquired by Matlab the function to calculate the decomposition of

the volume are set.
3: ó Identification of the derivation of the wavelet Daubechies (dB4).
4: HighPass[0.23− 0.330.150.05− 0.03− 0.010.0050.002]
5: LowPass[−0.00,−0.02, 0.08,−0.02,−0.34, 0.29, 0.96, 0.46]
6: ó Initialization of the 3D matrix
7: Ls(W 3D) = [(V olRow ∗ V olCols ∗ V olP rof),6]
8: ó Definition of the correlation matrix
9: α = 2.5/50, β = 3.5/50, γ = 3.4/1024 ó The coefficient are calculate to convert the value

from pixel to mm
10: L3D = [α00,0β0,00γ]
11: while Rowisnotend do
12: while Colsisnotend do
13: while Profisnotend do
14: V ec = [alpha ∗ (i− (Row/2)), beta ∗ (j − (Cols/2)), gamma ∗ (i− (Prof/2))]
15: Skew = [0− V ec(3)− V ec(2), V ec(3)0− V ec(1),−V ec(2)V ec(1)0]
16: L3D = [eye(3)− Skew]
17: Ls(W 3D)(c,:)=2∗[Gx(i,j,k)Gy(i,j,k)Gk(i,j,k)]∗Conv∗L3D

18: c = c+ 1
19: end while
20: end while
21: end while
22: ó Calculation of the final interaction matrix
23: Ls(W 3D)∗ = pinv(Ls(W 3D)Û ∗ Ls(W 3D)) ∗ LÛ

s(W 3D)
24: Ls(W 3D) = λ ∗ inv(µ ∗ eye(6) + (Ls(W 3D))Û ∗ Ls(W 3D)) ∗ Ls(W 3D)∗

25: ó Convertion acquire volume in vector
26: s=vec(Vol)
27: ó Convertion of the wish volume
28: s∗ = vec(V olwish)
29: V elocityrobot = Ls(W 3D) ∗ (s− s∗)
30: ó Velocity are send to parallel robot
31: end procedure
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The 3DConvolution generate the decomposition volume. The filter chosen are the Daubechies
of quadratic order. This filter has been chosen cause they give the best result in terms of stability
and precision.4.4

Figure 4.4: Daubechies of quadratic order, function and corresponding filter [10]

Algorithm 6 3DConvolution, Here is the develop the function in order to perform the convolution
of the acquire volume. The filter use are the Daubechies(dB4)

1: procedure 3DConvolution(α, β1, β2, f, θ0)
2: ó A new volume are initialize of the same size of the 3D image acquire
3: V olumeDec← V olumeDAtaSize

4: ó Convolution along Rows
5: while k < V olumP rof do
6: while i < V olumRows do
7: while j < V olumCols do
8: V olumeDec = filterRows ∗ V olumeAcquire(i, j, k)
9: end while

10: end while
11: end while
12: V olumeDec = V olumeDec(: ,1 : 2 : 2end, :) ó The column are decimate
13: ó Convolution along Columns
14: while k < V olumeP rof do
15: ...
16: V olumeDec = filterColumn ∗ V olumeAcquire(i, j, k)
17: end while
18: ó The same procedure are applied alongthe depth. The function give the possibility to set

the filter that as to be use along each axes.
19: end procedure
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4.2.2 Result
The image that we obtain from the OCT are shown in figure 4.5:

Figure 4.5: OCT volume, in the right data denoise in the left all the data acquired

As is visible the not all the data collect from the OCT are used, but we set an index in order to
eliminate the noise. The data collected are then send to Matlab.

To be sure of the correct computation of the interaction matrix and this way of the velocity the
volume received by Matlab are shown in the figure 4.6 is compared to the ones that was acquired.

Figure 4.6: Volume acquireed on Matlab
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The test was structured in this way : the robot was moved to the End-Position, here the OCT is
triggered in order to obtain the volume of the corresponding sample in this specific position.(This
volume will be the reference for the control loop)
This C-Scan of the sample is sent to Matlab while the robot return in a Start position. At this
moment the control loop starts: the OCT collect volume that is compared to the reference one in
order to obtain at the end of the computation explained in the3 the velocity of the robot.This
velocity is sent to the robot that return to the algorithm the new position and the loop restart.
It will end only when the error will be very small.
The End-Position are chooses in advance and for the first test only simple translation is performed.
In the first tests a simple translation on the Y-axis of the robot is set.But what is visible from
the plot of the position reach by the robot 4.8 is that we have a movement in translation along
the X and Z axis while the position in the Y axes remain constant for all the tests.

Figure 4.7: Plot the translation perform by the robot
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Meanwhile,looking to the rotation angle we have a movement towards Y-axis while the movement
around X and Z are overall zero.

Figure 4.8: Plot of the rotation perform by the robot
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Looking for the plot of the velocity 4.9 , the velocity in X and Z reach the most biggest value,
while in Y it’s been near zero. The opposite is in the rotation wherein Y has reach the biggest
value. The average value of the robot is zero that means that there is no preferential direction in
which the robot moves.

Figure 4.9: Plot of the velocity sent to the robot
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This type of error can be reasonable addressed to a mismatch between the reference frame of the
robot and of the 3D image. As is shown in figure 4.10 in the first part of the project the data
send to Matlab have a different reference frame respect to the reference frame of the OCT. This
problem was solved calculating the rotation matrix that had to be multiplied to the interaction
matrix in order to obtain from the control loop velocity that are referred to the reference frame
of the parallel robot

Figure 4.10: Difference of reference frame between the acquired volume (left) and the same
volume on Matlab

4.3 Conclusion
In the last week of the work a lot of tests are made, and different rotational matrix is tried
in order to figure out what is not working with the controller. The problem was addressed
how the data taken from the OCT are sent and processed in the first part of the algorithm
(SendVolumeToMatlab) and then from the Matlab ( InteractionMatrix).
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Chapter 5

Conclusion

The goal that we set ourselves was to succeed in creating a 6-degree controller of freedom that
was able to achieve displacements along all directions of his Cartesian space. The theoretical
development is based on an earlier development of a controller that using two-dimensional images
was able to move the robot along two axes. Starting from that set of equations we used Bernard’s
developments to rewrite the three-dimensional equations and Nadeau’s developments to be able
to calculate an interaction matrix that was able to relate the reference system of the OCT with
that of the parallel robot. The experimentation required a lot of computation power for the
calculation of the interaction matrix because the images were of very important dimensions and
the use of TCP/IP communication slowed the performance of the controller. In order to achieve
the desired result, all the data passages that occur in the different phases of the program should
be re-analyzed in such a way as to understand what kind of rotations occur in the data passage to
build a matrix of rotations that puts in relations between the two reference systems (Acquisition
and parallel robots) uniquely. Once you succeed in validating the controller’s strategy you could
switch to the realization of the controller completely in the Qt domain, in this you would increase
exponentially the performance of the controller.
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