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Summary

The purpose of this thesis is the creation of a molecule based system to be used for
the detection of gases in the environment. Structures of this kind represent a shift
in perspective from industry leading semiconductor based systems towards devices
in which the behaviour is strictly connected to the choice of the molecule employed.

In order to gain more insight and to understand the role which may be played in
the future by molecular systems, the introductory chapter is envisioned to provide
a brief history of standard electronic systems to locate the framework in which
molecular ones are placed. The definition of moletronics and the technological
advancements, as well as the advantages and disadvantages related to their use,
are also presented, along with the particular characteristics required by a sensor.

As far as the concrete portion of the work is concerned, this is divided in two
parts: in the first, the theory behind the electronic structure and transport through
molecular systems is reported. The idea is to review all the important steps for
understanding how the simulations work and how to interpret the results, going
from a very simple model, that is based on strong assumptions, to then discuss the
equations practically solved by the tools employed, starting from the most general
expression of the Hamiltonian of the system and moving to the non equilibrium
Green’s function approach; in the second, the structure of the system and its
behaviour are studied.
In particular, great attention is posed on the analysis of possible geometries believed
to be stable, with a systematic approach involving different isomers of the employed
molecule, orientations and distances with respect to the electrodes, exploiting
the Slater-Koster semi-empirical method. Among the various molecular junctions
resulting stable enough one is fixed and used for an in-depth characterization at
equilibrium. This analysis allows to validate the goodness of the semi-empirical
methods and the ability of the device of changing its properties due to the interaction
with other species. Then, the system is brought out of equilibrium in the presence of
free air species, allowing to make predictions on some possible pollutants which may
be selectively detected and to definitely check the sensing ability of the molecular
junction.

In the conclusive part of the thesis the analysis is focused on the interaction
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with various dangerous species for human health to search for a possible analyte
for the sensor. Moreover, these results are also compared to those of another sensor
exploiting a similar molecule, to try finding a common behaviour.
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Chapter 1

Introduction

The purpose of this work is the creation, from the theoretical standpoint, of a
molecular electronic system. In particular, a molecular sensor will be characterized
in all of its parts. Before proceeding I think it is therefore necessary to briefly talk
about the motivations which may lead a scientist to the development of such a
system, instead of using the already very good devices from standard semiconductor
manufacturing, and what molecular electronics refer to. To this end, the present
chapter will go through a summary of what have been the most important steps
in the industry since the development of the first integrated circuit (IC) to the
state of the art devices used nowadays. This is briefly done in section 1.1. Then, in
section 1.2, the motivations for looking forward to new technologies are presented,
to later introduce the idea behind molecular electronics with an overview of what
are the desired characteristics that a molecule-based sensor should have to tackle
standard systems, done in section 1.3. Finally, the personal motivations and the
structure of the rest of the work are described in section 1.4.

1.1 History of standard electronic systems
One of the greatest achievements in humankind recent history has been the devel-
opment of the integrated circuit. Already in 1959, the idea of employing just one
material for the realization of all the useful circuital elements such that they are
integrated into the body of the semiconductor material itself was proposed in a
patent filed by Jack S. Kilby [1]. While the proposed structure was very different
from modern IC, Kilby’s invention is considered as the starting point for integrated
circuit technologies, and the IC has gained so much importance that Kilby received
a Nobel prize in 2000 for his part in the invention of the integrated circuit [2]. Since
then, the world has been rapidly upset by the development of new technologies
based on the IC.
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Through the years, the target of the industry has been to follow Moore’s law,
a "law" based on observation devised by Gordon Moore in 1965, for which the
number of components on an IC doubles every year [3]. While Moore’s law has been
modified in 1975, with the rate of increase changed to two years (18 months is also
a typically referred to period of time) [4], it has been possible to go from the 50 µm
technological node, developed during the 1960s, to the most recent 5 nm node,
entered in production in 2020 [5]. Notice, in that regard, that the term "technology
node" is a way of describing the size of a transistor, usually related to the length of
the gate, although recently used with a less precise meaning. In fact, as reported in
the 2020 International Roadmap for Devices and Systems (IRDS), the 5 nm node
corresponds to the 18 nm technology node definition according to International
Technology Roadmap for Semiconductors (ITRS) and IRDS nomenclature [6].

It is important to highlight that, with the passing of years, Moore’s law has
been interpreted and followed in different ways. As reported in [4], three steps of
Moore’s law can be highlighted: in the first step (1970s and 1980s) the goal was just
to increase the number of components on a chip; in the second step (mid-1990s),
the goal was instead to increase the clock speed of devices (of course, higher clock
means higher computational power and therefore better performing computing
units); in the third step the goal is to increase the number of functional components
on the device. Indeed, this third step is strictly connected to the concept of more
than Moore, firstly introduced in the 2005 edition of the ITRS as the idea of
integrating CMOS and non-CMOS based technologies in a single package with
functional characteristics not necessarily scaling with Moore’s law [6] [7], where the
main purpose is to follow the market demand and develop devices more useful for
the final users. Of course, while the second step of Moore’s law inevitably ended
years ago, due to ever increasing power consumption and heat production, the
first step and the third one have been, and are still, followed for the research and
development. As far as the first step (usually called more Moore) is concerned,
different scales of integration have been reached. In the first years, small-scale
of integration (SSI), with 1-10 transistors on a chip, was the standard. Then,
medium-scale integration (MSI) with 10-500 transistors, followed by large-scale
integration (LSI) with 500-20000 transistors, very large-scale integration (VLSI)
with 20000-1000000 transistors and finally ultra large-scale integration (ULSI)
where the number of transistors is bigger than 1000000. Currently, devices with
billions of transistors are commonly find in CPUs and GPUs available to everyone.
How has it been possible to follow such a rapid evolution in technology?

Certainly, all the achieved results would not have been possible without two
crucial factors: the great properties of silicon and the technological advancements
in the equipment required in the handling of employed materials. As it is very
well known, the primary components of an IC are semiconductors, due to their
ability of presenting the transistor effect, fundamental for the creation of the CMOS
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technology. This means that it is possible to create a device in which the I(V)
characteristic can be tuned by means of two voltages: a gate voltage, able to turn
on and off the device, and a drain-source voltage, able to tune the current flowing
through the device. This can be made possible by means of a doping mechanism,
which modifies the electrical properties of the semiconductor in various portions of
the device.
The materials allowed for use are therefore restricted to a very limited number.
In particular, looking at the periodic table of elements, group IV (C, Si, Ge, Sn)
and group VI (Se, Te) elemental semiconductors can be used, as well as compound
semiconductors, made of binary (two elements) or ternary (three elements) combi-
nations of elemental materials, with properties in between the various components.
At the beginning of the semiconductor industry, germanium was the preferred
choice, as also shown in Kilby’s patent. With the passing of time, development
and employment of that material stopped in favor of silicon, which, since then, has
been the undisputed king for most of the applications.
The reasons for which that has been the case are manifold. First of all, silicon is
the second most available material on earth after carbon, which, although being
a potential semiconductor, is characterized by a too wide energetic gap between
occupied and unoccupied electronic states, thus causing it to behave more as
an insulator rather than a semiconductor. Then, silicon can be extracted and
processed to create wafers in an efficient fashion, allowing for a reduction of costs
associated to the creation of the whole chip. It also presents very good mechanical
properties, allowing less risks in its handling. Last, but not least, silicon can
be manipulated with ease, especially if compared to other materials. Oxidation
and growth of structures on top of a silicon substrate are really what sustain it
as the primary choice for most of the applications. In fact, even when the so
called short channel effects (SCE), arised, threatening further reduction of scale
of devices, the possibility of handling the material building silicon on insulator
structures (SOI) and then FinFETs, allowed to overcome the issues, ensuring the
predominance of silicon. Furthermore, being able to create a whole system, not
just transistors, but also optical devices, interconnects, mechanical sensors and so
on on it is really crucial as it both helps reducing the complexity of the creation
of the whole structure and the costs associated to it. If every part of a Micro
Electro-Mechanical System (MEMS) was to be made of a different material, the
technology would be too complex, if compared to a completely silicon based device.
Integrability is hence the real power of silicon.
Indeed, while silicon is the main actor, side actors are also responsible for the
outstanding research and development leading to ULSI. In particular, the progresses
in lithography, leading to the most recent extreme ultraviolet (EUV) tool by LLC
[6]; in microscopy, with scanning electron microscopy (SEM) and scanning tunneling
microscopy (STM); in deposition and growth techniques; but also manipulation of
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structures through piezoelectric materials. The technological results in IC can not
be thought without any of these and research also has to be done in these fields.

1.2 Beyond Moore
From what has been presented thus far, it may seems that the scaling of devices in
standard manufacturing can progress indefinitely, and that silicon is set to be still
the primary choice in the future. That’s not the case at all. As the dimensions
of the transistors are reduced, not only short channel effects related to classical
mechanisms, like drain induced barrier lowering (DIBL) and threshold voltage
roll-off, occur, but also, and especially, quantum effects. In particular, quantum
tunneling represents the biggest constrain in future conventional technologies. In a
MOSFET there are two tunneling effects which may happen: tunneling through
the gate oxide and direct tunneling from the source to the gate. In both cases, a
constant unwanted current contribution is present, which is not really important in
the on state, since the contribution is negligible in that condition, but in the off
state. As it happens with SCE, the biggest issue is to keep the current flux, and
therefore the power consumption, small in that state.

As far as possible solutions to tunneling are concerned, in the case of gate
parasitic current, the problem has been solved by changing the materials of the
gate stack. As reported in [8], the scaling of CMOS has led to the replacement of
silicon dioxide in favor of a physically thicker layer of high dielectric constant oxide
such as hafnium oxide. While the details of the solution are not analyzed here, the
basic idea is to substitute the SiO2 layer of dielectric, which has became too small
during CMOS scaling, with new materials which allow for similar performances but
with thicker extension, thus lowering the tunneling probability from the channel
to the gate contact. Although it has not been a straightforward implementation,
mainly for compatibility issues at the silicon interface, that solution is the one still
in use today, and allows for great reduction in the parasitic current.
Different is the story of the source to drain tunneling. This phenomenon is caused
by a too short channel length. Eventually, electrons are able to travel directly from
source to drain without any voltage applied. If this happens, the control over the
off state of the transistor is completely lost and the power consumption becomes
too high. It is expected that this tunneling effect will be a limiting factor with
devices 3 nm long, causing the on/off ratio to be too low [9] [10].

As shown, the future of Moore’s law does not look so bright, as the further scaling
of devices is threatened by quantum effects. Nevertheless, while the nomenclature
nowadays suggests that the industry is going to the 3 nm node in 2022 (take a
look at the 2020 IRDS), Moore’s law will still be valid for the next decade if the
real dimensions of devices are taken into account [6]. It is important to notice,
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however, that the predominance of silicon is coming to an end. As SiGe, with
different concentrations of germanium, is expected to be used as the material for
the channel until 2025, silicon is expected to be completely replaced by Ge or
other materials already in 2028 [6]. The reason for which this is the case is to
achieve higher quasi-ballistic velocity and higher mobility with respect to strained
silicon [11], although a big challenge is the fabrication of the channel on non-lattice
matched silicon, causing the presence of defects. Another interesting idea reported
in the IRDS is the one of lateral gate all around (LGAA) and stacked transistors
to create 3D structures (LGAA-3D), expected to be the standard at least until
2034, which will allow for an higher number of components per unit volume, thus
permitting to follow Moore’s law for the foreseeable future.

Indeed, even with these modifications of the channel of MOSFETs, it would be
a huge mistake to underestimate the problem of tunneling and, in fact, the IRDS
presents a series of new technologies to replace standard CMOS when the limit of
scaling is reached.
These take part of the well known idea of beyond Moore. The concept is to go
beyond the conventional CMOS technologies in favor of new information processing
devices and microarchitectures [11]. Beyond Moore has gained so much attention
that an entire section of the IRDS is dedicated in defining and describing all the
technologies on the research level taking part of that idea.
The most representative of these technologies is the quantum information processing
[6], which not only is based on materials and device structures completely different
to the one of a usual CMOS based system, but also on the concept of entanglement,
by means of which different qubits (quantum bits) are correlated one to the other.
While this technology is not expected to replace standard circuitry, it is nonetheless
the primary example of beyond Moore, and what going after CMOS really means.
Of course, this is just an example, as there are a lot of new systems, listed in [11],
which are still on a research level, that will arrive in the next years, or decades.

1.3 Molecular electronics
Until now, molecular electronic systems have not been mentioned. So, what
is a molecular electronic system? Where are these structures located within the
framework depicted so far? Why are scientists even looking at molecular electronics?

1.3.1 Definition
First of all, it is necessary to clearly define what is here intended to be a molecular
system. In fact, an important classification has to be made. As reported in [12],
molecular electronics can be divided in two different groups: molecular materials
for electronics and molecular-scale electronics. The first is related to those devices
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in which only the macroscopic properties of the material are exploited. This is
usually the case of optical devices, such as liquid crystal displays (LCD) and organic
light-emitting diodes (OLED), which are already well established in the industry.
The latter is instead focused on the creation of systems in which single molecules,
or group of them, are placed in specific position within the device as to exploit
microscopic properties of the material. In particular, much of the research activity
is focused towards computational architectures which may rival standard electronics
[12]. In the viewpoint of this thesis, a molecular electronic system can therefore be
described as a system in which the main properties and functionality are dictated
by a molecule that is then connected to the rest of the IC and able to communicate
with it.
With this idea in mind, it is now possible to justify the reasoning for the research
and development of this kind of devices. Indeed, if no advantages are found in
substituting typical system with this new concept of molecular-scale electronics,
there would be no reasons at all to even think about them.

1.3.2 History of moletronics
The first real idea of employing molecules as substitutes of usual solid state devices
finds its foundation already in 1974, with the theorization of molecular rectifiers
[13], in which an organic molecule is considered to work as a usual p-n junction able
to let electrons pass only in one direction. Indeed, the structure is just presented
from the theoretical standpoint, due to the technical limitations of the time, but
represents a shift of attention in the development of new technologies, not relying
anymore on conventional materials. During that period of time (1970s, 1980s) the
United States Government’s Defense Advanced Research Projects Agency (DARPA)
organized a molecular research program focused on the molecular electronics field,
also referred to as "moletronics" [14][15]. Thanks then to the development of the
STM and of the atomic force microscope (AFM) during the 1980s, the way for
measuring transport properties of single molecules was paved [16], thus shining a
light of hope in the research. Other important tools, like Langmuir-Blodgett and
self-assembly techniques allowed to form organized molecular monolayers on top of
suitable substrates [17]. Then, in 1994, the first demonstration of electrical contact
of a single C60 molecule occurred [18]. In the successive years, a lot of studies on a
huge variety of molecular-based systems were made, like molecular electronic wires,
molecular electronic diodes and two-terminal electrical switches [19].

1.3.3 Advantages and disadvantages
While the idea itself of creating molecular electronics is appealing, as anticipated
earlier there should be some reasons for justifying their use with respect to standard
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technology.
As pointed out in [12] [20], the main advantages of molecule-based systems

are related to the intrinsic characteristics of molecules, such as the dimensions
and the ability to self-assemble with a bottom-up approach. Of course, in the
viewpoint of reducing the size of electrical components in IC, the dimensions of
molecules really interest scientist as Moore’s limits are approaching. Systems with
channel length in the order of a nanometer, without losing control over the on or
off state of the system and with transport properties that are more predictable
if compared to similarly sized traditional MOSFETs, are possible [21]. This also
allows for a huge increase in device density, with up to 1013-1014 devices on 1 cm2

with 1-3 nm sized molecules [12]. The self-assembly property, compatible with usual
CMOS processes [22], then, is crucial in order to overcome one of the major issues
related to standard technologies, that is the complexity of creating and developing
technological processes able to tackle the reduction of the size of devices. For
molecules, once the synthesis method is known, industrial scale production is not
an issue, with up to 1023 molecules per beaker [23] [24]. Another great attribute
is the possibility of tuning with ease optical, electrical and structural properties
by changing chemical composition and geometry [21], potentially observing novel
phenomena not accessible from standard materials [24].

Unfortunately, despite all of these very interesting characteristics, employing
molecules is not as simple as it may have appeared from the previous discussion,
and in fact molecular electronics are far from being widely employed. As reported
in [16], the creation of single-molecule electronics is a combined effort from different
branches, all of which face different challenges. In particular, the main issue is
the variability related to the creation of the region of space in which the chosen
structure will ultimately be inserted, that is the nanogap. While, in fact, as
previously pointed out, the synthesis of multiple molecules is not a problem, that
is not the case for the rest of the device. The control at nanoscale is required,
as well as extreme precision in the creation of the contacts. Although through
the years several methods, like mechanically controllable break junction (MCBJ),
electromigration (EM), STM breakjunction (STM-BJ) and focused ion beam (FIB)
(an in depth analysis of most of the developed and studied techniques for the
creation of nanogaps can be found in [24]) have been introduced and studied
both from the theoretical and experimental point of view, the yielding ratio of
structures with the desired geometrical features is still quite poor, thus not allowing
a widespread distribution of molecule-based systems. Even small variation in single
processes can lead to huge changes in the final system [24]. Aging of the molecule
can also be an important factor for reproducibility. Therefore, it seems like some
time is still needed to reach very high yield fabrication and widespread diffusion
[24].
Another disadvantage of using molecules is the requirement of using complex tools
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for simulations, meaning an higher computational cost and therefore slower research
and development. In fact, the theory behind current transport through molecules
comes from the famous Non Equilibrium Green’s Function (NEGF) approach, which
allows for great agreement between calculations and experiments [16], at the cost
of simulation tools that are quite expensive from the computational standpoint.
To summarize the advantages and disadvantages, in table 1.1 all of the discussed
properties are summed up.

Table 1.1: Advantages and disadvantages of molecular electronics

Advantage Description

Scalability with respect to standard CMOS devices, way smaller
structures are possible.

Cost thanks to self-assembly technique, the cost for the synthesis of
a huge number of molecules is low.

Tunability an extreme variety of properties can be obtained by changing
geometry and composition of molecules.

Disadvantage Description

Handling it is complex to create the whole system, requiring an high
precision to control the final position of the molecule.

Variability there is still not a process able to produce a great number of
systems with the same properties.

Simulation high computational cost required to model transport.

Before moving on, notice that it is beyond the purpose of this work to go into
the details of the creation of the nanogap and therefore in the following chapters a
structure with ideal desired characteristics will be employed. This does not mean,
however, that the necessary attention will not be given to the way the chosen
molecule will link itself to the contacts. Indeed, various orientation and distances
between source, drain and channel will be considered to find out which ones are
the most likely to occur from the energetic point of view.

1.3.4 Gas sensor
As previously anticipated, the goal of this work is the design and analysis of a
molecule-based sensor. In this section the characteristics required for such device
are described, starting from the general working principle and properties of a sensor,
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to then move to the specific case of a molecular one.
The purpose of a sensor, here assumed to be a gas sensor, is to detect the

presence of a specific molecular species in the environment. This species is usually
referred to as being the analyte. Thanks to the Brownian motion of particles, it
is possible that the target gets close to a part of the device, called sensing region,
producing the so-called sensing effect. This means that the presence, or not, of the
analyte is verified by means of the interaction with the sensor, that in turn causes
a variation of the properties of the device itself. The process by means of which
the interaction is transformed into a measurable signal is called transduction, and
depending on the design it can be of different nature. Typically, the transduction
occurs as a variation in the conductance of the conducting region of the sensor,
and is therefore of electrical nature. Focusing on the interaction, instead, in the
viewpoint of this work it is assumed to be due to Van Der Waals forces and is hence
of physical (electrical to be more precise) nature, but in a general case scenario
also a chemical bonding may occur. In both cases, however, what is expected is a
modification in the channel conductance.

As far as the characteristics of the system are concerned, as for any experiment
regarding the measurement of a quantity (in this case the concentration of species
in a certain environment), the final device should be able to provide results that are
repeatable, meaning that, using the same measuring procedure, user, conditions
and instrument, the values provided have to be similar, and reproducible, meaning
that, employing different procedures, users, conditions and instruments, compatible
results are once again obtained. These two properties are included in the concept
of measurement precision. Furthermore, it is crucial for the system to be accurate,
in the sense that it is expected to give measurements that are close to the effective
value of the quantity to be evaluated (it is not just important to know a specific
species is present in the environment, but it is also crucial to know its concentration,
especially for those cases in which there is a certain threshold dictated, for example,
by specific laws).

While the just introduced characteristics are general for any system of measure,
there are then others that specifically apply to the case of a sensor. Focusing on
that case, since the requirement is to detect a specific molecule, selectivity is the
main property the sensor must have, which means that the sensing mechanism
should give an output which allow to distinguish between the analyte and possible
other species present.
The second property to consider is the resolution of the system, which is, practically
speaking, a measure of the smallest amount of variation in the concentration of
the target that can be detected by the sensor. A small value of resolution indicate
that the device is able to detect small variations of the analyte. Strictly connected
to this quantity is the discrimination threshold, which is the maximum value of
the measurand that does not produce a variation in the output. The smaller it is,
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the better is the ability of detecting small concentrations and hence the quality of
the device. Indeed, in most cases, the concentration of the analyte with respect to
other species is small, therefore requiring the sensor to be able to detect very small
concentrations.
Then, it is important to know the sensitivity of the device, which is a measure of
the change in output of the sensor relative to a unit change in the input.
On the other end of the spectrum, when the concentration of the target is high,
the sensing effect should not be saturated with a large number of molecules. In
that sense it is said that the dynamic range should be high enough [25][26]. While
this is true, it is also expected not to be something which can possibly occur, if
the intended use of the sensor is to detect species that are not meant to be present
in a huge amount. In that case, if the saturation of the system occurs, it means
that the goal of the device has been fulfilled and that the analyte is present in the
environment with a concentration exceeding the desired threshold. At that point is
not really important the exact amount of that species.

All of these properties, in order for a molecule-based sensor to be considered
valuable, must be verified and comparable, if not better, with respect to standard
systems. It is important to notice, however, that some of them need experimental
validation. In particular, repeatability and reproducibility are dependent on the
possibility of realizing the sensor and produce multiple measurements in order to
finally compare the data. Also the accuracy of the system, as well as the resolution
and the discrimination threshold, depends on practical implementation. As such,
these properties, in the viewpoint of this work, could not be verified and analyzed.
The analysis of the following chapters is, in fact, just theoretical, meaning that
the sensor could not be physically realized. Nevertheless, the main purpose of
the sensor developed in the following is not to be able to produce state of the
art results. What is of interest, in fact, is the possibility of creating a molecule-
based sensor to see if the selectivity with respect to specific species is verified
or not. Indeed, as previously indicated, the realization of molecular electronic
systems is still at an early stage, and it would be presumptuous to expect a full
characterization for a system that, practically speaking, is years in advance of
what the technology could be possibly pulling off. In that regard it is also justified
the choice of treating a sensor instead of, for example, a transistor. While the
application and employment of transistors requires the ability of creating billions
of them with the same characteristics and at the same time for the construction of
a fully working system, for sensing applications way smaller number of devices are
required, and there is no need to produce all of them at the same time.

As far as the sensing effect is concerned, the working principle of a molecule-
based sensor is very similar to that of a standard sensor. The expected phenomenon
is the variation of the conductance, and so of the current, of the device, due to the
interaction of a part of the structure with external species. In both standard and
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molecular applications, this process occurs in the channel between the two contacts.
What is different, of course, is what this region is made of. The novelty, in the
case under study, is really in this part, with the conducting channel being made
of a molecule. In this introduction, the molecule of choice is not really important
(it will be analyzed in depth in chapter 5). What matters is that it is expected
that, whatever this choice is, a modification of the conductance occurs. While the
specific characteristics of this variation are studied in depth in chapter 6, it is here
possible to make some predictions.

As earlier mentioned, one of the advantages related to the use of molecules is
the tunability. That characteristic comes very handy in the purpose of developing a
sensor with high selectivity. Indeed, the nature of the interaction between molecules
is strictly related to the species involved. Therefore, it is reasonable to think that
the great power of molecule-based sensor is the possibility of choosing, accordingly
to the needs, a specific analyte with respect to which a good selectivity occurs.
Obviously, things are not that easy, in the sense that is not straightforward to find
what the best choice for the channel is a priori, and therefore further analysis are
required.
Also the accuracy and the precision should be quite good for molecular systems,
especially if the interaction is of physical type and not chemical, meaning that the
structure of the channel is not chemically modified by the event and so recovers
the initial conductance once the species is removed from its surrounding region. As
a consequence, multiple measurements are expected to give the same results and,
if the systems is calibrated in the corrected way during its creation, such results
should be similar to those made by other instruments.
Different is the case for the resolution, the discrimination threshold and the
sensitivity. In fact, since the concentration of the target may be low if compared
to the one of other particles, and since the channel is small, due to the intrinsic
size of molecules, it may be hard to observe a sensing event, therefore causing a
possibly poor discrimination threshold. Furthermore, even if that event occurs,
it is unlikely to have multiple particles of the same type in the sensing region
together, suggesting also a bad resolution and sensitivity. However, will this is true,
a possible workaround consists in employing multiple wires together. In that case,
if the properties of such wires are comparable, the problem can be partially, or
completely solved.

A final consideration has also to be made in the variation of the output. Molecules
are intrinsically small, and as such, if used in a wire configuration, may cause the
current flowing through the structure to be quite low. It is therefore reasonable
to expect the variation of it to be small and, possibly, smaller than the quantity
effectively detectable by standard circuitry. As a consequence, a big problem
may involve the sensitivity and the selectivity of the sensor, in the sense that the
variation caused by the target may not be detectable with respect to the case in
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which no particles are present in the region surrounding the channel. Again, this
issue may be tackled by designing, with a more complex overall structure, the rest
of the IC to which the sensor is connected to. Of course, if the difference is too
small, or too similar, to the one produced by other species, it may be due to the
sensor not being at all selective, and nothing can be done in that case.

1.4 Structure of the work
Through this introduction, an overview of the history of standard electronic systems,
from the first integrated circuits to more recent devices, has been presented. The
concept of molecular electronic systems and the particular characteristics required
by a sensor of this kind have also been introduced.
To conclude this chapter, the present section has the purpose of illustrating the
structure of the rest of the thesis as well as the personal motivations for the choice
made.

Approaching the end of the master’s degree, semiconductors were dominating
materials in almost all the state of the art systems presented. From photonic
devices, like lasers, amplifiers, modulators and waveguides, to FinFET transistors,
the first materials of choice were always semiconductors.
In this sea of structures, the idea of exploiting molecules never really crossed my
mind, until I stumbled in molecular electronic systems presented in one of the last
courses. The change of paradigma, from top-down methods to bottom-up ones, for
the creation of devices, made me imagine about the huge variety of systems which
could have been made possible with such building blocks.
It all seemed so reasonable, simple and intuitive. As molecules can be easily
synthesized, the problems regarding the scaling of standard devices were not issues
anymore and with the great tunability permitted creativity was the only limit in
the design.
Indeed, I imagined things to be easier than they actually were and molecular
systems are still far from being widely distributed. However, the idea of working
with very different systems with respect to what I was used to stuck in my head.
This led to the choice of focusing, in this thesis project, on a molecule-based sensor,
starting from the theory by means of which they are described to then engineer
the final system and study it in depth using different simulation tools.

As far as the structure of the rest of the work is concerned, in chapter 2 a simple
model for the description of transport in molecular systems is presented. Of course,
the theoretical modelling of how a certain device work is the primary step in order
to correctly set up simulations and understand the results. This chapter truly
represents an oversimplified view which is however capable of providing a little
insight on the results obtained. All the topics here discussed are expected to be a

12



Introduction

well known background for students coming from a degree in nanotechnologies for
ICTs, so most of the elements are not justified nor presented.

In chapter 3, a more refined theory for understanding the electric structure of
devices in absence of external stimuli is developed. All the steps for the description
of the simulation tools used in the work are followed, from the formulation of the
complete Hamiltonian of the system to the final set of equations practically solved.
In this part most of the settings employed in the next chapters are also justified
and described.

Then, the final, and more complete with respect to the one of chapter 2, model
of transport in molecular systems is presented in chapter 4. Again, in the viewpoint
of providing just the necessary theoretical results, this chapter is not intended to
give a rigorous description.

Moving on to the practical part of the work, in chapter 5 the fullerene C28 is
considered for an in depth analysis on possible structures for the molecular junction
expected to work as a sensor. This is a crucial part for the design of the system as
the behavior of it is strictly dependent on its geometry.

Once the structure has been found and fixed, in chapter 6 it is deeply analyzed
in equilibrium and out of equilibrium conditions in the presence of species found in
the atmosphere. This chapter proves the sensing ability of the employed molecule
as well as the validity of less precise semi-empirical tools with respect to more
precise ones.

Finally, in chapter 7 the study on possible targets for the sensor is performed.
Moreover, the system is compared to a similarly developed and conceived gold-
C60 molecular junction based sensor to try finding a connection in behaviour of
molecular sensors exploiting fullerenes.
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Chapter 2

Simplified model for
transport in molecular
systems

One of the complexities of employing molecules instead of crystals is the difficulty
of modeling how electron transport and in general electrical properties work in
such structures. A good start in this viewpoint is to begin with a simple model
which allows to understand at a basic level what the differences are with respect to
studying a typical semiconductor-based system.

The present chapter arises exactly to fulfill this goal, with the description of a
very approximated, and not rigorous at all, model. Indeed, it is neither complete, in
the sense that a lot of elements herein used are assumed to be known, nor precise,
in the sense that its purpose is not to analyze things from a rigorous standpoint.
Nevertheless, it is able to catch a lot of what is discussed in the following chapters.
The material of this part has been entirely extracted from personal notes taken in
the "Physics II", "Quantum Physics" and "Nanoelectronic Systems" courses held in
Politecnico di Torino respectively by professors Fabrizio Pirri, Vittorio Penna and
Mariagrazia Graziano.

In section 2.1, a brief introduction to quantum mechanics is presented. Notice
that, since the goal of this work is not to give an all-encompassing analysis of all
the topics related to the study of transport in molecule-based devices, but just to
give the basics required for the comprehension of the simulation tools employed
and the inspection of the results given by them, only strictly necessary concepts
are explained and analyzed thoroughly not only in this simplified model but also
in the more complete one of the following chapters.
In section 2.2, the density of states for nanoscopic systems is analyzed, going from
3D to 2D, 1D and finally 0D systems, like the one of a molecule.
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Finally, sections 2.3 and 2.4 focus on the complete simplified model for the analysis
of transport.

2.1 Review of basics concepts of quantum me-
chanics

Classical mechanics is not suited for the analysis of nanoscale problems. In fact, at
the beginning of the twentieth century there were some unsolved problems, like the
very well known black body radiation, photoelectric effect, the radiation pressure
and the electron diffraction which could not be solved with a classical approach.
First of all, to find a solution for the radiation pressure and the electron diffraction,
De Broglie proposed the concept of wave-particle duality for electrons, allowing
to describe their diffraction by a crystal, and for photons, thus justifying the
mechanical pressure caused by an electromagnetic wave impinging onto a structure.
Together with Einstein, the wave and particle worlds were theorized to be linked
together by means of:

λ = h/p

where h is a quantity, called Plank constant, used to solve the issues of black
body radiation and photoelectric effect, where emitted energies and electromag-
netic spectrum were quantized, thus introducing for the first time the concept of
discretization of energetic levels and hence of physical quantities.

Starting from these two concepts, wave-particle duality and quantization, a shift
from the conventional way of analyzing the world by means of classical mechanics
started. The new way of approaching the world was called quantum mechanics.
Since in this viewpoint the wave and particle natures are linked together, it is
necessary to find a way of representing and describing a system. In particular, in
quantum mechanics it is assumed that electrons can be described by wave functions
which, in the particular case of free electrons, are simple plane waves of the form:

ψ(x⃗, t) = Aei(kx⃗−ωt) (2.1)

with the wave vector expressed as:

k = 2π/λ

While the meaning of ψ can not be easily described, it is well known that its
magnitude squared gives the density of probability of finding an electron in a
specific position and moment of time:

|ψ(r⃗, t)|2 = ρ(r⃗, t) (2.2)
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Indeed, if a single electron is considered, the integral of ρ over the whole space is
equal to 1, and so the meaning of the constant A in equation 2.1 is to provide a
normalization constant ensuring that this is really the case.
Together with the concept of wave functions, another crucial point in quantum
mechanics is the Schrödinger equation, which allows to study the time evolution of
the system under analysis:

iℏ
∂ψ(r⃗, t)
∂t

= V (r⃗, t)ψ(r⃗, t) − ℏ2

2m∗ ∆ψ(r⃗, t) (2.3)

where the potential and kinetic terms on the right hand side are typically put
together to form the Hamiltonian H of the system, which represents the total
energy of the structure under analysis:

iℏ
∂ψ(r⃗, t)
∂t

= Ĥψ(r⃗, t)

Notice that the quantization of physical properties of the system is directly em-
bedded within Schrödinger equation in the case in which boundary conditions are
applied. This will be clearer in the following.
In typical applications of Schrödinger equation, the presence of electromagnetic
waves is neglected, thus causing the potential term in 2.3 to be time independent.
Since also the kinetic term is time independent, ψ(r⃗, t) can be factorized in the
product between space and time dependent terms:

ψ(r⃗, t) = R(r⃗)T (⃗t)

It can be proved that the general solution has the form:

R(r⃗)T (⃗t) = Ae−i E
ℏ TR(r⃗)

where the time related term is fixed. Traditionally:

R(r⃗) = ψ(r⃗)

Rewriting 2.3, one gets:
Ĥψ(r⃗) = Eψ(r⃗) (2.4)

− ℏ2

2m∗ ∆ψ(r⃗) + V (r⃗)ψ(r⃗) = Eψ(r⃗) (2.5)

This is usually referred to as the steady state Schrödinger equation. It is an
eigenvalue problem which allows to evaluate the eigenfunctions (the wave functions)
and the eigenvalues, that is to say the set of possible energy values that can be
assumed by the system. Ideally, if one is able to describe the system under analysis
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with a complete Hamiltonian, meaning that all the kinetic and potential energy
terms are known, solving 2.3 allows to get all the energy values as well as wave
functions of the system, therefore obtaining a full description of everything related
to the system itself. In practice, it is impossible to build the Hamiltonian and
solve 2.5 even for small systems, and so various approximations are used. A typical
approach for the analysis of a system is to suppose that the 3D potential term
can be separated and considered as the sum of 1D independent contributions.
Exploiting the linearity of the Hamiltonian, 2.5 becomes:

(Ĥx + Ĥy + Ĥz)ψx(x⃗)ψy(y⃗)ψz(z⃗) = (Ex + Ey + Ez)ψx(x⃗)ψy(y⃗)ψz(z⃗) (2.6)

The concept of separation of variables is crucial to tackle most practical problems,
and will be widely used in the following.

2.1.1 Free particle in 1D system
The purpose of this part is to justify in a qualitative way why the wave function
of a free particle has been previously introduced to be a plane wave. To this end,
a very simple one dimensional system is considered. Since no potential term is
imposed to the structure, the Hamiltonian will only be made of the kinetic term.
Therefore, 2.5 takes the following form:

− ℏ2

2m∗
d2

dx2ψ(x) = Eψ(x) (2.7)

which can be rewritten introducing the wave number:

k =
ó

2m∗

ℏ2 E (2.8)

so that:
d2

dx2ψ(x) + k2ψ = 0 (2.9)

Notice that, in 2.7, the mass of the electron is reported as being m∗, called effective
mass. While it is true that in the studied case (free particle), the effective mass of
the electron is simply its mass, in a generic analysis the electron does not behave
as its mass was its free space mass. Therefore from now on it is always assumed to
be an effective mass. Equation 2.9 is easily solved by considering the characteristic
polynomial, leading to:

ψ(x) = Aeikxx +Be−ikxx

which means that, for a free particle in 1D, the wave function associated to it is a
superposition of a forward and backward propagating waves. In this simple analysis,
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the backward propagating term is neglected (if we consider it as an incoming wave
there is nothing causing it to be reflected in the opposite direction), thus making
the wave function a plane wave if time dependency was introduced. In fact, if
the problem is extended in a 3D problem, assuming separation of variables and
including time dependency:

ψ(x, y, x; t) = Cei(kr⃗−ωt) (2.10)

Of course, even in this extremely simple example, the obtained result is not at all
accurate. In fact, there is no way of normalizing it, that is to say that it is not
possible to ensure that the integral of the wave function squared over the whole
space goes to 1. The reason for which that is the case is quite obvious: it has been
assumed that we have an infinitely extended space without any potential term when
this is not representative of what happens in real applications. Nevertheless, this is
not a too rough approximation, since for small nanoscaled system the laboratory is
approximately infinite and so no problems are really present.

2.1.2 Confinement and bounding box approximation
Until now all the analysis have been carried out in the hypothesis of free particles.
This is not what happens in a molecule, that is an example of 0D system. This
means that a particle in a molecule is subjected to the presence of a potential
energy barrier which limits the motion in all three directions.
It is important to notice that this first analysis will be performed with a very rough
approximation, that is the presence of a potential well in all three dimensions.
Indeed, in a real molecule the structure is much more complex and the potential
can not be simply reduced to a potential well. In fact, particles interact together
through potential forces, thus making the Hamiltonian extremely hard to manage.
The bounding box approximation is nevertheless used to get in an analytical and
straightforward way eigenfunctions and eigenvalues for a system.

The potential profile (assumed to be equal in the three directions) can be
described as: Ux(x) = 0, if 0 ≤ x ≤ L

Ux(x) = U0, otherwise

Lets focus on the cases in which the energy of the particle is smaller than the height
of the well, that is to say 0 < E < U0. While it may be important to see what
happens when the energy is higher, to understand the unique properties arising
from a quantum mechanical analysis, for the purpose of this work it is not of
interest. In the considered conditions, Schrödinger equation assumes two different
forms depending on whether the potential is present or not. Conventionally, the
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region to the left of the well is indicated as region I, the well as region II and the
right side as region III. Therefore:

d2

dx2ψ(x) − 2m∗

ℏ2 (U0 − E)ψ(x) = 0, region I, III

d2

dx2ψ(x) + 2m∗

ℏ2 Eψ(x) = 0, region II

Introducing:

λ =
ó

2m∗

ℏ2 (U0 − E) = ±α

and considering that in region II the solution is the one of a free particle:
ψI(x) = Ae+αx +Be−αx, region I
ψII = Ceikx +De−ikx, region II
ψIII(x) = Ee+αx + Fe−αx, region III

The various unknown coefficients can be found by supposing B and E equal to 0,
to avoid unlimited wave function, and by enforcing continuity at the boundaries of
the well both for the wave function and for its derivative:I

ψI(0) = ψII(0) ψ′
I(0) = ψ′

II(0)
ψII(L) = ψIII(L) ψ′

III(L) = ψ′
III(L)

While it is possible to find the solution by solving the resulting system, an easier
way to proceed consists in considering that the wave function can either be even or
odd but not a combination of the two. As a result, boundary conditions will only
have to be enforced on one boundary, since the coefficients A and F will be equal
in the even case or opposite in the odd case, thus requiring continuity for ψ on
just one side of the well. Notice that typically the analysis is further simplified by
considering infinitely high potential barriers. In this case, α goes to ∞ (U0 = ∞)
and so ψI goes to 0 (negative exponent due to negative x values) as well as ψIII

(negative exponent due to negative sign). Imposing boundary conditions at x = 0,
one gets C = −D and therefore:

ψ(x) = C(eikx − e−ikx) = 2iCsin(kx) = Asin(nπ
L

)x

with:

A =
ó

2
L

imposed through normalization. Considering also that 2iCsin(kx) must be 0 at
x = L (for continuity between ψII and ψIII):

k = nπ

L
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E = ℏ2k2

2m∗ = n2ℏ2π2

2m∗L2

where n is an integer different from 0.
There are some very important results coming as consequence of the analysis

carried out thus far. First of all, quantization of energetic levels is directly embedded
within Schrödinger equation when suitable boundary conditions are applied. Then,
in the case of confinement at nanoscale, electrons can not be described anymore
as plane waves. Instead, they are described by means of sinusoidal even or odd
functions. Notice that the analysis is easily extended to the 3D case by exploiting
factorization obtaining the product of sinusoidal functions along the three directions:

ψ(x, y, z) = Asin(nxπ

Lx

)sin(nyπ

Ly

)sin(nzπ

Lz

)

to which the associated energetic levels, supposing Lx = Ly = Lz = L, are:

E = π2ℏ2

2m∗L2 (n2
x + n2

y + n2
z)

This way of analyzing a quantum system is usually referred to as the "bounding
box" approximation. A molecule, in a very harsh viewpoint, can be seen as a system
in which confinement occurs in all directions, with an approximated potential well
profile. Indeed, this approximation is not good at all, especially for 0D systems
like the one of a molecule. Nevertheless, it is usually a good way for understanding
the concepts of confinement and quantization of energetic levels, which is of course
also predicted by more complex methods and observed experimentally.

2.2 Density of states in quantum confined sys-
tems

Before addressing how transport works in quantum dots and hence in molecules, it
is crucial to first understand how confinement affects the density of states (DOS)
of electrons within the device. Indeed, the transport properties of a system are
directly related to the density of states and it is therefore a required step to study
it in molecule-based systems.
Of course, since the DOS represents the number of electron states per unit volume
per unit energy and since the previous analysis proved that in nanoscaled devices
the energy is quantized, a modification of the DOS is also expected. It is well
known that the density of states for a 3D device is continuous:

ρ3D(E) = 1
2π2 (2m∗

ℏ2 )3/2
ñ
E − EC (2.11)
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As shown in the following, this not anymore the case for lower dimensional structures,
in which a different behavior is obtained as a function of the dimensionality of the
system.

2.2.1 Density of states in 2D structures
Lets suppose confinement occurs along the z direction. In this case a 2D system,
usually referred to as a quantum well, is obtained. It can be shown that the energy
levels are distributed in a parabolic way:

E =
ℏ2(k2

x + k2
y)

2m∗ + cjE0

where the first term is related to the x and y directions (notice the parabolic
dependence) while the second to the z direction, which causes the discretization
between the various parabolas. It is possible to understand this point by considering
a 3D plot in which horizontally there is the kx, ky plane whereas vertically there
are the energies. Moving along the vertical direction the energies defined by the
second term are found. Whenever one of them is encountered, a new parabola
begins, defined by the first term. So, in the 3D representation just mentioned there
are various parabolas, also called sub-bands, spaced apart due to the discretization
imposed by the confinement in the z direction.
To retrieve the density of states in this condition, a kx, ky plane is considered,
represented in figure 2.1. For now, only one sub-band is taken into account.

Figure 2.1: Graphical representation of the kx, ky plane. The green box is the
area occupied by a single state.
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For a generic value of k a circle of area:

Acircle = πk2

is obtained. Supposing Lx = Ly = L, a single state will occupy a squared area
equal to:

Astate = (2π
L

)(2π
L

) = 4π2

L2

The number of available states as a function of k can therefore be written, consid-
ering a factor of two to include degeneracy, as:

N(k) = 2Acircle

Astate

= 2πk
2L2

4π2 = k2L2

2π

which can be expressed as a function of energy (using 2.8):

N(E) = m∗L2

πℏ2 E

Reminding that the density of states can be expressed as:

ρ2D = 1
V

dN(E)
dE

= 1
L2
dN(E)
dE

one gets:

ρ2D = 1
L2
m∗L2

πℏ2 = m∗

πℏ2 (2.12)

Equation 2.12 tells that the density of states in the case in which confinement
occurs in one direction is energy independent.

If more sub-bands are involved in the z direction, 2.12, considering a constant
contribution by each of them, becomes:

ρ2D
T OT (E) =

NbandsØ
µz=1

m∗

πℏ2H(E − Eµz)

where H(x), with x = (E − Eµz) is the Heaviside function of value 0 when x is
smaller or equal than 0 and 1 otherwise.

2.2.2 Density of states in 1D structures
A similar analysis can be carried out also in the case of confinement in two directions.
In this case confinement is supposed to happen in the x and y direction. The
resulting structure is a 1D system, also called quantum wire.
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Differently from before the total energy is expressed by the sum of a parabolic
contribution given by the free z direction and a discrete contribution imposed by
the x and y confinement. Therefore the representation of the energy levels can be
seen in a 2D plane where the abscissa is related to kz whereas the ordinate is linked
to the energy. Moving vertically there are now the energies (discrete) defined by
the x and y directions while horizontally there are parabolas caused by the free
movement in z.

Fixing kx, ky, a kz plane is obtained (see figure 2.2).
Supposing a certain k vector, the density of states is easily derived with the same
approach as before:

Figure 2.2: Graphical representation of the kz plane.

N(k) = 2 k2π
L

= 2kL2π = kL

π

N(E) = L

π

ó
2m∗

ℏ2 Ez

from which:
ρ1D = 1

L

dN(E)
dE

=
√
m∗

πℏ
1ñ

2(E − Eµx,µy)

Notice that, differently from the previous case, the density of states is energy
dependent. Therefore, in this case a parabolic shaped function is retrieved instead
of a staircase structure. The analysis can be completed by considering all the
possible levels involved, leading to:

ρ1D
T OT (E) = 1

L

dN(E)
dE

=
√
m∗

πℏ

NbandsØ
µx=1,µy=1

H(E − Eµx,µy)ñ
2(E − Eµx,µy)

2.2.3 Density of states in 0D structures
It is finally time to tackle the density of states of 0D systems, usually referred to
as quantum dots. In this case the density of states is immediately retrieved as a
series of Dirac deltas centered in the energy eigenvalues:

ρ0D
T OT (E) =

NbandsØ
µx=1,µy=1,µz=1

2δ(E − Eµx,µy ,µz) (2.13)
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The densities of states for the various cases analyzed are reported in figure 2.3.
Notice that the one reported is just a graphical qualitative representation and hence
the energy values and heights of the DOS are not chosen in a quantitative/mean-
ingful way, but to give an idea of the difference between the various structures.
Indeed, the true values depend on the structure under analysis and hence the graph
reported is inserted to generalize the analysis.

Figure 2.3: Comparison of the density of states in 3D (grey line), 2D (red line,
notice the energy independent behavior), 1D (green line) and 0D (blue lines).

2.3 Transport model
In this section a very simplified model for the analysis of transport in 0D systems is
introduced. The procedure is the one done in the "Nanoelectronic Systems" course
held by professors Mariagrazia Graziano and Gianluca Piccinini in 2020.

Lets suppose to have a quantum dot with just one energetic level EL connected
to a source and a drain with Fermi level EF shared between the two contacts.
Of course, in this initial configuration, the number N of electrons occupying the
quantum dot can only be equal to 0, if EL > EF , or 2 ,if EL < EF . The resulting
system is reported in figure 2.4. In both of these cases the system will not provide a
current. Theoretically, the only way to observe conduction through the dot is when
EL is placed between the Fermi level of the source and the one of the drain. This
situation is only possible in the case in which a voltage is applied, thus shifting the
position of the Fermi level in the source and the drain. In fact, the main effect of
applying a voltage across the structure is to shift the position of the Fermi levels
as to have a difference between them equal to −qVDS.
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Figure 2.4: Considered system in the case in which the energy of the level is
lower (left) or higher (right) with respect to the Fermi level of source and drain.

To study how the system behaves it is first necessary to introduce the concept
of coupling. When the quantum dot is connected to the contacts, the creation of
a bonding occurs. This bonding can be strong or weak, thus resulting in strong
or weak coupling. The concept of coupling can also be associated to the one of
delocalization of the electronic wave function. In the case of weak coupling the wave
function is said to be localized either in the contact or in the dot and so it is not easy
for the particle to go from one side of the structure to the other. If, instead, strong
coupling occurs, the wave function is delocalized, therefore causing the electronic
cloud to be somewhat shared between the dot and the contacts. As a result, it is
easy for electrons to flow through the device and contribute to the formation of a
current. The quality of coupling is related to the type of bonding created, which
can be of chemical type, i.e. a covalent bond, or electrical, i.e. Coulomb interaction
and hence physisorption (see chapter 5 for more about interactions).
Practically speaking, coupling is expressed in the following analysis by means of two
coefficients, γ1 and γ2 (where the subscript "1" indicates the source whereas "2" the
drain), which are a measure of how strong the coupling of the dot is with respect
to the source and the drain. Although in theory the two coefficients differ one with
respect to the other due to technological variability or to process design, they are
usually assumed to have the same value. To these two coefficients two quantities,
called intrinsic lifetimes, are associated. They are a measure of the average time
required for an electron to go from one portion of the device to another. The
smaller it is the better the coupling. In fact:

γ1 = ℏ
τ1

γ2 = ℏ
τ2
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It is now possible to go deeper into the analysis. To do so, two fluxes of electrons
are considered in the case in which a voltage is applied. The structure is reported
in figure 2.5.

Figure 2.5: Structure under analysis with an applied voltage VDS, creating a bias
window (yellow strip).

Notice how, as anticipated earlier, the applied voltage causes a shift in the position
of the Fermi level in the two contacts, creating what is usually referred to as the
bias window.

The two fluxes can be expressed as:

Φx1 = Φx,1→dot − Φx,dot→1 (2.14)

Φx2 = Φx,2→dot − Φx,dot→2 (2.15)

Reminding that a flux of particles is given by the number of particles flowing
through a considered area in the unit time, the single components in 2.14 and
2.15 can be expressed in a simple way. The unit time can be simply defined by
employing the intrinsic lifetimes. As far as the fluxes from source to the dot and
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from the drain to the dot are concerned, the numbers of particles flowing are given
by the Fermi function evaluated at the energy level EL with EF S and EF D as
references respectively for the source and drain fluxes, multiplied by two in order
to include spin degeneracy. The outward number of particles from the dot to the
contacts are instead obtained using the number of electrons N already introduced
earlier. Therefore:

Φx,1→dot = 2f(EL, EF S)
τ1

= 2γ1f(EL, EF S)
ℏ

Φx,dot→1 = N

τ1
= γ1N

ℏ
(2.16)

and:
Φx,2→dot = 2f(EL, EF D)

τ2
= 2γ2f(EL, EF D)

ℏ

Φx,dot→2 = N

τ2
= γ2N

ℏ
Considering that the two fluxes 2.14, 2.15, due to mass conservation, are equal and
opposite, it is possible to retrieve the number of electrons within the dot as:

N = 2
γ1 + γ2

[γ1f(EL, EF S) + γ2f(EL, EF D)] (2.17)

As previously anticipated, if the energy level of the dot is lower than the Fermi
level of the source and drain, the two Fermi functions in 2.17 are equal to 1 and so
N = 2. If instead it is higher, the Fermi functions are equal to 0 and so N = 0.
The case of interest is instead the one reported in figure 2.5. When the voltage
is high enough, if the energy level of the dot falls between the Fermi level of the
drain and the one of the source, N = 1 (one Fermi function is equal to 0 whereas
the other one is equal to 1).
Making use of 2.14 and 2.17, it is possible to evaluate the current flowing through
the device:

IDS = qΦx1 = q
5
γ1

ℏ
2f(EL, EF S) − γ1

ℏ
N
6

(2.18)

leading to:
IDS = 2q

h

2πγ1γ2

γ1 + γ2
[f(EL, EF S) − f(EL, EF D)] (2.19)

From equation 2.19 it is easy to see that the current is null if the two Fermi
functions with EL as the considered energy have the same value. Furthermore,
within this very simple analysis, the current is characterized by a step behavior as
the level of the dot enters in the bias window.
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A more general expression of 2.19 can be obtained considering more levels in the
quantum dot (with each of them called EL,i) and including the expression for the
density of states. In this first approximated model, the DOS for the quantum dot
is assumed to have the expression of 2.13. Therefore:

IDS,i = 2q
h

2πγi,1γi,2

γi,1 + γi,2

Ú ∞

−∞
δ(E − EL,i)[f(EL, EF S) − f(EL, EF D)] dE (2.20)

Introducing the concept of transmission spectrum:

Ti(E) = 2πγi,1γi,2

γi,1 + γi,2
δ(E − EL,i) (2.21)

T (E) =
NlevelsØ

i=1

2πγi,1γi,2

γi,1 + γi,2
δ(E − EL,i) (2.22)

equation 2.20, considering all the levels, becomes:

IDS = 2q
h

Ú ∞

−∞
T (E)[f(EL, EF S) − f(EL, EF D)] dE (2.23)

2.3.1 Broadening of levels
The obtained IDS is still lacking of some crucial elements. First of all, in the
presence of a bonding between the system and the contacts, the energetic levels are
broadened, due to delocalization of the electronic cloud. As a consequence, it is
not true at all that the density of states can be simply reduced to a series of Dirac
deltas. Instead, the shape covers a more extended spectrum of energies, therefore
modifying to a great extent the shape of the IDS curve, not characterized anymore
by a step-like behavior but with a more smooth transition from off to on state. A
typical way of modifying 2.13 is by making use of a lorentzian distribution:

DELi
(E) = γi/(2π)

(E − EL,i)2 + (γi/2)2 (2.24)

with:
γi = γi,1 + γi,2

2.3.2 Capacitative model of quantum dot
Another thing missing in the analysis is the effect of the applied voltage to the
levels within the dot. It is possible to associate to the connection between the dot
and the source a certain capacitance Cs. The same occurs for the drain, with Cd.
Of course, in this analysis a linearized model is considered, and therefore Cs and
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Cd are assumed to be independent on the applied voltage. In this viewpoint, the
applied VDS will fall onto the dot with the intensity:

Vdot = VDS
Cd

Cd + Cs

= VDS
Cd

Ces

To it, a certain energy variation can be associated:

UV DS = −qVdot = −qVDS
Cd

Ces

(2.25)

This induces a shift in the transmission spectrum:

T (E) → T (E − UV DS)

In the symmetrical case, equation 2.25 becomes:

UV DS = −qVDS

2
So, without considering broadening yet:

T (Ei − UV DS) = 2πγi,1γi,2

γi,1 + γi,2
δ
3
E − EL,i + q

VDS

2

4

2.3.3 Charging effect
One thing which is still missing is the charging effect, that is to say the variation
of the energetic level of the dot subsequent to the variation of the charge in it.
Supposing that, at equilibrium, N = N0, the variation of the charge due to the
variation of the number of electrons is:

∆Q = −q(N −N0)

A voltage drop can be associated to this charge:

∆Vcharging = ∆Q
Ces

= −q(N −N0)
Ces

and therefore a potential energy:

Ucharging = −q∆Vcharging = q2

Ces

(N −N0)

As a consequence, 2.21 becomes:

T (Ei − Ucharging) = 2πγi,1γi,2

γi,1 + γi,2
δ

A
E − EL,i − q2

Ces

(N −N0)
B

Practically speaking, the direct consequence of the charging effect is the shift of
the Fermi level of the dot.
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2.3.4 Self-consistent loop
The analysis of the previous parts comes with an important consequence. In fact,
2.17, in the general case, takes the form:

N(VDS) =
NlevelsØ

i=1

Ú ∞

−∞

2
γi,1 + γi,2

DELi
(E − U)[γi,1f(E,EF S) + γi,2f(E,EF D)] dE

(2.26)
where:

U = UV DS + Ucharging = −q Cd

Ces

VDS + q2

Ces

(N −N0) (2.27)

Therefore, a self-consistent analysis is required. The applied voltage causes a shift
of the energy levels of the dot but, as soon as a new level enters in conduction,
a variation of the energy due to charging effect occurs, thus moving the energy
level in the opposite direction. A complete analysis of a quantum dot, in a real
case scenario, is thus a very complex task, already with the very simplified model
introduced so far.

2.3.5 Gate effect
While the analysis seems to be complete, a final effect can to be taken into account.
Of course, in a real application, the presence of a gate may be necessary (in the
realization of a sensor it can be another option for the design of the system). The
effect of an applied gate voltage onto the dot is nevertheless not too complex to be
managed. As in the case of charging effect and in the case of the shift introduced
by the applied voltage VDS, the gate is included by another shift in the energy of
the dot, with a value:

UV GS = −qVGS
Cg

Cd + Cg + Cs

= −qVGS
Cg

Ces

(2.28)

2.4 Complete simplified model
To complete the chapter, the simplified model including all the just mentioned
effects is here reviewed. The structure of reference is reported in figure 2.6. As
seen in the previous parts, this structure includes the effect of the VDS and VGS

voltages on the system due to the capacitance.
From the capacitive model:

Vdot = VGS
Cg

Cs + Cd + Cg

+ VDS
Cd

Cs + Cd + Cg

= VGS
Cg

Ces

+ VDS
Cd

Ces

(2.29)
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Figure 2.6: Complete structure for the simplified model in a figurative point of
view (left) and in the corresponding circuital representation (right).

and considering also the charging effect, the energy shift is equal to:

USCF = −qVDS
Cd

Ces

− qVGS
Cg

Ces

+ q2

Ces

(N −N0) (2.30)

This equation has to be solved self-consistently with 2.26. Using the resulting
values in:

IDS = 2q
h

Ú ∞

−∞
T (E − USCF )[f(EL, EF S) − f(EL, EF D)] dE (2.31)

it is finally possible to evaluate the IDS characteristic.
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Chapter 3

Complete description of
molecular systems

What has been analyzed thus far is usually referred to as the toy model. While it
is able to give a rough idea of how conduction works in a molecular system, it is
however far from being accurate. Furthermore, most of the elements introduced in
it have not been justified at all from the theoretical standpoint.

The purpose of this chapter is therefore to analyze the system with a more
complete model, but still in the mindset of not going too much into unnecessary
details. The idea is, in fact, to give the fundamentals by means of which the
settings for the simulations performed in the successive chapters may be understood.
Furthermore, what is here presented will not be the full picture for the study of
transport in molecular electronics. What is introduced is just the modeling of
the Hamiltonian of the system and hence the study of energetic levels and wave
functions. The model for the analysis of the I(V) characteristic demands a more in
depth theoretical study, and will be performed in the next chapter. It has been
chosen to separate that part from the one presented in this chapter in order to
give a more meaningful and less complex idea of how the models at the core of
successive simulations work.

The following approach is almost entirely extracted from the course "Solid State
Physics" held by professor Giancarlo Cicero in Politecnico di Torino in 2019.
More precisely, in section 3.1, the Hartree and Hartree-Fock (HF) models based on
a wave function approach are analyzed. These are at the core of semi-empirical
methods, briefly discussed in section 3.2, that will be widely exploited in the rest of
the work and of which characteristics it is important to focus on. Then, in section
3.3, the discussion is shifted from wave functions based models to the density
functional theory (DFT), in which wave functions are not the main focus anymore
in exchange of the charge density.

32



Complete description of molecular systems

Notice that the various simplifications introduced in the following are not the only
ones implemented in simulations tools. Indeed, here the analysis is theoretical,
which means that it is not reported yet the way in which the resulting equations are
practically solved. In that it may seems that it is not concrete. Nevertheless, having
in mind the general theoretical procedure allows one to understand what is the
theory at the base of the calculators, to really capture the meaningful differences
in the various models. Of course, in practical applications, due to the limited
computational power available, other simplifications have to be employed, but
keeping these separated from the ones of this chapter have been decided to be the
correct choice, in order to avoid possible confusions.

3.1 Wave function based models
As evinced in chapter 2, the starting point for the analysis of systems with dimen-
sions in the order of few nanometers or below is the use of Schrödinger equation.
Already in this step, the previous analysis is extremely approximated. Indeed, the
bounding box approximation is not accurate at all in depicting the potential term
of the Hamiltonian, which is way more complex than a simple square-well, and also
the kinetic term has been oversimplified.

In a general viewpoint, a nanoscopic system can be studied as a many-body
problem of interacting particles, to which the associated Hamiltonian can be
expressed as:

Ĥ = T̂ + V̂

with the kinetic component equal to:

T̂ = − ℏ2

2me

NelectronsØ
i=1

∆i − ℏ2
NatomsØ

A=1

1
2MA

∆A

where the first term is related to the kinetic energy of electrons whereas the second
one to ions. Notice that, in order to take into account the possibility of having
different masses of ions, the mass has been inserted in the summation. The ∆
represents the laplacian with respect to all the three directions and to simplify the
notation only the subscripts i and A related to either electrons or ions have been
placed.
The potential term can instead be expressed as:

V̂ = 1
2

Nel.Ø
i

Nel.Ø
j /=i

e2

4πϵ0|r⃗i − r⃗j|
+ 1

2

Nat.Ø
A

Nat.Ø
B /=A

e2ZAZB

4πϵ0|R⃗A − R⃗B|
−

Nel.Ø
i

Nat.Ø
A

e2ZA

4πϵ0|r⃗i − R⃗A|

where the first term is connected to the interaction between electrons, the second
between ions and the third to the interaction between electrons and ions, hence the
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presence of the minus sign representing the attraction. The 1/2 term is inserted to
avoid double counts and is thus not necessary in the third term.

3.1.1 Born-Oppehenheimer approximation
It is rather obvious that the resulting Schrödinger equation can not be solved even
for small systems of atoms, let alone a complex molecular electronic system of
hundreds if not thousands of particles as the one analyzed in the following. In
order to proceed further, all the models described in this chapter are based on the
Born-Oppenheimer approximation, also called adiabatic approximation. The idea
is that the kinetic energy term related to ions can be neglected as their mass is
huge if compared to the one of electrons. As a consequence, ions are assumed to be
still and as such the potential energy term associated to the interaction between
ions becomes constant (the relative positions of ions do not change). Indeed, since
in this approximation ions are not able to move, the information about electron-
phonon interaction is lost, but this is not important as this interaction is not here
of interest.

The Hamiltonian can be then rewritten as:

Ĥel. = − ℏ2

2me

Nel.Ø
i=1

∆i + 1
2

Nel.Ø
i=1

Nel.Ø
j=1,j /=i

e2

4πϵ0|r⃗i − r⃗j|
−

Nel.Ø
i=1

Nat.Ø
A=1

e2ZA

4πϵ0|r⃗i − R⃗A|
+ const.

(3.1)
Typically, the interaction term between electrons is referred to as V̂int., whereas
the interaction between electrons and ions is V̂ext.. Of course, the presence of the
constant term is not relevant since ions are fixed. Notice that, if one were to solve
the corresponding Schrödinger equation, the resulting eigenstate would be a wave
function associated to the whole many-body system which, in the case of a molecule,
is simply a molecular orbital.

3.1.2 Mean Field Approach
Even though the adiabatic approximation helps in reducing the complexity of
analysis, it is however insufficient to make Schrödinger equation solvable. In fact,
the V̂int. term makes the analysis unmanageable. Therefore, in conjunction with
the previous approximation, the mean field approach is usually employed. What
will be obtained within this method is that the many-body problem gets reduced
to a one-body problem, thus simplifying to a great extent the calculations. The
main assumption is that the internal potential energy term can be substituted with
an effective term resulting from all the electrons but one (of course an electron can
not interact with itself). As a consequence, by choosing one electron at a time, the
potential to which it is subjected is generated by all the other particles. With this
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idea in mind, equation 3.1 becomes:

ĥ(r⃗i) = − ℏ2

2me

∆i −
Nat.Ø
A=1

e2ZA

4πϵ0|r⃗i − R⃗A|
+ Veff.(r⃗i)

where ĥ(r⃗i) is a single electron Hamiltonian. Schrödinger equation then becomes:

ĥ(r⃗i)ψk(r⃗i) = Ekψk(r⃗i) (3.2)

where it has been hypotized that the wave function of the whole system can be
expressed as the product of single particle wave functions:

ψ(r⃗1, r⃗2, ..., r⃗N) = ψk(r⃗1)ψj(r⃗2)...ψl(r⃗N) (3.3)

3.1.3 Hartree model
While the elements introduced thus far contain most of the components included in
the famous Hartree model, there is however one missing element which is necessary,
that is the presence of the spin associated to electrons. For the approximation to
be close to the real behavior of the system, the total Hamiltonian will in fact have
to take into account the spin. This can be done by including a spin dependency in
the wave functions associated to the system.

Introducing:
x⃗ = (r⃗, σ)

where σ is the spin, equation 3.3 becomes:

ψk(r⃗1)α(σ1)ψj(r⃗2)α(σ2)...ψl(r⃗N)α(σN) = χk(x⃗1)χj(x⃗2)...χl(x⃗N) (3.4)

This production is known as the Hartree product and is at the core of one of the
first model historically developed, known as the Hartree model. Within it, it is
supposed that the wave function of the initial many-body system can be expressed
as the product of single particle spin-orbitals.

3.1.4 Slater determinant
The Hartree product has been widely exploited through the years, but it is however
still incomplete. In fact, it does not respect the anti-symmetry principle and it
is only able to take into account anti-correlated electrons, so that the probability
of finding an electron in a certain position is independent with respect to the
probability of finding another electron in the same position (if one were to write the
wave function squared in order to evaluate the density of probability, the various
term would not depend one on the other since no cross product is present). Indeed,
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this is a quite rude approximation, since the motion of an electron depends on the
position of the others. In order to partially solve these issues, a usual procedure
involves employing a linear combination of Hartree products. The resulting system
is known as the Slater determinant:

ψ(x⃗1, ..., x⃗N) = 1√
N !


χi(x⃗1) χj(x⃗1) ... χl(x⃗1)
χi(x⃗2) χj(x⃗2) ... χl(x⃗2)
... ... ... ...

χi(x⃗N) χj(x⃗N) ... χl(x⃗N)

 (3.5)

The anti-symmetry requirement is respected as exchanging two rows causes a
change of sign. On the other hand, if two electrons share the same place, two
columns are equal and so the determinant goes to 0, respecting Pauli. The resulting
model, usually referred to as being the Hartree-Fock method, is able to solve the
problem of anti-symmetry and Pauli, but it still does not account for correlation.

3.1.5 Variational approach
Without caring, for now, about the correlation term still missing from the analysis,
it is now possible to finally develop the methodology for the analysis of a system.
Moving back to the full picture, the Hartree product or the Slater determinant can
be used to build the wave function of the system. This can be done by means of
a variational approach. What does this mean? First, an approximation for the
wave function of the system is made: ψ′. This approximation, that depends on a
parameter which can be varied, may be used for the evaluation of the expectation
value for the energy. In particular:

E ′ = (< ψ′|Ĥ|ψ′ >) > (< ψ0|Ĥ|ψ0 >) = E0

where the second term is related to the effective wave function of the system. Of
course, since the initial guess for the system is not the exact one, it is expected
that the evaluated energy by means of it is higher with respect to the true one of
the system. The parameter (x in this case) of the initial guess is then modified in
order to ensure:

∂E ′(x)
∂x

= 0

Considering for example an hydrogen atom, a good approximation is represented
by a gaussian profile:

ψ′(r⃗) = Ne−r2α

in which N is obtained from normalization and α is unknown (it is the x parameter).
By calculating the expected value for the Hamiltonian, an energy eigenvalue
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E’ is obtained. The best unknown parameter for the system, with the chosen
approximation, will be evaluated by means of:

∂E ′(α)
∂α

= 0

Therefore, the best approximation which can be possibly obtained using a gaussian
profile depends on r⃗ and α: ψ′(r⃗, α). Of course, in a general case, neither the wave
function nor the eiegenvalue are known a priori (in the hydrogen example just
done the "real" profile for the wave function is known and so it is easy to do a first
guess). What is done to solve this issue is to choose a basis set that is able to
produce the whole space, meaning it should be a complete basis set. With it it is
possible to build the initial guess using linear expansion coefficients.

So, to summarize, in a general case scenario a basis set is chosen:
{ϕn(r⃗)}

which has to be a complete basis set, such that:
ψ′(r⃗) =

Ø
n

cnϕn(r⃗)

where cn are the coefficients found by exploiting:
∂E ′

∂ci

= 0

With this idea in mind, getting back to the initial problem, the variational approach
can be used with the Hartree product (or Slater determinant), where the unknowns
are the spin-orbitals. Therefore:

E ′ =< ψHP |Ĥ|ψHP > (3.6)
∂E ′

∂χi

= 0

To complete the analysis there is an additional requirement, which is to satisfy
normalization, such that:

< χi(x⃗i)|χi(x⃗i) >= 1
This is usually referred to as being a constraint, and is needed in order to proceed.
Explicitly writing equation 3.6, one gets:

E ′ =< ψHP |Ĥ|ψHP >= −1
2

Nel.qØ
i=1

Ú
dx⃗iχ

∗
i (x⃗i)∆iχ(x⃗i)

+1
2

Nel.Ø
i=1

Nel.Ø
j=1, /=i

Ú Ú
dx⃗idx⃗j

|χi(x⃗i)|2|χj(x⃗j)|2
|r⃗i − r⃗j|

−
Nel.Ø
i=1

Nat.Ø
A=1

Ú
dx⃗i

ZA

|r⃗i − R⃗A|
|χi(x⃗i)|2
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where atomic units have been employed to simplify the analysis. In conjunction
with this equation, constraints have to be enforced. In particular, there are N
constraints (one per particle), expressed as:

Nel.Ø
i=1

[< χi(x⃗i)|χi(x⃗i) > −1] = 0

Without going into the details of the calculations, at the end what is obtained are
eigenvalue problems, also called Hartree equations:

(−1
2∆i +

Ø
j /=i

Ú
d(x⃗j)

|χj(x⃗j)|2
|r⃗i − r⃗j|

−
Ø
A

ZA

|r⃗i −RA|
)χi(x⃗i) = Eiχi(x⃗i)

So, in order to find χi (which are the spin-orbitals), it is necessary to solve an
eigenproblem based on single particle eigenfunction. Notice that the integral in
the final equation is the total repulsion term for the i-th electron, but that does
not mean that this approach takes into account correlation. In fact, this element is
only taken into account with other methods.
What has been discussed in this last section is the complete Hartree method. As
noted previously, it does not take into account anti-symmetry and Pauli, which
can be instead introduced by using, instead of simple Hartree product, the Slater
determinant. In that case the resulting method is called Hartree-Fock model.

Before proceeding it is important to review the full methodology within the
depicted framework. First of all, since the complete Hamiltonian of a system is
unmanageable even for small aggregates of atoms, the Born-Oppenheimer approxi-
mation is employed, removing the additional complexity of studying the energy
terms related to ions. Then, the mean field approach comes in play, simplifying
to a further extent the treatment assuming that the many-body problem can be
decoupled into single-body problems, leading to the Hartree model, in the case
in which simple products between the independent particles wave functions are
considered, or to the Hartree-Fock method, if instead the Slater determinant is
used to build the total wave function.
At this point it is fundamental to do some considerations. The analysis of the
system in the Hartree-Fock model starts with a first guess, which is typically built
starting from isolated atoms (if one has two hydrogen atoms, the initial wave
function of the system is obtained as the product of gaussian functions centered
on the two atoms which are independent one with respect to the other). This
guess is associated to the wave function of independent particles and includes a
parameter which can be varied. In particular, knowing that the goal is to minimize
the energy of the system as to find the solution which mimics in the best way
possible the true ground state of the system, the variational approach is exploited
to find the most suitable parameter for the guess. This allows to evaluate the

38



Complete description of molecular systems

set of spin-orbitals that minimize the energy associated to the Slater determinant.
What is important to highlight is that the solution of the final set of equations,
enforced by the necessary constraints, depends on the orbital themselves, meaning
that the Hartree-Fock method is an iterative model, also called self-consistent field
procedure. In particular, this is due to the effective potential term related to the
interaction of the electron in a certain spin-orbital with the average field generated
by all the other electrons.
Another thing to notice is that in the Hartree-Fock treatment an exchange term
is present, which causes the energy values finally obtained to be smaller than the
ones obtained from simple Hartree method and therefore closer to the desired
solution. Again, it is important not to think that correlation is embedded through
Hartree-Fock. This is not true and correlation will be something only other methods
include, with the presence of an exchange-correlation term.

3.2 Semi Empirical methods
The previous analysis has shown that it is possible to study a system by means
of Schrödinger equation exploiting the Born-Oppenheimer and the mean-field
approximations, obtaining the Hartree and the Hartree-Fock methods. Furthermore,
and this will be clearer in the following when density functional theory will be
described, these models are wave functions based, which means that the self-
consistency is achieved by working on wave functions and using a variational
approach. In this section, starting from Hartree and Hartree-Fock, other models
are briefly introduced in order to be finally able to describe the tools present in the
quantum ATK environment (the software used for performing all the simulations),
and that will be widely employed in the rest of the work. Notice that, since they
are not used in successive sections, the so-called "post Hartree" methods are not
addressed. These make the HF analysis more complete by considering in some
ways the lacking correlation term.

Although it has been possible to greatly simplify the initial problem, it is still
computationally intensive to proceed in the calculations with the just presented
models. In order to go further, a class of models which start from Hartree-Fock,
known as semi-empirical methods, have been developed through the years. Of
this category belong two important models used in the following, namely the
Extended-Hückel and the Slater-Koster theories. The main idea is to reduce the
complexity of the analysis by exploiting corrections coming from experimental
data (or ab-initio methods). Indeed, it is necessary to employ data that is quite
accurate, otherwise the already simplified model will give very inaccurate results.
Furthermore, since most of the parameters taken have been found for specific cases,
it is a good practice to verify the goodness of a semi-empirical method by means of
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ab-initio models, in which the final results are obtained only using theory.
The starting point of semi-empirical methods is to consider only valence electrons,

that is to say those that are meaningful in the creation of chemical bonds. Core
electrons are either considered by modifying the nuclear charge (and in particular by
decreasing it) or by adding specific functions. This is not a too harsh approximation,
since core electrons are not expected to interact with other particles and hence
should not behave too much differently when other elements are close. Then, for
the description of valence electrons, only a minimum basis set is employed, which
is usually of Slater type, and thus of exponential kind. Furthermore, another
approximation present in almost all semi-empirical methods is the Zero Differential
Overlap (ZDO). This allows to greatly reduce the computational effort by not
considering two-electrons integrals. In exchange to this approximation, some
parameters are added in the remaining integrals. As far as such integrals are
concerned, some are computed exactly, whereas others are computed thanks to
parameters extracted from known data. From the choice made in the computation
of them, a series of different methodologies have been developed through the
years. From the ZDO, in fact, three main methods can be derived, known as
the Complete Neglect of Differential Overlap (CNDO), Intermediate Neglect of
Differential Overlap (INDO) and Neglect of Differential Diatomic Overlap (NDDO).
Adding additional approximations a huge variety of other models can be obtained.
Nevertheless, it is not of interest in this work to analyze deeply each of them.

3.2.1 Extended Hückel Theory
One of the most famous semi-empirical model is the Extended Hückel Theory
(EHT). In it, the structure of the system is expanded in a basis set of local atomic
orbitals (LCAO) [27], which are approximated by Slater-type orbitals, described by
parameters which must be defined for the valence orbitals of each element. EHT
represents an evolution of the Hückel theory, in the sense that, while the latter only
takes into account p orbitals, and is hence restricted to planar molecules, EHT
involves all valence s and p orbitals, allowing to study also non-planar systems.
Furthermore, while in the Hückel theory the overlap integrals are directly set to 1
or 0, in EHT they are calculated, meaning that the ZDO approximation previously
mentioned is not applied. The analysis of this section follows directly the one of
[28].

Following the Hartree method, the total electronic wave function can be expressed
as the product of single electron wave functions (see 3.3):

ψ = ψ1(1)ψ2(2)...ψj(n)

where n is the number of electrons and j represents the molecular orbital, which is
the wave function for one electron moving in the field generated by the nuclei and
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other electrons.
Until now, nothing has been said about the shape of such wave functions. In
EHT, each of them is written as LCAO, which, as just pointed out, is built upon a
minimum basis set (ϕj, usually of Slater type) able to describe all valence orbitals
(s and p orbitals of carbon for example), such that:

ψj =
NØ

r=1
cjrϕj (3.7)

where the cjr are the weighting coefficients for the atomic orbitals in the molecular
one.
It is then possible to express the energy of the j-th molecular orbital using the one
electron Hamiltonian (see 3.2):

hψj = ϵjψj

From it, the total energy of the system is achieved by summing up the all the
energies ϵj obtained from Schrödinger equation. Notice that the expected value of
ϵj may be expressed as:

ϵj = < ψj|h|ψj >

< ψj|ψj >
= <

qN
r=1 cjrϕr|h|qN

s=1 cjsϕs >

<
qN

r=1 cjrϕr|
qN

s=1 cjsϕs >

where it has been made use of equation 3.7.
Finally, this leads to:

ϵ =
qN

r,s=1 c
∗
rcs < ϕr|h|ϕs >qN

r,s=1 c
∗
rcs < ϕr|ϕs >

(3.8)

Notice that the bracket at the denominator is the overlap integral. If the indexes
are equal (s = r), the overlap integral is assumed to be equal to 1 as normalized
atomic orbitals are assumed to be used. If instead they are different, the value is
comprised between 1 and 0 (notice again that in the simple Hückel theory it is
either 1 or 0, i.e. overlap integrals are neglected). The bracket at the numerator,
instead, is called Coulomb integral when s = r, and in this case it represents the
energy of an electron experiencing the potential energy of other electrons and nuclei,
or resonance integral when r /= s, and in this case it gives the energy of an electron
in a region of space in which two ϕ overlap. In the Hückel theory it is assumed to
be null in the latter case.

Indeed, it is possible, but will not be done here, the find the unknown coefficients
by using the variational approach introduced earlier. What will be obtained at the
end is a set of linear equations which are solved by means of a matrix notation (see
4.1 for the derivation of the matrices).
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What is important to highlight is that, since it is a semi-empirical method, some
of the resulting integrals are evaluated by means of known data, thus reducing
the computational costs. To be more precise, in EHT, in the matrix notation the
diagonal elements arising from the Coulomb integrals are set as the valence state
ionization potentials, obtained from experiments or other simulations. Also the
off-diagonal elements, related to the resonance integrals, are evaluated starting from
known data, but their calculation is more complex. Of course, it is rather obvious
that the EHT model is quite rough in analyzing systems of particles. However, if
the data is chosen carefully, it is able to give fairly good results at a fraction of
the cost of more computationally involving methods. As such, it can be one of the
only alternatives for huge complexes of particles, where other tools would simply
be inapplicable.

EHT in quantum ATK

Within quantum ATK, in setting up a semi-empirical calculation it is possible to
choose the EHT model, with a series of modifiable options. First of all, it is possible
to choose between Müller and Hoffmann parameters, which are both advised for
organic analysis on the ATK manual [29]. The choice will impact the orbitals that
are used in the LCAO. Then, it is also possible to choose the weighting scheme for
the orbital energies of the off-site Hamiltonian between Wolfsberg and Hoffmann.
Finally, self-consistence iteration can be performed or not.
For the settings used in the analysis done with EHT in the following parts refer to
table 6.1. Since no particular information are given by the manual, in general the
default settings have been used.

3.2.2 Slater-Koster model
The main difference of the Slater-Koster method with respect to EHT is in the
evaluation of the offsite Hamiltonian. The overlap matrix, as reported in [29], is
given by pairwise integrals between basis functions. Such integral are, in Slater-
Koster, pre-calculated to take into account distances, orbitals combinations, element
types and angular momentum. This known data is stored in tables which need to
be specified. Notice that, typically, tables are generated by evaluating Hamiltonian
matrix elements for a set of dimer distances or by fitting matrix elements for
different lattice constants. Another thing to highlight is that, as said in the manual,
EHT is a Slater-Koster model with a special fitting procedure for the matrix
elements. However, Slater-Koster is not a purely wave function based model. In
fact, as reported in [30], it follows the Kohn-Sham formalism of section 3.3. In
that, the results given within this method are expected to be better with respect
to those of EHT, and proofs of its validity are reported in [30].
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For the settings used in the following by means of Slater-Koster refer to table 5.1.

3.3 Density functional theory
In section 3.1 wave function based models have been introduced, in order to describe
semi-empirical methods. From that analysis it is now possible to move to the
density functional theory (DFT), where the wave functions are substituted by
the electron density n(r⃗). This allows to go from 4 N (three spatial and one
spin) coordinates to 3, independently on the number of electrons. This is possible
thanks to the Hohenberg-Kohn theorem, which tells that all the information can
be extracted from the electron density. Introducing the electron density operator:

n̂(r⃗) =
Nel.Ø
i=1

δ(r⃗ − r⃗i)

which allows to get the electron density as:

n(r⃗) =< ψ(r⃗1, r⃗2, ..., r⃗N)|n̂(r⃗)|ψ(r⃗1, r⃗2, ..., r⃗N) >

it is thus possible to get every important information about the system. In
particular, from a classical electrostatic analysis, the interaction term between
electrons can be written (always in atomic units) as:

Ehartree =
Ú Ú

dr⃗dr⃗ ′ 1
2
n(r⃗)n(r⃗ ′)
|r⃗ − r⃗ ′|

The Hohenberg-Kohn theorem goes beyond that by telling that also the interaction
term between electrons and ions can be expressed as a function of the charge
density. Furthermore, and this can be proven by absurd, that potential is uniquely
determined, except for a constant, by the ground state charge density. This means
that the complete Hamiltonian of the system can be written as:

E[n(r⃗)] = T̂ [n(r⃗)] + V̂int.[n(r⃗)] + V̂ext.[n(r⃗)]

and that Hamiltonian is fully determined, except for a constant shift, allowing to
get all the other properties of the system. Notice that changing the expression of
Vext.[n(r⃗)] means having a different material. Square brackets are used to distinguish
between normal functions and functionals.
In order to proceed, there are then two other important theorems. The first tells
that the exact ground state is the global minimum for a given Vext.[n(r⃗)] and the
n(r⃗) which minimize the functional is the exact one. The second instead tells that
the functional E[n(r⃗)] alone is sufficient to determine the exact ground state energy
and density. Indeed, in order to evaluate the charge density for the ground state it
is necessary to use the variational process previously introduced.
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3.3.1 Kohn-Sham scheme
The typical way to go in the density functional theory is by exploiting the Kohn-
Sham treatment of the problem. The idea is to study the system of interacting
particles by means of a system (non-existent!) of independent particles. This can
be done in the case in which the resulting charge density is equal to the starting
one. In the new energy functional all the required terms for the analysis are present.
Namely a kinetic term TS[n(r⃗)], a coulomb-like term for electrons interaction, a
term with the external potential and a term for the exchange-correlation. The
resulting energy for the system can be written as:

Eks[n(r⃗)] = TS[n(r⃗)] +
Ú
dr⃗n(r⃗)Vext.(r⃗) + 1

2

Ú Ú n(r⃗)n(r⃗ ′)
|r⃗ − r⃗ ′|

dr⃗dr⃗ ′ + Exc.[n(r⃗)]

where the exchange-correlation term Exc. is inserted to mimic the dependency of
the various electrons. If the process is performed in the correct way, at the end the
difference of energy between the fictitious system and the starting one should be
equal to 0. In particular:

E[n0(r⃗)] − Eks[n0(r⃗)] = 0

which can be explicitly written (without writing the dependency of the various
terms on the charge density), leading to:

Exc. = T + Vint. − Ehartree

The expression of the exchange-correlation term, as previously mentioned, is not
known. This means that it has to be enforced by means of chosen functionals. In
the Kohn-Sham treatment, at this point the kinetic term is rewritten in terms of
single particle wave functions, practically going back to 3 N coordinates. This is
done to make the analysis easier, since it is hard to write a "correct" expression
of the functional for the kinetic energy. What is derived at the end, by applying
constraints, will be the Kohn-Sham equations:

[−1
2∆i + Vext.(r⃗) +

Ú
dr⃗ ′ n(r⃗ ′)

|r⃗ − r⃗ ′|
+ δExc.[n(r⃗)]

δn(r⃗) ]ψi(r⃗) = Eiψi(r⃗) (3.9)

Solving this eigenvalue problem will allow, in theory, to get the same solutions
which would have been obtained studying the initial problem. Practically, the
results are obtained in an iterative way, starting from an initial guess for the charge
density, from which the Kohn-Sham Hamiltonian is built and used to evaluate the
eigenvalues and eigenfunctions, that in turn allow to find the ground state charge
density that has to be close to the initial one, in order to achieve self-consistency.
Usually, a faster way to complete the loop consists in replacing, at the beginning
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of each iteration, a linear combination of the final charge density obtained and the
previous one. Notice also that it is required to choose a basis set for the description
of the kinetic term.
The advantage of the DFT approach using Kohn-Sham equation is that the results
obtained are typically very accurate, with a less computational effort with respect
to full Hartree-Fock treatment. Indeed, semi-empirical methods are still faster, but
the quality of results of DFT is way higher, since theoretically no experimental
data is used.

DFT in ATK

The first setting which can be changed in Quantum ATK is the choice of the
functional for the exchange-correlation term. As said earlier, in fact, the form of
that functional is not known and must be enforced a priori. Within the tool, the
available options are: local density approximation (LDA), generalized gradient
approximation (GGA), meta generalized gradient approximation (MGGA) and
hybrid generalized gradient approximation (HGGA). The LDA assumes variation
of the density to be slow and treats the local density as a uniform electron gas [31].
This model can be improved by modifying the exchange-correlation functional to
better describe the non uniform electron distribution of molecules. This can be done
by including derivatives of the density, leading to the GGA method. Indeed, various
formulations exist, causing GGA to be divided into different models, depending
on the shape used. If, instead of the only first derivative, the second order one is
taken into account, MGGA methods arise. Finally, in HGGA part of the exchange
is evaluated by HF method. Again, depending on the specific model used, different
HGGA methods are obtained.
The second setting gives the possibility of choosing the specific model between
the various in which the precedent methods are divided. In particular, for LDA
the available functionals are: HL, PW, PZ, RPA, Wigner and XA; for GGA:
BLYP, BP86, BPW91, PBE, PBES, PW91, RPBE and XLYP; for MGGA: SCAN,
TB09LDA; for HGGA: HSE06.
Then, it is possible to decide the pseudopotential and the basis set used for the
LCAO calculation. As far as the psudopotential is concerned, the available options
are FHI, HGH, OMX, PseudoDojo and SG15. Depending on the choice made,
different basis set are present. In the ATK manual, for GGA it is recommended to
use PseudoDojo, for LDA the FHI pseudopotential is suggested [32].
While it is beyond the purpose of this part to describe in details all the specific
models, it is however important to do the right decision as to get accurate and not
too computationally intensive results.

First of all, between the various functionals for the exchange-correlation term,
the LDA one is known to give not so accurate results. On the other hand, GGA is
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able to give fairly good results, as demonstrated in [33]. MGGA only allows for
small amelioration with respect to GGA whereas HGGA is the most accurate one,
combining the good qualities of the previous methods with the accuracy given by
the direct evaluation of a portion of the exchange-correlation term. In the following,
to combine results and efficiency it has been chosen to use the GGA model.

As far as the pseudopotential is concerned, the chosen one is FHI, which, although
being listed on the manual as being less accurate with respect to other models, for
some materials it is expected to give good results. Furthermore, pseudodojo and
SG15, that are considered to give the best results, are optimized specifically for
bulk, dimer and trimer systems [32] and are therefore not expected to provide a
much better analysis with respect to FHI, considering a molecule-based structure.
Notice that an attempt in comparing the two potentials’ results has been tried
but due to the much bigger computational effort required, the simulations with
pseudodojo could not be completed, thus forcing the use of FHI.
The associated basis set employed is the doublezetapolarized, which is recommended
for FHI implementations.
A complete list of all the used settings is reported in table 6.2.

Notice that it has also been used a Van Der Waals correction to better estimate
the interaction between external species and the molecule in the channel. Indeed,
it is known that DFT underestimate such interactions, and better results may be
obtained by introducing corrective terms. The most common resulting methods are
the DFT-D2 Grimme and DFT-D3 Grimme, which are both present in ATK. In the
first case the correction scales as a typical Van Der Waals interaction, that is to say
with a power six inverse proportionality with respect to the distance, multiplied by
a coefficient and an exponential term preventing the divergence of the energy [34].
In the second case, a power eight dependency is added and the parameters are
made dependent on the coordination number of each atom [35]. Since no noticeable
difference has been observed in the case under study, as reported in appendix B,
the D2 correction has been used in the project for all the simulations.

3.4 Final considerations

In this chapter, a more refined procedure for the description of molecular electronic
systems has been presented. Going from the most general form of the Hamiltonian
representing the system and using the well established Born-Oppenheimer and
mean-field approaches for the simplification of such quantum operator, the Hartree
and Hartree-Fock models have been obtained. These are the starting point for
both semi-empirical and ab-initio methods.

Before moving on, it is fundamental to understand really are the differences
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between these two groups of tools. As stated in [36], DFT, semi-empirical self-
consistent field and molecular mechanics (called force field method in ATK and
not described in this work due to their poor performances) methods are the main
tools used in computational chemistry. Nevertheless, the choice of the model to
use must take into account the differences in performances and quality between
them. There is, in fact, a trade-off to consider concerning the accuracy and the
computational effort [36].

Of course, most accurate results are obtained by correlated ab-initio calculations
with complex basis set. This comes, unfortunately, at the cost of an high com-
putational power required to carry out the results, due to the calculations being
performed just from first principles. In fact, as stated in [37], such tools solve the
electronic Schrödinger equation with only the masses of ions and electrons as em-
pirical inputs. As such, they rarely provide results incompatible with experiments.
In the discussion made thus far, ab-initio techniques have not been presented, since
simulations of that kind have not been performed in the following. Nevertheless,
the DFT methodology is very close to that idea. Ideally, in fact, if the exact form
of the exchange-correlation functional were known, DFT would be without doubt
an ab-initio method. Unfortunately, this is not the case and some parameters,
chosen from empirical data, are included in the description, causing DFT not to be
purely ab-initio [37]. However, the number of such parameters is much lower than
what required in semi-empirical models, and hence the quality of DFT is expected
to be higher.

As far as semi-empirical methods are concerned, they are a fast but less reliable
alternative to ab-initio and DFT tools [36], since they employ more approximations
to reduce the number of integrals to be practically calculated and a good number
of empirical data [37]. However, since their characteristics are mainly related to the
quality of the that data, it is possible to achieve good results. A good practice in
the use of semi-empirical methods is thus to compare, for those analysis for which
it can be done, DFT results to EHT ones, for example. This will be, in fact, the
procedure followed in the rest of the work.
Finally, force field based methods are the ones providing less accurate results but
with a very low computational power requirements. Their use is thus not considered
of interest in the following, but a more in depth description of them can be found
in [37].

In the upcoming chapters, DFT, Slater-Koster and EHT will all be used for
the analysis related to the sensor. In particular, as will be clearer in the following,
for equilibrium studies their results will be compared in order to validate the less
accurate EHT and Slater-Koster, to finally decide the tool to employ for further
out-of-equilibrium studies.
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Chapter 4

Non-Equilibrium Green’s
Function

In chapter 2 the toy model for the description of transport in molecular systems
has been introduced. It has been stressed ever since that it is a very approximated
analysis in which most of the elements have been enforced without almost any
explanation.

On the approximations point of view, the most noticeable ones have been the
square-well profile for the potential inside the system, the expression of the density
of states, reduced to a series of Dirac delta, but also the capacitive model for the
effect of an applied voltage onto the system.
Some of them have been addressed in chapter 3, where a more complete way of
analyzing the energetic levels and the wave functions through the device has been
presented, thus going over the main simplifications made on the Hamiltonian.
Furthermore, the models used for the simulations of the next chapters were in-
troduced, going from the precise DFT methods to less accurate semi-empirical
ones.
Different is the story for most of the concepts introduced in a forced way, like the
coupling between the contacts and the channel or the broadening of the levels when
such connection is established. For these characteristics of a molecule-based system
it has not been yet presented a more refined model.

The purpose of this chapter is to finally give a complete description of transport
in nanoscaled devices when such structures are forced in an out of equilibrium
condition thanks to an applied bias between the electrodes. The main results of
the toy model will be thoroughly studied and justified with a more precise model
which is indeed the one on which the simulation tools for the evaluation of the I(V)
characteristic are based on. In particular, as said in chapter 1, the theory which
allows for such analysis is known as Non Equilibrium Green’s Function approach.
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Again, notice that the main goal is to give the most important concepts in the
comprehension of such theory, always in the viewpoint of understanding how the
simulations are performed and how to describe the derived results. Demonstration
of the various formulas and theorems is thus not provided and the interested reader
may find way a more complete treatment in [38], which has been used as the main
source for the following analysis.

As far as the content of this chapter is concerned, in section 4.1 the matrix
notation for the Schrödinger equation is presented. It will be widely employed in
the following sections as a tool to simplify the analysis and also allows to conclude
the discussion started in 3.2.1.
Then, in section 4.2, a generic system is considered in an equilibrium condition, in
order to provide the main concepts of the theory without the complexity of having
an applied voltage.
Moving on to section 4.3, here the system is brought out of equilibrium, allowing
to finally get an expression for the current flowing through the system.
Finally, in section 4.4, the settings available in ATK for NEGF calculations are
briefly discussed.

Before proceeding, it is fundamental to do some considerations. In this chapter,
and in the whole work, it is assumed that the transport mechanism occurring
in a system like the one under analysis is of coherent type. This means that all
the dissipative/phase-breaking processes are not expected to occur within the
channel and are hence limited to the contacts, where their main effect is to keep
the electrons in local equilibrium.
This assumption would be greatly justified if the device studied was made of
conventional semiconducting materials, where even with channel lengths in the
order of few to tens of nanometers the transport is practically speaking completely
ballistic. However, the channel, in this work, is constituted by a molecule, and
assuming coherent transport may be risky.

A simple way to justify this choice is to take into account the toy model previously
analyzed and consider the meaning of the coupling coefficients, which have been
associated to two quantities called intrinsic lifetimes. It is reasonable to expect,
given the size of the molecule employed in the rest of the work, that the main effect
preventing the coherent transport of particles between the two ends of the device is
the extension of the coupling. The weaker the molecule is connected to the contacts
the higher will be the time required for electrons to flow and hence the probability
of undergoing interactions with phonons and photons. In the following, since a
strong coupling will be present, the electronic cloud will be greatly delocalized in
the system and so phase-breaking processes are not expected to be dominant.
Indeed, this is not a complete justification and a more in depth analysis of vibrational
frequencies of the molecule as well as the effect of photons would be required.
Nevertheless, it is beyond the purpose of this work and most of the literature studies
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regarding transport in molecule-based systems assume the Landauer-Büttiker
formula retrieved at the end of this chapter to be valid in the description of
transport in such devices.

4.1 Matrix representation of Schrödinger equa-
tion

Before beginning with the actual treatment of the NEGF methodology, it is crucial
to introduce the matrix notation of Schrödinger equation. In fact, it will be the
notation used for the next parts as it greatly helps in understanding all the steps
of the theory.
To keep things simple lets suppose to have a 1D Schrödinger equation of the type:C

− ℏ2

2m
d2

dx2 + U(x)
D
ξ(x) = Eξ(x)

The idea is to solve it by dividing the domain into N nodes with a distance between
them being expressed as a. In this way the wave function ξ(x) can be represented
as a column vector {ξ} containing its values at each point of the discretized domain.
As far as the Hamiltonian operator is concerned, the procedure implies the use of
the finite difference technique. The second order derivative can be written as:A

∂2ξ

∂x2

B
x=xn

−→ 1
a2 [ξ(xn+1) − 2ξ(xn) + ξ(xn−1)]

whereas the potential related term simply becomes:

U(x)ξ(x) −→ U(xn)ξ(xn) = Unξn

Introducing then:
t0 = ℏ2

2ma2

one gets:

H =


2t0 + U1 −t0 0 ... ... ... 0

−t0 2t0 + U2 −t0 0 ... ... 0
0 −t0 2t0 + U3 −t0 0 ... 0
... ... ... ... ... ... ...
0 ... ... ... 0 −t0 2t0 + UN


which leads to:

[H]{ξ} = E{ξ} (4.1)
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where [H] is the Hamiltonian matrix.
Of course, the results obtained through this method will be just an approximation
of the right solution, and the accuracy is a function of the size of the steps in which
the domain has been divided. The smaller the step a the bigger in size will be the
matrices and the more precise the retrieved results will be. Notice also that, while
the obtained notation has been derived in a 1D domain for sake of clarity, it can
be generalized to a 3D case.

It may be interesting, at this point, to apply this methodology to the analysis
of section 3.2.1, where it has been said the set of linear equations derived through
EHT is solved using a matrix notation. The followed procedure is again the one of
[28].
The starting point is equation 3.8. Using the symbols Srs to represent the overlap
integrals and Hrs to represent the Coulomb or resonance integrals, it is possible to
rewrite that equation as:

ϵ =
qN

r,s=1 c
∗
rcsHrsqN

r,s=1 c
∗
rcsSrs

As previously said the goal is to find the various coefficients, which can be found
through a variational approach. The first step is to derive the energy with respect to
the coefficients (in theory that derivative should also be performed for the complex
conjugate of the coefficients but it would lead to the same solution):

∂ϵ

∂ct

= 0

for t = 1, 2, 3, ...N . This can be achieved by rewriting the problem as:

ϵ
NØ

r,s=1
c∗

rcsSrs =
NØ

r,s=1
c∗

rcsHrs

The differentiation leads to:

ϵ
Ø

r

c∗
rSrt =

Ø
r

c∗
rHrt

which, by taking the complex conjugate of both sides and rearranging the terms,
provides: Ø

r

cr(Htr − Strϵ) = 0 (4.2)

The matrix notation allows to solve this set of homogeneous linear equations. At
this point 4.2 is written explicitly, so that the first equation is related to t = 1, the
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second to t = 2 and so on:

c1H11 + c2H12 + ...cNH1N = c1S11ϵ+ c2S12ϵ+ ...cNS1Nϵ

c1H21 + c2H22 + ...cNH2N = c1S21ϵ+ c2S22ϵ+ ...cNS2Nϵ

...
c1HN1 + c2HN2 + ...cNHNN = c1SN1ϵ+ c2SN2ϵ+ ...cNSNNϵ

This set of equations can be represented in a matrix notation as:

[H − Sϵ]{C ′} = 0

and is valid for the orbital with energy ϵ. Considering all the molecular orbitals:

HC = SCE (4.3)

where H is a square matrix containing the Hrs integrals, C is the matrix of
coefficients for the atomic orbitals, S represents the overlap integrals and E is the
diagonal matrix of orbital energies. Each column of C is the C ′ that defines one
molecular orbital. The size of these matrices equals the number of atomic orbitals
used for the LCAO of the molecule analyzed.
Indeed, the specific expression and evaluation of 4.3 depends on the method used.
In EHT for example the overlap matrix is evaluated whereas in HT it is either 1 or
0.

One could argue, at this point, that the matrix notation of 4.3 is not really
equivalent to the one of 4.1. In fact, while the latter consists of the values that the
wave function ξ has in every point of the discretized domain, in the former one C
is related to the coefficients of the expansion used to represent the wave functions.
In truth, the expression of 4.3 can be seen as a generalization of 4.1, where the
choice of the basis function for the representation of the wave functions of the
system is arbitrary. If chosen in the right way, just a few terms will be necessary to
correctly reproduce the shape of the wave functions of the system, thus reducing
significantly the size of the matrices of the problem with respect to the ones that
would be obtained discretizing the domain as done in the beginning of this section.

4.2 Equilibrium analysis
This section focuses on an equilibrium condition for the system and allows for a
preparatory and simple introduction to the main concepts on which the full theory
is based on, without having to deal with the additional complexity of working with
an applied voltage. In order to provide an even simpler approach a device with
just one contact is first considered, to then move to a two terminals one. Moreover,
some important quantities, namely the electron density and the density of states,
are presented always in an equilibrium condition.
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4.2.1 One contact case
To begin with the NEGF theory, a good starting point is to consider a system
formed by a channel and a single contact, and more precisely without having a
connection between the two. As usual, in the contact electrons will have specific
wave functions {ΦR} that satisfy Schrödinger equation:

[EIR −HR]{ΦR} = {0} (4.4)
which has been written in a matrix form and where IR is the identity matrix (if
the overlap integrals are neglected the right hand side of 4.3 becomes an identity
matrix) of the same size (RxR) of the Hamiltonian.

The first step consists in rewriting the problem by introducing a matrix η with
small infinitesimal positive entries on the left side to represent the extraction of
electrons from the contact and that is expected to be counterbalanced by a term
on the right hand side to describe the reintroduction of them from external sources.
These term are considered to justify the characteristic of the contact of being
a reservoir, thus able to provide ideally an infinite number of electrons without
modifying its electrochemical potential and while their introduction seems to be
forced, they will nevertheless not be present in the final results.
At this point equation 4.4 becomes:

[EIR −HR + iη]{ΦR} = {SR} (4.5)
It is important to highlight that the problem under analysis in this step is quite

the opposite of what described in the previous chapter. In fact, it is now of interest
to know how the system respond to an external stimulus, not how the system
behaves in the absence of it.
Typically, the use of Schrödinger equation is dictated by the requirement of finding
the electronic properties of a closed system, i.e. a system not able to communicate
with the external world, such as the eigenvalues and the eigenfunctions. In the
case under analysis, instead, the system is open and as such able to communicate
with the contacts. Therefore, the energy E present in the various formulas is not
an eigenenergy, but an independent variable that is forced and known a priori,
representing the energy of excitation from external sources. The {ΦR} are the
eigenfunctions of HR that are different from zero when the forced energy matches
one of the eigenenergies of [HR].

When the contact is coupled to the channel, its wave functions will overlap onto
the channel causing the excitation of scattered waves χ. The channel is described
by the Hamiltonian H of size (dxd) and by the wave function ψ of size (dx1). The
complete wave function will satisfy the composite Schrödinger equation for the
system, which may be written as:C

EIR −HR + iη −τ+

−τ EI −H

DI
ΦR + χ
ψ

J
=
I
SR

0

J
(4.6)
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where τ is called coupling Hamiltonian and is of size (dxR). The diagonal elements
in 4.6 represent the contact and the channel alone, whereas the off-diagonal terms
are related to the interaction between the two.

Using equation 4.5, it is possible to eliminate SR from the analysis, obtaining:

[EIR −HR + iη]{χ} − [τ+]{ψ} = {0}

[EI −H]{ψ} − [τ ]{χ} = [τ ]{ΦR}

Expressing χ from the first equation:

{χ} = [EIR −HR + iη]−1τ+{ψ} = GRτ
+{ψ}

it is possible to rewrite the second one, getting:

[EI −H − τGRτ
+]{ψ} = [EI −H − Σ]{ψ} = {τΦR} = {S}

So, to summarize, the channel connected to a contact can be studied with a
Schrödinger equation of the form:

[EI −H − Σ]{ψ} = {S} (4.7)

with:
Σ = τGRτ

+ S = τΦR (4.8)

Notice that GR represents a property of the isolated contact (it only depends on
quantities related to the reservoir) and is referred to as the Green’s function for
the contact. Its meaning will be discussed in section 4.2.2.

From the just obtained equations, it may seems that the evaluation of Σ and
S is not that easy, as the size of GR is related to the size of the reservoir. A way
to proceed is to note that the matrix τ is of size (dxR) but in real space it only
couples the r surface elements next to the channel. Therefore GR can be reduced
to gr, which is of size (rxr), involving just the r points at the surface. In this
viewpoint also the contact wave function ΦR is reduced to a subset ϕR of it of size
(rx1).

The result achieved is already quite interesting: a channel with an Hamiltonian
H of size (dxd) is coupled to a contact with an (RxR) Hamiltonian, with R >> d.
Nevertheless, it has been shown that the effect of the reservoir can be described
through a self-energy matrix Σ of size (dxd) and a source term S of size (dx1),
evaluated by:

Σ = τgRτ
+ S = τϕR
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4.2.2 Additional quantities
Having introduced some of the components on which the NEGF methodology is
based on, it is now of interest to describe thoroughly how the concepts of electron
density and density of states are expressed in the new framework. This will allow to
introduce a very important quantity known as the density matrix, which evaluation
is the central problem in non-equilibrium analysis, as all the quantities related to a
system can be obtained exploiting it. Furthermore, a more concrete definition of
the Green’s functions and of the self-energies is provided to understand where the
concept of broadening enforced in the toy model belongs to.

Electron density and density matrix

In the previous chapter it has been stressed the role played by the electron density
in DFT for the evaluation of all the important quantities related to a system. Its
importance is inherited also in the NEGF analysis.

It is known that, at equilibrium, the electron density can be evaluated as the
sum of the probability density of each occupied eigenstate α. In general, since the
working temperature is different from zero, it is necessary to make use of the Fermi
function, obtaining;

n(r⃗) =
Ø

α

|Φα(r⃗)|2fF D(ϵα − µ) (4.9)

It is here of interest to know if it is possible to write the wave function Ψ(r⃗) for the
system as the expansion of the basis functions being made of system eigenfunctions
in such a way that its squared magnitude is the electron density. Ideally this would
lead to:

Ψ(r⃗) =
Ø

α

CαΦα(r⃗)

with:
|Cα|2 = fF D(ϵα − µ)

However this is not correct. In fact, it gives:

n(r⃗) = |Ψ(r⃗)|2 =
Ø

α

Ø
β

CαC
∗
βΦα(r⃗)Φβ(r⃗)

which is correct only if:

|Cα|2 = fF D(ϵα − µ) = fα CαC
∗
β = 0

This is not possible if Cα, Cβ are ordinary number. The right thing to do is to
write a complete matrix ρ(α, β) known as the density matrix which expresses the
correlation CαC

∗
β between each pair of coefficients, in such a way that it is null
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whenever α = β. It is therefore obvious that the diagonal elements of the density
matrix are equal to:

ρ(α, α) = fF D(ϵα − µ)

whereas the off-diagonal terms are null. It is then possible to write:

n(r⃗) =
Ø

α

Ø
β

ρ(α, β)Φα(r⃗)Φ∗
β(r⃗′)

which, by exploiting a transformation from the eigenstates representation to a real
space representation of the density matrix, given by:

ρ̃(r⃗, r⃗′) =
Ø

α

Ø
β

ρ(α, β)Φα(r⃗)Φ∗
β(r⃗′)

allow to write the electron density as its diagonal elements:

n(r⃗) = [ρ(r⃗, r⃗′)]r⃗′=r⃗

where ρ is now expressed in real space and not in the eigenstate base.
What has been obtained comes with the fundamental result that the density matrix
at equilibrium can be written as the Fermi function of the Hamiltonian matrix:

ρ = fF D(H − µI)

which is verified in any representation. Indeed, the density matrix looks very
different depending on what basis functions are used. It can be diagonal or not,
but that does not change the fact that the diagonal elements represent the electron
density and, as such, their summation, also called trace, provides the total number
of electrons. It is important not to think, however, that the off-diagonal elements
are not important. In fact, their presence allows to correctly go to one basis to
another.

It is also necessary to remind that in quantum mechanics to every observable
is associated an operator for which it can be found a matrix representation. It is
possible to write, with the just obtained results:

< A >= Trace[ρA] (4.10)

Meaning that, even if the system is out of equilibrium, assuming that the density
matrix is known, it is possible to evaluate the expected value for any observable.

Local density of states

In chapter 2 it has been demonstrated that a 0D system has a density of states
made of Dirac’s deltas centered around the energetic positions of the eigenvalues of
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the system. That was not the full picture. It is, in fact, necessary to weight each
state by the fraction of its squared wave function that resides in the channel, in
order to take into account the spatial distribution of states.
Since the reservoir states have wave functions that are partially or completely
extending in the channel, the resulting DOS will not be anymore as simple as a
series of deltas.
In general it is possible to define a local density of states (LDOS) that weights
each level by the square of its wavefunction at the location r⃗:

D(r⃗;E) =
Ø

α

|Φα(r⃗)|2δ(E − ϵα)

which can be viewed as the diagonal element of a quantity known as the spectral
function:

A(r⃗, r⃗′;E) = 2π
Ø

α

ϕα(r⃗)δ(E − ϵα)ϕ∗
α(r⃗′) (4.11)

just as the electron density can be viewed as the diagonal element of the density
matrix. It can be shown, in a similar fashion to what done with the density matrix,
that the spectral function may be written as:

[A(E)] = 2πδ(E[I] − [H]) (4.12)

and its evaluation can be performed by exploiting the known expression for the
Dirac delta function:

2πδ(x) = lim
ϵ→η

2ϵ
x2 + ϵ2 = i

x+ iη
− i

x− iη

2πδ(E − ϵα) = lim
η→0+

C
2η

(E − ϵα)2 + η2

D
= i

E − ϵα + i0+ − i

E − ϵα − i0+

to write:

δ(EI −H) = i

2π{[(E + iη)I −H]−1 − [(E − iη)I −H]−1} (4.13)

where η denotes a positive infinitesimal. Using equations 4.12 and 4.13 it is then
possible to rewrite the spectral function as:

A(E) = i[G(E) −G+(E)] (4.14)

where:
G(E) = [(E + iη)I −H]−1 = GR(E)

G+(E) = [(E − iη)I −H]−1 = GA(E)
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are known as the retarded (already defined in the previous section) and advanced
Green’s functions, between which there exists the relation:

GA = (GR)+

Within this framework it is possible to rewrite the density matrix as:

[ρ] =
Ú +∞

−∞
dEfF D(E − η)δ([EI −H]) =

Ú +∞

−∞

dE

2π fF D(E − η)[A(E)] (4.15)

This allow to simplify the analysis, even if at a first glance it may seems that
there’s an extra integration over the energies which has to be done in addition to
an inversion of a matrix. The power of this new expression for the density matrix is
that it reduces the complexity by exploiting a minor dimensionality of the various
matrices.

Green’s function and Self-Energy

Until now nothing has been said about the Green’s functions and the self-energies.
The first just seems to be introduced for the mere purpose of expressing the
spectral function in a different way whereas the second resulted to be necessary in
Schrödinger equation to take into account for the presence of the contacts. However,
both of them have a specific physical meaning on which this part will focus on.
It will be shown that the Green’s function (and in particular the retarded one)
can be seen as the impulse response of Schrödinger equation. On the other hand
the self-energy is responsible for the broadening effect on the density of states
introduced in a forced way, and not really justified, in the toy model.

To show these properties it is required to work with the Fourier transform of
G(E), which provides (in the eigenstates basis):

[G̃R(t)] =
Ú +∞

−∞

dE

2πℏe
+iEt/ℏ[G(E)]

Notice that the superscript "R" denotes that it is a retarded Green’s function, which
is null for t < 0. It can be verified that the diagonal elements of this function
satisfy:

(iℏ ∂
∂t

− [H])[G̃R(t)] = [I]δ(t)

which tells that the Green’s function represents the response of Schrödinger equation
to the impulse represented by [I]δ(t). Indeed, mathematically there also exists an
advanced version that does not even a physical meaning but just a mathematical
one.
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Similarly, supposing that the self-energy is independent on the energy to simplify
the analysis (and therefore both [H] and [Σ] are numbers and not matrices), it is
possible to write:

(iℏ ∂
∂t

− ϵ− Σ)[G̃R(t)] = δ(t)

with solution:
G̃R(t) = − i

ℏ
e−iϵ′t/ℏe−γt/2ℏδ(t) (4.16)

with:
ϵ′ = ϵ+ReΣ γ = −2ImΣ

Showing that the real part of the self-energy causes a shift in the device energy
level from ϵ to ϵ′ while the imaginary part has the effect of giving the eigenstates a
finite lifetime. This is evident when the squared magnitude is taken into. Notice
that this effect is reflected also on the density of states. Using equation 4.16 and
Fourier transforming it one gets:

G(E) = 1
E − ϵ′ + iγ/2

so that:
A(E)

2π = D(E) = γ

(E − ϵ′)2 + (γ/2)2

which really represents the Lorentzian profile forced in the toy model, where the
width is twice the imaginary part of the self-energy. It is important, however, not
to be fooled into thinking that this is a general result. That particular profile has
been obtained thanks to the choice of supposing the self-energy independence on
the energy.

In general, the self-energy is a matrix and one can define a broadening matrix
equal to its antihermitian component:

Γ(E) = i[Σ(E) − Σ+(E)] (4.17)

which is responsible for broadening, whereas the hermitian component:

ΣH(E) = 1
2[Σ(E) + Σ+(E)]

can be viewed as the Hamiltonian H correction. Overall, it is possible to write:

H + Σ(E) = [H + ΣH(E)] − iΓ(E)
2
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4.2.3 Two contacts case
The analysis performed in 4.2.1 can be quite easily extended to the case of interest,
which is the one where the channel is connected to a source and a drain. As done
before, it is assumed that the source and the drain can be described independently
with wave functions {Φ1} and {Φ2} which satisfy Schrödinger equation for the
isolated contacts configuration. Once connected to the channel, the whole system
will be represented by:EI −H1 + iη −τ+

1 0
−τ1 EI −H −τ2
0 −τ+

2 EI −H2 + iη




Φ1 + χ1
ψ

Φ2 + χ2

 =


S1
0
S2


Proceeding in the same way as in the one-contact case, what is obtained is:

[EI −H − Σ1 − Σ2]{ψ} = {S}

with:
Σ1 = τ1G1τ

+
1 Σ2 = τ2G2τ

+
2

G1 = [EI −H1 + iη]−1 G2 = [EI −H2 + iη]−1

The source term is:
{S} = τ1{Φ1} + τ2{Φ2} (4.18)

The broadening matrices can instead be evaluated using equation 4.17 and 4.8,
giving:

Γ1 = τ1A1τ
+
1 Γ2 = τ2A2τ

+
2 (4.19)

where the two spectral functions are evaluated using equation 4.14.
Notice that the Green’s function can be exploited to write:

{ψ} = G{S} (4.20)

This relation will be useful in the following.

4.3 Out of equilibrium analysis
The previous section allowed to introduce the main concepts of the NEGF theory
in an equilibrium condition. Of course, the true power of this approach comes in
out of equilibrium studies. This section focuses on that condition but supposing a
coherent transport, as discussed at the beginning of this chapter.
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4.3.1 Density matrix out of equilibrium
Previously it has been presented the procedure for the evaluation of the density
matrix at equilibrium. Now the problem is shifted to its evaluation in an out of
equilibrium condition, as, knowing the density matrix, everything about the system
can also be evaluated. The device is now connected to two terminals and a voltage
is applied, causing a shift in the position of the Fermi levels. The solution may
be quite hard but it is greatly simplified in the assumption of coherent transport
made.

Using the results obtained at equilibrium in the two contacts case, it is possible
to evaluate the density matrix out of equilibrium using the Green’s function to
express the channel wave function in terms of the source terms (see equation 4.20),
and multiply it by ψ+:

{ψ}{ψ}+ = G{S}{S}+G+ (4.21)

where:
SS+ = τ1Φ1Φ+

1 τ
+
1 + τ2Φ2Φ+

2 τ
+
2 + τ1Φ1Φ+

2 τ
+
2 + τ2Φ2Φ+

1 τ
+
1

in which the cross terms are null since the two wave functions (remember that Φ1
and Φ2 are the wave functions before connecting the contacts to the channel) are
physically disconnected. The other terms are evaluated (using 4.11) as:

{Φ1}{Φ+
1 } =

Ú dE

2π fF D,1(E)[A1(E)] (4.22)

Reminding that the density matrix can be written as:

[ρ] =
Ø

α

fF D(ϵα − µ){ψ}{ψ}+

it is possible to write:

ρ =
Ú dE

2π {[Gτ1A1τ
+
1 G

+]fF D,1 + [Gτ2A2τ
+
2 G

+]fF D,2 (4.23)

This expression can be simplified using the expression of the broadening matrices
(equation 4.19) to write:

G< = GΣ<G+ (4.24)

with:
[Σ<] = [Γ1]fF D,1 + [Γ2]fF D,2 (4.25)

leading to:
[ρ] =

Ú dE

2π [G<]
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Substituting equation 4.25 into 4.24, one gets:

[G<] = [A1]fF D,1 + [A2]fF D,2

where:
A1 = GΓ1G

+ A2 = GΓ2G
+

This means that, in the coherent transport assumption, the density matrix out of
equilibrium is simply obtained by dividing the spectral function into a component
related to the source and one to the drain. This result represents a sort of
superposition of effects and may seem like a violation of Pauli’s exclusion principle,
as in theory one wave function coming from a contact should block the one coming
from the other contact. It is possible to show (refer to [38] for a detailed justification)
that the hypothesis of coherent transport ensures that this is not the case.

4.3.2 Inflow/outflow
It is finally time to derive the expression for the current flowing at the terminals,
starting again from a one-contact system. The idea is to evaluate it by reminding
that it can be expressed as the electron flux, which can be evaluated as:

I = d

dt
ψ+ψ

The right hand side can be derived from the time-dependent Schrödinger equation:

iℏ
d

dt

I
ψ

ΦR + χ

J
=
C
H τ
τ+ HR − iη

DI
ψ

ΦR + χ

J

and considering that:

Trace[ψψ+] = Trace[ψ+ψ] = ψ+ψ

where the last one is just a number and so it is not important to take the trace of
it. It is possible to show that what is obtained through the time derivative is:

I = d

dt
ψ+ψ = Trace[ψ+τΦR − Φ+

Rτ
+ψ]

iℏ
− Trace[χ+τ+ψ − ψ+τχ]

iℏ

Where the first term represents an inflow due to the incident wave {ΦR} whereas
the second an outflow due to the scattered wave {χ}. Using the expressions of the
source term (equation 4.18) it is possible to rewrite the inflow as:

inflow = Trace[S+G+S − S+GS]/iℏ = Trace[SS+A]/ℏ]
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where SS+, using equation 4.22, can be written as:Ú dE

2π fF D(E − µ)τARτ
+ =

Ú dE

2π fF D(E − µ)[Γ] (4.26)

so that:
Inflow = 1

ℏ

Ú dE

2π fF D(E − µ)Trace[ΓA]

Similarly, for the output:

Outflow = 1
ℏ

Ú dE

2π Trace[ΓG
<]

At equilibrium, as expected, the two fluxes are equal, to ensure a null total current.
Moving now to the two contacts configuration, the current at the terminal i

may be expressed as:

Ii = Trace[ψ+τiΦi − Φ+
i τ

+
i ψ]

iℏ
− Trace[χ+

i τ
+
i ψ − ψ+τiχi]
iℏ

Making use of the relations ψ = GS and Si = τi{Φi} it is possible to write:

Inflow = Trace[S+G+Si − S+
i GS]/iℏ = Trace[SiS

+
i A]/ℏ

Since (for two terminals) S = S1 + S2 and S+
1 S2 = S+

2 S1 = 0.
Therefore, for the i− th terminal:

Inflow = 1
ℏ

Ú dE

2π fF D,i(E)Trace[ΓiA]

Outflow = 1
ℏ

Ú dE

2π Trace[ΓiG
<]

Finally, considering that the current is given by the difference between inflow and
outflow:

Ii = (− q

ℏ
)
Ú ∞

−∞

dE

2π Ĩi(E) (4.27)

with:
Ĩi(E) = Trace[ΓiA]fF D,i(E) − Trace[ΓiG

<] (4.28)

4.3.3 Landauer-Büttiker
It has been shown that the current at the terminal i can be written as the difference
between an inflow and an outflow, giving equation 4.27. It is possible to rewrite
everything in order to get:

Ī1 = Trace[Γ1A2][f1(E) − f2(E)] = T̄12(E)[f1(E) − f2(E)]

63



Non-Equilibrium Green’s Function

Ī2 = Trace[Γ2A1][f2(E) − f1(E)] = T̄21(E)[f2(E) − f1(E)]
Since the currents at the terminals are expected to be equal, it is necessary that
Trace[γ1A2] = Trace[γ2A1]. This leads, taking into account the spin degeneracy
through a factor of two, to the Landauer-Büttiker formula:

I = 2q
h

Ú ∞

−∞
dET (E)[f1(E) − f2(E)] (4.29)

where:
T (E) = Trace[Γ1GΓ2G

+] = Trace[Γ2GΓ1G
+] (4.30)

is called the transmission function. The idea is that the system can be seen as
a semi-permeable membrane that separates two reservoirs, and the transmission
function is a measure of its permeability for electrons with energy E.

The reason for which the transmission function has been introduced is that
it links the NEGF approach with the transmission formalism, that is typically
employed to keep a simple analysis of devices in the assumption of coherent
transport. Furthermore, employing the concept of transmission function allows for
a better understanding of the properties of the sensor in the following chapters.

4.3.4 Effect of voltage on the device
The analysis done up to now may seem complete but it is still lacking of a crucial
element, that it the effect of the applied bias on the channel. Obviously, at the
electrodes, its effect is to shift the position of the Fermi levels as to create a
difference between them equal to the applied voltage, but nothing has been said on
how this voltage modifies the channel.

The presence of the applied voltage can be considered by modifying the Hamil-
tonian, which can now be expressed as the sum of the Hamiltonian H0 and a
self-consistent potential U([∆ρ]) which represents the average potential that an
electron feels due to the variation of the density matrix.
Initially, the electron density is evaluated from the diagonal elements of the density
matrix. Then, it is used in Poisson equation to calculate the potential that is
inserted in the Hamiltonian in order to recalculate the electron density. A full
self-consistent calculation of NEGF transport equations and Poisson equation may
be quite involving computationally speaking, so usually a "reasonable" potential
profile is assumed.

4.4 NEGF in ATK
To conclude the chapter, the goal of this section is to present the settings used for
the simulations in ATK. Notice that the settings used for the evaluation of the
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Hamiltonian are not reported here. Indeed, the evaluation of the elements of the
Hamiltonian matrix depends on the method used and an extensive analysis of them
has already been done in the previous chapter.
First of all, since it has been said that the NEGF transport equations need to be
solved self-consistently with Poisson equation, it is possible to modify the way ATK
solves it. Among the available choices, FFT and FFT2D are based on the fast
Fourier transform. As such they should not be used for calculations of non-periodic
systems like molecule-based ones. The other three methods, [Parallel] Direct,
[Parallel] Conjugate gradient and Multi-grid, are instead based on a real space
finite difference method and are thus suited for the system under analysis in this
thesis. In the ATK manual [39] it is stated that the conjugate gradient method has
similar accuracy with respect to the multi-grid one but, for parallel calculations,
can be much faster than the latter. The direct solver, instead, is more precise at
the cost of slower computations. Considering these characteristics, it has been
chosen to proceed with the conjugate gradient method.
Associated to the Poisson solver one should also set the boundary conditions for the
solution of that equation. In the manual it is specified that boundary conditions
within NEGF calculations are unique and different with respect to what the user
may think. In fact, the electrodes are considered by solving a bulk problem for the
fully periodic electrode cell, and hence periodic boundary conditions are imposed
for them. Instead, for the channel itself it is possible to choose either Neumann or
Dirichlet boundary conditions, with specific characteristics reported in the manual.
For the case of a molecule the correct choice is Dirichlet boundary condition.
Then, in the device algorithm and contour integral sections it is possible to choose
the way in which the initial guess for the density matrix, the self-energies and the
density matrix under applied bias are computed. Considering that these options
only modify the way equations are solved and are hence not dependent on a great
extent on the structure used, default settings have been employed. Also the rest of
the settings associated to numerical accuracy have been kept unchanged.
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Chapter 5

System design

Having described the theory behind transport in molecular systems and justified
most of the settings later employed, it is finally time to move to the practical part
of the work.

The starting point for the realization of a sensor based on a molecule is the design
of the structure, commencing from the choice of the molecule, to then study what is
the best configuration for such molecule in terms of orientation and distance from
the electrodes. The purpose of this chapter is exactly to fulfill these requirements.
In particular, in section 5.1, the employed molecule is presented, whereas in section
5.2 preliminary information about the simulations’ settings for this chapter and
the description of the various interaction phenomena which may occur between the
molecule and the contacts are introduced. Then, different geometries are analyzed
in sections 5.3 and 5.4, in order to finally decide what the most promising structure
is, with the final considerations drawn in section 5.5.

5.1 Fullerene C28

The choice of the molecule to be used in the channel is of course the primary
step. In this case, the system chosen is a fullerene. Fullerenes are one of the
allotropes, together with diamond, graphite and graphene, of carbon. In particular,
in a fullerene carbon atoms are sp2 hybridized (actually, due to the fact that the
neighboring region of each carbon atom is not flat, the actual hybridization is
assumed to fall between sp2 and sp3 by some [40]) and hence bonded through
double or single bonds to create either a closed cage ("buckyballs") or a cylindrical
tube ("carbon nanotubes") [41]. Usually, the name fullerene is used to directly
identify the cage-like structures, as the name is derived from Buckminster Fuller,
famous for his domes, and buckminsterfullerene was the name used to identify the
C60 molecule [41].
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Two classes of fullerenes may be identified: classical fullerenes, in which carbon
atoms are organized to form only hexagons and pentagons, and non-classical
fullerenes, in which other shapes are present. Even though these two categories
exist, classical fullerenes are typically the preferred choice in applications. In fact,
the hexagons and pentagons configuration results to be the one minimizing the
potential energy for the system, thus making the obtained structures more stable.
Two rules are then used to predict the stability of a fullerene in nature: the isolated
pentagons rule (IPR) and the pentagons adjacency penalty rule (PAPR). IPR is
satisfied only starting from fullerene C60, whereas PAPR holds for all the fullerenes
starting from the C24. IPR, as reported in [42], tells that a fullerene made of
pentagons and hexagons prefers the configuration in which all the pentagons are
separated by hexagons. While, in fact, hexagons tends to minimize the energy of
the system, pentagons are the cause of the curvature and so of the strain of the
system. Of course, for smaller fullerenes that rule can not be satisfied and so the
preferred configurations tend to have the smaller number of adjacent pentagons
as possible. In fact, as reported in [43], each pair of adjacent pentagons causes
an increase in the energy of the system. While this holds true for most cases,
sometimes other isomers, maybe in the form of non-classical fullerenes, may be
preferred in terms of thermal stability.

In this work the chosen fullerene is C28, which is typically regarded to be the
smallest stable fullerene [44]. While, in fact, smaller fullerenes, like C20, C24 and
C26, exist, they are usually not considered stable.
In particular, the studies on the smallest fullerene to be possibly obtained (assuming
that a fullerene can only be called as such if it is made just of pentagons and
hexagons), that is the C20 one, while being in disagreement on which of its form
may be the most stable one, agree in not considering the cage-like structure to be
more stable than the bowl one, thus making that configuration harder to be grown
technologically. Once obtained, though, as reported in [45], it is not expected
to collapse to other forms. Nevertheless, due to the technological complexity of
directly obtaining the cage structure, described in [46], it is not considered for the
creation of a possibly cheap sensor.
Similar is the reasoning behind C24, where the two isomers, fullerene and dodecade-
hydrocoronene, are seen as being isoenergetic, but with a predominance of the
latter, as reported in [44].
As far the C26 structure is concerned, various isomers have been analyzed and
studied in [47], concluding that a non-classical fullerene isomer is thermodynamically
more favorable with respect to the classical fullerene shape.

Moving to the C28, as it happens for the previously cited molecules, as well
as for bigger ones, multiple isomers exist, both in the form of fullerene cage, ring
and bowl. In this case, the cage is considered to be the most stable one [44], [48].
In particular, the two most common configurations are the ones with Td and D2

67



System design

symmetry, shown in figures 5.1 and 5.2.

Figure 5.1: Td symmetry Figure 5.2: D2 symmetry

The differences in the properties of the two are related to the way pentagons and
hexagons are connected in the structure. More in details, C28 with D2 symmetry
presents two hexagons connected together, differently from the Td configuration,
in which all the hexagons are separated by pentagons. As a consequence of the
PAPR, and as theoretically demonstrated in [44] and [48], the Td symmetry is the
isomer with smaller total energy of the C28 fullerene. Nevertheless, since both the
configurations have been obtained experimentally with high stability [49] and with
the theoretical mechanisms described in [50], [51] and [52], they are both assumed
to be possible candidates for the creation of the sensor in the following steps.

The reasons for which this particular fullerene is taken into account are manifold.
First of all, studies in literature are lacking, as most of fullerene based structures
focus on the C60. Furthermore, it is characterized by being highly reactive, due
to the high curvature and to the presence of four unpaired electrons at the most
strained pentagonal triplet vertices [49] [53]. This means that it can be a great
candidate for the realization of a sensor, allowing for high sensitivity in interacting
with other species. Finally, considering it is an unsaturated molecule it may
be possible to obtain strong bonding configurations with metal contacts, thus
permitting to have a sensor able not to lose its good properties due to usage.

5.2 Introduction on configuration analysis
Having chosen the molecule for the channel, it is now time to find what is the best
geometry for the whole system. Before doing so, in this section some important
preliminary information are given to understand how the successive steps have
been performed.
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As mentioned in section 1.3.3, a huge problem for the realization of molecular
electronics is the variability. In fact, even small variations in the way the molecule
is connected to the contacts, both in terms of rotation but also of distance, can
cause great variations in the behavior of the device. This is still the main reason for
which this kind of structures have not been implemented yet in a widespread way.
Nevertheless, the material for the contacts is a parameter which is not affected
by process variations and can thus be fixed without approximations. In this step,
in particular, a (1,1,1) face-centered cubic (FCC) gold structure is considered to
constitute the contacts. The reasons for this particular choice will be analyzed in
the following.

Once the material for the contacts is fixed, it is important to study which are
the most likely to occur configurations for the structure. In particular, the distance
between the molecule and the contacts is a crucial parameter as it also gives an
indication of how wide the nanogap should be. Again, this is one of the most
complex step in the practical realization of the system as it is hard to consistently
get the desired distance. In this step it is also fundamental to find what the
preferred orientation of the molecule is with respect to the contacts.
All of the mentioned parameters greatly impact the final characteristics of the
sensor, since the transmission spectrum and hence the current are directly related to
the coupling coefficients, which are ultimately linked to the choice of the materials
and the way the various connections occur.
It is important to notice that here no process variations are considered. This means
that various possible configurations are analyzed, both from the extension of the
gap and of the orientation point of view, but it is always assumed that the resulting
structure can be obtained technologically.

As far as fullerene C28 is concerned, studies in literature are quite lacking, with
only few focusing on pristine C28. Attempts towards the realization of a device
using this fullerene are present in [54], where D2 symmetry is considered in three
structures, with contacts made of gold, copper and silver but without references in
terms of precise distances, and in [55], where again three structures, this time with
Td symmetry, are studied. Other studies, like [56], [57], [58], focus on more complex
structures, known as endohedral fullerenes, where additional species are inserted
inside the cage to improve the mechanical stability or to modify the transport
properties of the system. For this reason, the geometries therein reported are not
considered to be representative of the way pristine C28 fullerene creates bonding
with other materials. In the following, the structures reported in [54] and [55] will
be studied to verify their validity, as well as others not found in literature.

Before proceeding, it is necessary to describe how the correct configurations can
be found. Unfortunately, in ATK there is not a tool devoted for the dynamic analysis
of how the fullerene can connect to the contacts, starting from the environment to
then enter in the nanogap.
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Therefore, what is done in this chapter is to directly place the molecule in the
channel, with a precise orientation and distance, and then relax the structure as
to see how the system prefers to place the fullerene. If, at the end of the process,
the amount of deformation from the initial configuration of either the contacts or
molecule is too extended, the starting position is not considered to be a possible way
in which C28 links to gold. If, otherwise, a certain degree of deformation is present,
but not too much as to suggest an initial wrong alignment, the configuration is
considered to be a possible one.
Concerning the device calculator block, the employed settings are reported in table
5.1. The geometry optimization settings are instead reported in table 5.2.

Table 5.1: Device calculator settings. If not specified, default settings have been
used.

SemiEmpiricalCalculator

Hamiltonian Parametrization: Slater-Koster
Parameter Group: DFTB
Parameter Set: DFTB (dftb.org, auorg-1-1)
No SCF iteration: unticked

Numerical Accuracy Density mesh cut-off: 10 Hartree
Interaction max range: 10 Å
Occupation method: Fermi-Dirac
Broadening: 300 K
k-points: [4, 4, 4] Å

Table 5.2: Geometry optimization settings. If not specified, default settings have
been used.

Geometry Optimization

Parameters Max forces: 0.05 eV/Å
Max stress: 0.1 GPa
Max steps: 300
Max step length: 0.2 Å

As far as the constraints for the systems in the geometry optimization block are
concerned, the first few layers of gold have been allowed to relax freely in all three
directions, whereas the others were fixed (a meaningful picture about constraints
can be found in appendix A).
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Notice that in this chapter only some of the analyzed configurations are reported.
For a more complete list of structures and distances refer to appendix A.

Physisorption and Chemisorption

Before proceeding with the analysis of the various configurations, it is necessary to
review the possible ways a molecule and a metal structure can interact. In fact,
when an atom or a molecule interacts with a solid surface, a process of adsorption
occurs. This phenomenon can be divided in two categories, known as physisorption
and chemisorption. As the names suggest, the difference between these two is
that physisorption is a physical bonding mechanism involving attractive dispersion
forces and short range repulsive forces, as well as specific molecular interactions
like polarization, field-dipole and field gradient quadrupole, occurring as a result of
particular geometric and electronic properties of the adsorbent (the material on
which the gas is adsorbed) and adsorptive (the material which is being adsorbed)
[59]. In the case of chemisorption, instead, a chemical bonding is physically present.
Therefore, while physisorption is mainly associated to the electrostatic interaction
between the two species involved, and it is thus quite weak, chemisorption has a
chemical nature, hence resulting in a much stronger interaction. As a consequence,
while in the first case the two structures remain unchanged, in the second case
a great modification of the electronic structure occurs. Physisorption can be
associated to the well known Van Der Waals force, which is exerted between any
two molecules, making physical adsorption possible on any solid surface [60] [61].
Chemisorpion, instead, presents a covalent bond and, as such, involves the transfer,
exchange, or sharing of electrons between the two species, and is therefore slower
and energy activated [60]. Nevertheless, it is important to highlight that the two
phenomena are not really unrelated. A typical situation, in fact, sees a first moment
of physisorption followed then by the creation of the bonding itself (an interesting
case is the one of dissociative chemisorption). Another important consideration to
be done is that there is a configuration which minimizes the potential energy of the
system, in both the bonding situations. Indeed, if one analyzes the energy-distance
curve for a specific process, a minimum of energy is observed at a specific distance,
which obviously depends on the interacting species, especially in the chemisorption
case. This distance is the one searched in this chapter, as it is possible to associate
to it the structure minimizing the energy of the system, and therefore the most
likely to happen. Consequently, studying these two types of interactions will be
very important in the following. Furthermore, not only they are involved in the
bonding of the fullerene with the contacts, which is the content of this chapter,
but they are also crucial in the sensing mechanism, required for the final sensor to
work.
Notice, in that regard, that the choice of gold is directly related to the necessity
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of having a good bonding. Gold is the typical material of choice in dealing with
molecule-based electronics. In fact, it has been demonstrated in [62] and [58]
to create strong covalent bond with carbon and has been widely used to create
structures like the ones reported in [63]. Therefore it is a good choice for the
fullerene under analysis.

As far as the configurations of this chapter are concerned, in ATK it is not
straightforward to verify the presence of a bonding and in particular the type of
bonding present. These information can be derived by means of specific studies, like
the molecular projected self-consistent Hamiltonian (MPSH), Mulliken population
analysis or with specific adsorption studies. Therefore, only in certain cases such
analysis are carried on, keeping in mind that studies of adsorption of fullerenes on
gold exist and have proved the presence of strong interactions.
Of course, it is also intuitive to verify the presence of an interaction by directly
performing DOS, transmission spectrum (TS) and current analysis, since, as
demonstrated within the NEGF framework of the previous chapter, the amount of
coupling has a great impact in broadening of energetic levels and hence on these
figures of merit. However, the previously cited analysis may provide a better insight
on the type and amount of interaction.

5.3 D2 symmetry configurations
Starting from the D2 symmetry of the fullerene, in this section two possibilities are
analyzed.
First, in part 5.3.1, some configurations where the fullerene is not expected to
create a strong bonding with the contacts due to the chosen distance are con-
sidered. In these cases the interaction may be of weak chemisorption type or
strong physisorption. Since the distances are quite bigger with respect to those
employed in literature, in order to prove the effective presence of a link between
the contacts and the fullerene, a study is performed about the molecular projected
self-consistent Hamiltonian (MPSH), which allows to study the delocalization of
the system orbitals over the whole system.
Then, in section 5.3.2, other configurations where instead the distance is shorter
and hence the bonding stronger are considered.

Notice that the configurations reported here are as close as possible to being
symmetric. Indeed, this is not a nitpicking choice. Other configurations, with
an asymmetric shape, were considered. However, what usually happens in these
cases is that the interaction with the left contact is different with respect to the
interaction with the right contact, causing the relaxed geometry to have the fullerene
really close to one contact and far away from the other one, thus excluding those
geometries from being equilibrium ones.
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5.3.1 Weak coupling configurations
Since no specific configurations have been found in literature regarding distances
in the order of 3 Å or higher, for the first structure the fullerene has been placed
unrotated (i.e. with the orientation naturally provided by ATK ) at a distance of
3.36 Å from the nearest gold atom. The resulting structure is reported in figure
5.3. Using both force field and Slater-Koster, the fullerene does not seem to be
greatly modified. On the other hand a little deformation on the contacts occurred,
suggesting a different distance between gold and molecule (see figure 5.4).

Figure 5.3: Initial configuration for
the fullerene placed at 3.36 Å from
the nearest gold atom.

Figure 5.4: Configuration of the de-
vice after relaxation has occurred. No-
tice the displacement of gold atoms
especially in the right contact.

While other distances have been analyzed keeping the orientation of the fullerene
constant, none of them proved to be more favorable than the one initially considered.
A couple of these alternative configurations are reported in appendix A (in one
the distance is 0.1 Å higher, to see if the deformations of the contacts were less
extended; in the other it is 0.1 Å smaller, to see if the deformation pushes the
fullerene to create strong covalent bonding with the contacts). Other attempts
have also been made with the distance kept constant but with different orientations.
In these cases, stronger deformation occurred.

Molecular projected self-consistent Hamiltonian

As previously anticipated, the presence of an effective bonding may be verified by
means of an MPSH analysis. Indeed, from figure 5.3, it is unclear whether the
fullerene and the contacts are effectively interacting.

The idea is to project in the real space the eigenstates associated to the Hamil-
tonian of the system. As shown in the previous chapters, the Hamiltonian of the
system is the operator associated to the total energy of the system itself. Using it in
association with Schödinger equation allows one to get the eigenvalues of the system,
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i.e. the energy values that can be achieved by the system itself. In conjunction to
the eigenvalues, eigenfunctions are obtained, which are the eigenstates associated
to the system, i.e. the molecular orbitals. Projecting these onto the system in the
real space means to see the 3D surfaces of iso-energy. So why is this analysis so
useful? It is a common methodology, as shown in [64] [65] [66], to employ MPSH
to verify how the system behaves.
When the molecule interacts with the metal, its orbitals get modified. If a contact
is effectively present, some orbitals are involved in transmission. As a consequence,
the MPSH analysis will show a delocalization of such system orbitals on the whole
scattering region. In this case, the motion of particles from one side of the device
toward the other is possible and therefore an interaction is occurring (particles
have no problem in traveling in regions of space in which their energy is constant).
If, otherwise, the orbitals are localized either on the contacts or on the molecule,
the motion is not favored and therefore a weak or no bonding is present and a
small current may flow thanks to tunneling effects.

Within the ATK environment, MPSH energies are easily computed by exploiting
the MolecularEnergySpectrum block, allowing to find the HOSO (highest occupied
system orbital) and LUSO (lowest unoccupied system orbital) levels, whereas the
EigenState block evaluates the eigenstates. Using these tools, an analysis on the
considered configuration has been performed. The results are reported in figure
5.7. In figure 5.5, the molecular orbital related to first level in the HOSO side is
analyzed. As shown in the figure, a great degree of delocalization occurs all over
the system. The same behavior is observed in the LUSO level, reported in figure
5.6.

Figure 5.5: MPSH relative to the
highest occupied system orbital.

Figure 5.6: MPSH relative to the
lowest unoccupied system orbital.

Figure 5.7: MPSH analysis of the structure (zoom on the middle region)
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Given these results, it is clear that a good interaction between the molecule and
the contacts is occurring, although the evaluation on the quality of the bonding
would require a more in depth adsorption study. In light of what has been discussed
thus far, this is considered to be a stable possible configuration for C28 with D2
symmetry.

5.3.2 Strong coupling configurations
Since no other configurations of weak coupling proved to be better than the one
reported, structures with shorter distances between the contacts and the fullerene
have been taken into account. One may ask why to look for other structures when
a good one has already been found. The reason is quite simple. While in the weak
coupling case (possibly related to a physisorption bonding) a contact is present
and a current flows through, nevertheless it is more subject to lose its properties
over time or by means of interaction with other species. In fact, as previously
said, physisorption is not a strong bonding and can be broken quite easily, possibly
causing the removal of the fullerene from the channel. Therefore, if a configuration
with a covalent bonding exists and is proven to be stable, it would be more probable
to occur (remind that chemisorption typically follow physisorption), and it would be
a better configuration for the creation of a sensor as a great increase of the current,
and thus of the sensitivity, as well as integration with standard technologies, would
occur.

With this idea in mind, following the design of [54], the C28 fullerene has
been placed between the electrodes at a distance of 2.31 Å, compatible to the
configuration of [57] and [58], as well as the experimentally verified Au-C bond
measured in [62]. The resulting structure is reported in appendix A.
Using then the geometry optimization tool, the structure has been allowed to
relax toward a more stable configuration, firstly with a simple force field based
approach and then with the more complete semi-empirical Slater-Koster analysis.
Unfortunately, both of them provided results inconsistent with the result of [54].
In fact, while the size, shape and orientation of the fullerene did not change to a
great extent, the contacts resulted extremely distorted. It is therefore not supposed
to be a stable configuration. Notice that, with respect to the structures of [54], the
fullerene has been initially placed with a certain degree of rotation. The reason for
which that is the case is that the optimization tool suggested, through previous
analysis with unrotated C28, that the preferred orientation is indeed the one used
in figure A.9.

Supposing that the strong deformation occurred due to a not correct orientation
of the fullerene, another configuration was considered, with an Au-C distance of
2.20 Å. The resulting structure is reported in figure 5.8.
Also in this case, after the geometry relaxation, a strong deformation of the contacts,
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and especially of the Au-C distance, occurred. In particular, the final distance is of
2.50 Å. Notice that in both cases (A.9 and 5.8) the optimization calculation was
stopped after some days as the biggest deformations, if present, usually occurs in
the first steps. After that, small deformations still occur but it would have been
useless to wait for the tool to produce the final configuration.

Figure 5.8: Inital configuration with
rotated fullerene at 2.20 Å.

Figure 5.9: Final configuration after
geometry relaxation.

While other structures, with various orientations, were considered, all of them
were characterized by the same behavior: the initial structure gets deformed with
an Au-C distance that increases until the force acting on the atoms is smaller than
the tolerance.
As suggested by [55], the strong reactivity of C28 may be the cause of this effect.
The idea is therefore to place an adatom (i.e. and additional atom on the gold
contacts surface) to help reducing the strong interaction between the molecule and
the gold surface, hopefully obtaining a stable system.
With the same orientation of the fullerene of the previous configuration, but with
the presence of a gold adatom on the surface of gold, the structure of figure 5.10
has been realized.

Figure 5.10: Inital configuration
for the structure with the adatom
present.

Figure 5.11: Relaxed structure. No-
tice the elongation of the fullerene.
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The distance between the adatom and the carbon atom is 2.15 Å, whereas the
adatom is placed as a direct continuation of the gold structure, at a distance of 2.88
Å. After geometry relaxation, the new structure has an adatom-carbon distance of
2.29 Å and the adatom is now at 2.7 Å from the nearest gold atom. While a little
deformation is present, as shown in figure 5.11, both in the contacts, and in the
fullerene, where the biggest amount of deformation is along the z-axis (from 5.14
Å to 5.74 Å of extension), this can be a valid configuration. Indeed, it would be
unreasonable that no deformation occurred. From this configuration it seems true
that the presence of an adatom is necessary to avoid issues.

5.4 Td symmetry configurations
Moving to the Td symmetry, only strong coupling cases are here reported. In
fact, no configuration with high distance between the fullerene and the contacts
proved to be stable enough for it to be considered a possible structure. However,
as done with the D2 symmetry, the first configuration analyzed does not involve
the presence of an adatom.
The initial configuration, reported in figure 5.12, is characterized by a distance of
2.30 Å between the gold atom in the contact surface and the carbon atom. Using
again the geometry and calculator settings of tables 5.1 and 5.2, the structure has
been allowed to relax. As it happened in previous calculations in the absence of an
adatom, the resulting geometry after relaxation suggests this not to be a stable
configuration.

Figure 5.12: Inital configuration
with the fullerene at 2.30 Å from gold.

Figure 5.13: Final configuration af-
ter relaxation. Strong deformation of
the contacts occurred.

Having confirmed that the presence of an adatom is required to keep the
deformation low, new structures with its presence have been analyzed. In particular,
following the designs of [55], three configurations have been realized. Unfortunately,
since no meaningful graphical representation is reported in the paper, for each of
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the three proposed structures, a couple of attempts with different geometries have
been analyzed (notice that the position of the adatom is not always of 2.88 Å,
refer to appendix A for more information). As far as the MJ1 structure of [55] is
concerned, one of the two inspired configurations is reported in figure 5.14, whereas
the other in appendix A.

Figure 5.14: MJ1 junction initial
configuration. The Au-C distance is
2.25 Å.

Figure 5.15: Structure resulting
from optimization.

In this case, since the structure is not symmetric, a good amount of deformation
is observed on the fullerene, which results to be more spherically shaped after
relaxation (the deformation along the z-axis is in the order of 10%). Nevertheless,
since both of the configurations have the same characteristic after relaxation, this
may suggest that the fullerene is prone to deform along that direction, and that
therefore does not directly go with that orientation within the channel.

Analyzing now the MJ2 structure, also in this case two structures have been
realized. The first one is reported in appendix A. The second structure is instead
reported in figure 5.16.

Figure 5.16: MJ2 junction initial
configuration.

Figure 5.17: Final configuration af-
ter relaxation.

The initial distance is set at 2.21 Å. After relaxation, the structure is just slightly
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modified. Since the amount of deformation is small, this can be a valuable configu-
ration for the Td symmetry.
Different is the case for the MJ3 configuration, of which a similar structure with
respect to the one of the paper is reported in figure appendix A. After geometry
relaxation the structure gets considerably modified, both in the contacts and in
the position of the fullerene. It is hence not assumed to be a stable configuration.

5.5 Chosen structure
In this chapter a lot of configurations have been taken into account. While some of
them proved not to be stable, others instead seem to be good candidate for the
creation of a sensor. In particular, for the D2 symmetry, the structures of figure
5.3 and 5.10 proved to be valid. For the Td structure, instead, the most stable one
is the system of figure 5.16.

To proceed in the following steps a configuration must be chosen. Even though,
in section 5.1, it has been said that the two symmetries can be both obtained
experimentally, since it is necessary to do a choice between the various structure,
the geometry of figure 5.16, with the more stable Td symmetry, is fixed and used in
the next analysis (a study of the MPSH on that structure has been performed and
the results reported in appendix A). Indeed, it is reasonable to think that, due to
the smaller stability of the D2 symmetry, systems realized with it would be more
prone to lose their properties in time, and that the structure of the fullerene may
break due to the interaction with other elements.

Furthermore, since the amount of deformation of the system in the decided
structure is very small, in order to reduce the computational effort in the calculations
of the successive steps, due to the presence of additional slightly deformed layers
in the contacts, it has been decided to proceed the analysis on the initial geometry
and not on the relaxed one. Of course, rigorously, the configuration to be used
should be the closest possible to the effective real one, and therefore the optimized
structure should be the one employed. Nevertheless, it is also assumed that, if
the molecule works well as a sensor sensitive to specific species in the undeformed
configuration, a similar effect is expected to happen also in the deformed case.

There is also a more subtle reason, that will be clearer in the next chapter. It
will be shown, in fact, that the Slater-Koster method does not allow for the analysis
of all the possible species which may interact with the system. As a consequence,
since it is recommended that the analysis should be performed with the same
tool exploited for the geometry optimization, it has been chosen to avoid using a
structure configuration evaluated by Slater-Koster and then studied with another
tool. Again, this is reasonable also, and especially, for the aforementioned reason,
that is the small degree of deformation resulting from relaxation.
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Free air performance

Fixed the geometry for the system, it is now time to analyze the behavior of the
final structure. However, since no information about a possible sensor exploiting
the chosen molecule have been found in literature, the purpose of this chapter is
manifold.

First of all, in section 6.1 the device is studied with different tools in an
equilibrium condition and in the absence of other particles, in order to have a
starting comparison in performance between less computationally involving methods,
like EHT and Slater-Koster, and more complete and expensive ones, like DFT.
Then, a similar comparison is performed in section 6.2 in the presence of additional
species naturally found in the atmosphere. These analysis have the purpose of
checking whether the system is able to modify its properties when interacting with
various species as well as to verify the quality of the methods employed, to see
if they are all able to identify such variations. Of course it is reasonable not to
have very close outputs, due to the higher degree of approximations introduced,
but because of the huge number of atoms present in the structure, DFT analysis
could not be performed out of equilibrium and so, if the methods are somewhat
comparable, successive studies will be performed with less demanding tools.
Finally, in section 6.3, out of equilibrium analysis using EHT with atmospheric
compounds are presented, to confirm the modification in properties of the system
in interacting with other species also in the case of a voltage being applied between
the electrodes.

As far as the settings for the simulations are concerned, for Slater-Koster the
settings are equal to the ones of table 5.1, with the only difference being the
k-points density, increased to [4, 4, 150]. The reason for which that is the case can
be found on the Quantum ATK forum, where, for device calculations like the ones
of transmission, density of states and current analysis, it is suggested to use a big
number of k-points in the transport direction to match the electronic structure of
the electrodes [67].
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Table 6.1: EHT settings. If not specified, default settings have been used.

SemiEmpiricalCalculator

Hamiltonian Parametrization: Extended-Hückel Theory
Parameters: Hoffmann
Weighting: Wolfsberg
Spin: unpolarized
No SCF iteration: unticked

Numerical Accuracy Density mesh cut-off: 10 Hartree
Interaction max range: 10 Ang
Occupation method: Fermi-Dirac
Broadening: 300 K
k-points: [4, 4, 150] Å

Poisson Solver Solver Type: [Parallel] Conjugate Gradient
Boundary Conditions:
A: Periodic;
B: Dirichlet;
C: Dirichlet;

Table 6.2: DFT settings. If not specified, default settings have been used.

LCAO calculator

Basis set Exchange correlation: GGA
Functional: PBE
van der Waals correction: Grimme DFT-D2
Pseudopotential: FHI
Basis set: DZP

Numerical Accuracy Density mesh cut-off: 75 Hartree
Occupation method: Fermi-Dirac
Broadening: 1000 K
k-points: [4, 4, 150] Å

Poisson Solver Solver Type: [Parallel] Conjugate Gradient
Boundary Conditions:
A: Periodic;
B: Dirichlet;
C: Dirichlet;
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For the EHT and DFT settings, the employed ones are reported in tables 6.1 and
6.2. For the transmission spectrum and the density of states blocks at equilibrium,
instead, the range of energies analyzed is comprised between −3 eV and 3 eV with
301 points. The rest of settings have been kept unchanged.

6.1 Clean sensor
Starting with the analysis of the system in the absence of additional species, in
figures 6.1 and 6.2 the density of states per unit energy and the transmission
spectrum are plotted. Of course, these two elements are crucial in the examination
of a device. The DOS allows, in fact, to study the number and the energetic
position of states which are allowed for electrons to be occupied and the TS plays
a primary role in the evaluation of the current, giving a fast idea of the amount of
charge able to flow through when a voltage is applied and a bias window is created.
Therefore, a first analysis of these elements at equilibrium is already capable of
giving a first insight of how the structure will behave in the presence of a voltage
drop between the electrodes. In fact, if a variation of them occurs with no bias
applied, it is reasonable to expect the same effect out of equilibrium.

Figure 6.1: Comparison between the DOS at equilibrium evaluated by DFT,
EHT and Slater-Koster. Notice that the 0 eV energy level corresponds to the Fermi
level.

Of course, this is not the full picture, and it would be a mistake thinking that
there is a one-to-one correspondence between the TS in and out of equilibrium,
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since it has been previously verified that the bias changes the shape of the spectrum
both in a direct way, by means of which the peaks are rigidly shifted in position,
and in an indirect way, with effects like the charging effect. Nevertheless, it would
also be wrong to think the opposite, and this preliminary analysis can still be
useful, for example, for the comparison between the possible employable tools
(DFT, Slater-Koster and EHT in this case).

Figure 6.2: Comparison between the TS at equilibrium evaluated by DFT, EHT
and Slater-Koster.

Focusing on the density of states, it is possible to observe a great agreement
between the DFT and the Slater-Koster methods, with most of DFT behavior
being replicated by the semi-empirical tool. On the other hand, EHT mostly fails
in reproducing this result, with the increasing number of available states below the
Fermi level, in particular for energies smaller than −1 eV, not individuated by this
model.
Slightly different is the case of the transmission spectrum. While it is true that
Slater-Koster is still better, especially in the HOSO side of the spectrum, also EHT
seems to be able to catch the properties of the system, and in particular the dip at
the beginning of the LUSO side is well reproduced, as well as the overall behavior of
the DFT curve. The main difference, as it happened in the DOS analysis, regards
an underestimation of transmission, again prevalently in the region between −3 eV
and −2 eV. Notice that, due to the presence of transmission peaks near the Fermi
level, the system is expected to enter in conduction already at very low biases,
potentially allowing to work with reduced power (although this is not expected
to be an element of concern considering the application of the sensor and taking
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into account the small bias voltages involved) and high sensitivity, especially if
the variation of DOS and TS in the presence of additional species involves such
energetic spectrum.

6.2 Performance at equilibrium
With the idea of analyzing the properties of the system in the presence of other par-
ticles, a good starting point is to verify whether the sensor modifies its equilibrium
characteristics with typical free air particles common in the atmosphere.
Indeed, since the final sensor is required to feel the presence of different elements
in a room, for example, it is expected to do so with also the presence of elements
naturally found in any uncontrolled space, and therefore this first analysis may be
crucial to verify the reactivity of the employed molecule. If that results to be the
case, it will be then possible to proceed further to see if the variations due to the
presence of various pollutants can be distinguished with respect to those particles
and hence if a sensor can be realized or not.

It is well known that the most present gases in the atmosphere (in dry air case)
are, in order of concentration, nitrogen, oxygen, argon and carbon dioxide, followed
by other particles like Ne, He, Kr, Xe, H2, CH4 and N2O (a list of them with
precise concentrations is reported in [68]). In this section the substances taken into
account and considered to be possible source of interaction, and that are therefore
necessary to be studied in interacting with the sensor, are the ones of the first
group. In addition to them, also water vapor is taken into account, to foresee the
possibility of having a high degree of humidity (in this case, considering water is a
molecule held together by an hydrogen bonding leading to a polar behavior, with
the position of the electronic cloud centered around the oxygen atom, different
orientations of the molecule were taken into account). The elements of the second
group, on the other hand, since being characterized by a low concentration, in the
order of few parts per million (ppm), are not considered of interest in the following
analysis, as the interaction of the system with them is very unlikely to occur.

Until now the sensor has always been considered clean. This means that the
fullerene in the channel was not interacting with other species. Therefore, before
proceeding, it is important to describe how the sensing mechanism takes place.
In section 5.2, the two main adsorption processes have been introduce to study
how the molecule can create bonding with the contacts. Indeed, the same type of
interactions are responsible for the sensing phenomenon. In theory, what should be
done is an optimization analysis similar to those of chapter 5, to find out what is the
best configuration for interaction. Unfortunately, due to the limited computational
power of the machine employed, studies of this type could not be performed, and
therefore the position of adsorbed species has been enforced in an arbitrary way.
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In this section, in particular, it is assumed that the interaction is due to a
physisorption mechanism. To be more precise, the distance at which the various
molecules were placed has been fixed at about 2.10 Å, in order to obtain a good
intersection between the Van Der Waals spheres of the carbon atoms in the fullerene
and the ones of the atoms belonging to the considered molecule. A complete list
of pictures and distances depicting the employed configurations is reported in
appendix B. Notice that, since the Van Der Waals radii of the involved molecules
are close, in magnitude, one with respect to the other, the positions at which the
atmospheric species have been placed were similar.
The following analysis are still performed at equilibrium, so DFT, EHT and Slater-
Koster are all taken into account to finally decide what will be the final tool for
the studies out of equilibrium.

Mulliken population analysis

Even though it has been said that the precise interaction positions could not be
found, it is possible to do a simple analysis to find out what are the atoms in the
fullerene which are expected to be more reactive to external species. A study of this
kind can be performed exploiting a Mulliken population analysis, which provides
a fast way to know the distribution of the electronic charge within the system.
Although not being listed as a precise tool for knowing the exact amount of atomic
charges, due to the high dependency on the basis set chosen to study the system
[69] [70], it can however be used to have a rough idea of the distribution of charges
and hence to find the sites of the molecule expected to have a higher negative
or positive charge distribution. This can be helpful in order to find positions of
external molecules where the interaction may be strengthen by a big electric charge
distribution unbalance, thus leading to a stronger electrostatic attraction.

Notice also that a validity check of this method has been performed employing
different basis set using DFT and Slater-Koster with the fullerene in the absence
of the contacts (see appendix B for further details), obtaining results comparable
with the ones of [49]. A Mulliken population analysis performed on the full sensor
with Slater-Koster provided the result shown in figure 6.3.
Without focusing on the exact variation in the charge distribution between the
carbon atoms, it seems that the behavior of the C28 without electrodes is basically
unchanged in interacting with the gold layers, therefore showing the same negatively
charged four carbon atoms. This is a further confirmation of the covalent nature of
the interaction between gold atoms and carbon atoms, with the electronic cloud
being evenly distributed between the two species.
Another thing to notice is that, both in the absence and in the presence of the
contacts, the uneven charge distribution is not too extended, with only a portion
of the full electron charge being concentrated near those atoms.
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Figure 6.3: Mulliken population of the sensor (zoom in
the middle region) as evaluated by Slater-Koster. Notice
the four carbon atoms slightly negatively charged.

Nevertheless, with the purpose of maximizing the interaction strength due to
the physisorption interaction, which depends on a temporarily fluctuating dipole
moment arising from a brief shift of orbital electrons to one side of an atom or
molecule, which creates a similar shift in adjacent atoms or molecules [71], in
the following all the external species will be placed in a region of space ensuring
the interaction with a negatively charged carbon atom. To be more precise, the
enforced position is near the pentagon on the top of the structure, in such a way
that the temporary induced dipole of the external species has the positive tail near
the negatively charged carbon atom.

6.2.1 DFT results
Starting with the DFT results, in figures 6.4 and 6.5, the DOS and the TS are
considered.
As shown, in both cases the presence of external species nearby the channel causes
a good variation in the properties of the system. In particular, focusing on the
DOS, the main variations occur near the Fermi level, and more precisely in the
HOSO side. This effect is accentuated at about −0.2 eV, −1.1 eV and −1.6 eV, with
a significant increase in the available states. While a certain degree of variation
is also present in the LUSO side, such modifications are far less extended with
respect to those just mentioned.
More interesting is, instead, the analysis of the TS. Here, the HOSO side is still
the one more involved by the presence of other species, with a modification which
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seems to be different for each molecule introduced.

Figure 6.4: Density of states as evaluated by DFT in the presence of free air
species. Notice that the peak at −1.6 eV is cut to keep the image comparable to
the following ones and to allow a better visualization of the DOS. A complete
image can be found in appendix B.

Figure 6.5: Transmission spectrum as evaluated by DFT in the presence of free
air species.
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Nevertheless, this time also the LUSO side is affected, and in particular, for small
energies, O2 and CO2 cause a good variation in the position and extension of the
peaks in transmission.

6.2.2 Slater-Koster results
Moving to the results obtained by the Slater-Koster semi-empirical method, as
happened before in the clean sensor case, both the DOS and the TS are quite close
to the ones of DFT.
In figure 6.6 the DOS is reported. While the overall shape is similar to the previous
one, a smaller variation is observed. The peaks at −1.1 eV and −1.6 eV are not
well reproduced whereas a bigger modification occurs at the Fermi level.
Different is the case of the transmission spectrum, shown in figure 6.7. The variation
due to the presence of O2 is present and the main variations are occurring at the
Fermi level, as in the DFT case.

Figure 6.6: Density of states as evaluated by Slater-Koster in the presence of
free air species.

Unfortunately, these analysis also highlight the issue of employing Slater-Koster
for this and the next analysis. It is clear from the DOS and TS graphs that the
study of the variation induced by argon is missing. The reason for which this is
the case has to be addressed to the lack of a basis set for such species, not only in
the ATK suite, but also in literature. This means that it is not possible to carry
out any study on it and that therefore the tool can not be taken into account for
successive analysis. Indeed, this is not just a problem for free air interaction of
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the system, but it can arise again for other species belonging to pollutants, thus
causing the final results to be incomplete. Therefore, while it has been proven that
the results pulled out by Slater-Koster are very close to the DFT ones, it will not
be considered anymore to be a valid option.

Figure 6.7: Transmission spectrum as evaluated by Slater-Koster in the presence
of free air species.

Notice that this reasoning is at the base of the choice of using the non-relaxed
geometry in the previous chapter. In fact, as mentioned, the successive analysis
would have had to be performed with the same optimization tool, which, as just
said, could not be employed for the characterization of the sensor.

6.2.3 EHT results
The same analysis just performed on the TS and the DOS have been also carried
out for the EHT model. The results are reported in figures 6.8 and 6.9.
As in the clean sensor case, EHT is not able to reproduce in a significant way the
DOS evaluated by DFT, especially in the HOSO side. Nevertheless, as both DFT
and Slater-Koster did, it is able to predict a variation in the number of available
states per unit energy caused by interaction with free air particles and a similar
variation with respect to the other two methods in the neighborhood of the Fermi
level is observed.
Same observations hold true for the TS, even though the interaction with argon
seems to be more effective. Notice, in that regard, that a basis set for representing
argon is present and has been therefore possible to have a complete analysis.
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Figure 6.8: Density of states as evaluated by EHT in the presence of free air
species.

Figure 6.9: Transmission spectrum as evaluated by EHT in the presence of free
air species.

In order to have a further validation of the semi-empirical methods, a final study
has been performed. Considering that, in the NEGF theory, under the hypothesis
of coherent transport, the current is evaluated by means of 4.29, a preliminary
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evaluation of the integral of the transmission spectrum may confirm the quality of
EHT. Of course, this analysis is not rigorous at all, since the transmission spectrum
is strictly dependent on the applied voltage, but, if such integrals provide very
different results, it is reasonable to assume the same to happen in the successive
studies.

Taking into account the possibility of having applied voltages from 0.04 V to
6 V with a 0.04 V step between them, the integrals of the TS on the range of
energies related to the bias window created by such voltages were evaluated and
the average percentage difference between the results of DFT and the ones of EHT
and Slater-Koster, calculated. To be more precise, for each applied voltage the
percentage difference, considering that the integrals run from E1 to E2, which
represent the initial and final energies included in the bias window for that specific
voltage, has been evaluated by means of:

|
s
TDF T (E)dE −

s
TEHT (E)dE|s

TDF T (E)dE · 100

Performing this calculation for all the desired voltages, the average percentage
variation has been derived by averaging the results over the total number of voltages
applied.
In appendix B, the graph related to the integrals as well as a table with the results
obtained are reported. As shown, the variations are quite high. Nevertheless,
considering that the modification of the TS due to the applied voltage is expected
to increase with increasing bias, and observing the graph just obtained, a much
more meaningful comparison is derived if the range of voltages is restricted to go
from 0.4 V to 2 V. In table 6.3 the results are reported for that case.

Table 6.3: Average percentage difference between the integrals of the TS of DFT
and EHT or Slater-Koster for 2 V of applied voltage, starting from 0.4 V.

Slater-Koster EHT

Clean 6.44% 15.30%
O2 7.99% 19.44%
CO2 4.28% 14.61%
N2 11.34% 15.22%
H2O (O down) 11.84% 15.78%
H2O (O up) 5.90% 5.94%
Ar 14.53%
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As expected, Slater-Koster shows much lower differences with respect to those
of EHT in comparison with DFT. However, in the final range of voltages taken
into account, the results of EHT are quite close to the others, confirming the
good behaviour of this method. It is also interesting to notice that EHT usually
underestimates the TS, in accordance with what noted previously, that is to say the
poor ability of EHT of replicating the TS for low energies. This trend is positive
for the purpose of creating a sensor as, if a certain selectivity is revealed by EHT,
DFT calculations may even show an increase of that property. On the other hand,
Slater-Koster overestimates the variations, possibly suggesting the selectivity with
respect to a specific target which is then not verified by DFT.

In light of this validation, considering that Slater-Koster could not be employed
for the next analysis, and that the computational cost associated to out of equi-
librium analysis with DFT made the studies unfeasible, it has been decided to
proceed further by using EHT as the main tool for current analysis.

Before proceeding, it is important to understand how crucial it is to have good
variations in the equilibrium properties of the system in correspondence of the
Fermi level. Indeed, as demonstrated in the previous chapters, the bias window is
centered around that energetic position. This means that it is possible, having good
modifications there, to possibly work with the sensor at low bias conditions, thus
keeping power consumption low. If that will be the case, also in the presence of
common pollutants, it may also be reasonable to think of having a good sensitivity
and hence a good sensor overall. Furthermore, for low biases, as just demonstrated,
EHT is expected to provide better results.

6.3 Analysis out of equilibrium
Having verified the quality of the EHT method for equilibrium studies, it is time
to analyze the behavior of the system when a voltage is applied between the two
electrodes. Again, due to computational limitations of the employed machine,
studies of this kind could not be performed with DFT and, since Slater-Koster
would have provided incomplete results, the use of EHT was hence forced.
In figure 6.10 the I(V) characteristic is reported in the case of free air species
present in the environment. The employed settings for the evaluation of it are
reported in table 6.4. Notice that, since the developed device is symmetric, the
range of applied voltages was just chosen on the positive side, as it is expected that
also the current is symmetric with respect to positive or negative biases and that,
given the validation check of before, the range of voltages has been limited below
3 V.
As shown from the graph, and as expected from the analysis at equilibrium, the
interaction with other species is well detected by the sensor, which presents a
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variation of the current as a function of the species introduced and of the applied
bias.

Table 6.4: IV curve block settings. If not specified, default settings have been
employed.

IV curve

Voltage Bias V0 = 0 V
V1 = 3 V
Points: 11

Energy range E0 = 0 eV
E1 = 2 eV
Points: 101

k-point Sampling Grid Type: Monkhorst-Pack grid
na = 7
nb = 7

Figure 6.10: Current flowing as a function of the voltage applied in the presence
of external species interacting with the channel using the EHT method.

Nevertheless, there does not seem to be a trend regarding the polarity or not of
the molecule considered, as both the water molecule orientations provided a very
similar modification in the properties, thus confirming the result from the Mulliken
population analysis, that is the very small electric charge unbalance through the
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system not being able to enforce the interaction with a more positively charged
species like the water molecule with hydrogen pointing towards the negatively
charged carbon atom.
Another thing to consider is that the interaction is not independent with respect
to the bias applied, meaning that, fixed a specific species, its effect on the device
is not always an increase or a decrease of the charge flowing. Furthermore, it is
interesting the variation induced by the argon atom which, although providing
a similar effect with respect to the one of other species at low bias, for voltages
bigger than 1.5 V causes a stop in the increase of the current, which flats at an
almost constant value.
Finally, while it is true that the transmission spectrum is dependent on the voltage
applied, nevertheless for small bias the previously noted peak due to the O2
molecule in the LUSO side may be considered as the main cause of a greater current
in the region below 2 V. This point will be further discussed in the following.
However, this further confirms that the sensor does not seem capable of modifying
its characteristics in a specific way when a polar species is inserted in the channel,
as the O2 molecule is non-polar and a Mulliken population analysis did not suggest
an electric charge unbalance within that molecule caused by the interaction with
the sensor. It is to notice that the position at which the O2 molecule has been
placed with respect to the fullerene is quite similar to the one enforced on the
N2 molecule, which however did not provide the same variation in the current.
This is reasonable if the possibility of having a stronger interaction with respect to
simple physisorption is taken into account. In that regard, N2 is an inert gas and
should hence not react with other species, thus leading to small current variations
in comparison to the one caused by O2, which instead is highly reactive and the
carbon-oxygen bonding is known to be covalent for distances in the order of a
nanometer. In that sense, maybe the specific C-O bonding is stronger than simple
physisorption but not as strong as the one found in the CO molecule.
To sum it up, this first analysis with common species present in the atmosphere
suggests that the sensor might be able to provide considerable current variations
either when a high atomic number species is inserted in the channel, and that is
the case of the argon atom, or when a reactive species is able to create a stronger
bonding with the carbon atoms of fullerene, and that is the case of the oxygen
molecule. If that is the case, the analysis in the presence of additional possible
pollutants should confirm that only high atomic number based species would modify
the current to a great extent, whereas low atomic number polar molecules do not.

To close this section, in order to provide a more concrete description of the
behaviour of the system with an applied voltage the current variation and the
percentage variation at each bias point have been evaluated and plotted in figure
6.11. Considering the good variation in the current observed at 1.5 V, this could be
a good bias point for the sensor to work with, of course only in the case in which a
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variation also occurs for other species and that that modification is different with
respect to the one associated to free air molecules.

Figure 6.11: Current variations (left) and percentage variations (right) at each
bias point in the presence of external species naturally found in the environment.

6.3.1 Oxygen molecule induced current variation
It is interesting, at this point, to understand more concretely what is the effect of
the presence of the oxygen molecule.
Lets consider for example the current flowing with an applied voltage of 1.5 V. At
this bias point, a good current variation is produced by the presence of that species
nearby the channel. To understand why this occurs it is possible to consider the
transmission spectrum, reported in figure 6.12, and analyze it in more details.
First of all, this transmission spectrum confirms what has been previously observed,
that is that the increase in the current with respect to the clean sensor has to be
addressed to the peak above the Fermi level, located at 0.68 eV. In fact, considering
that this portion of the TS only enters in the bias window for the imposed voltage,
it is reasonable to associate that peak to the increase of current. Furthermore, the
peak at 0.42 eV is higher with respect to the clean sensor case.
Things are instead not that clear for energies below the Fermi level, where for
certain energies the TS for the clean sensor shows higher peaks whereas in other
positions the oxygen molecule provides more transmission.

The transmission spectrum can, at this point, be exploited for a much deeper
study. For a specific energy a certain value of transmission is obtained. This value
can be calculated either as the trace of the transmission matrix, or as the sum of
the eigenvalues of such matrix [72]. This means that the flow of charges through the
system does not occur as the motion in a channel with a transmission probability
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Figure 6.12: Comparison of the transmission spectrum at 1.5 V for the clean
sensor and the sensor in the presence of oxygen. The dashed blue vertical line is
fixed at −0.04 eV, the green one at 0.42 eV and the yellow one at 0.68 eV.

comprised between 0 and 1. Instead, transport occurs by means of several channels,
each having a specific eigenvalue and eigenfunction, which represents, in real space,
the surface of iso-energy for transmission.
Furthermore, in order to have an even simpler insight of transmission, it is possible
to divide the total transmission into single contributions between pairs of atoms,
and show in real space the pathways followed by charges.
All these studies can be performed with the employed tool by choosing an energy
value.

To begin with the analysis, lets focus on the small peak at −0.04 eV. For this
value of energy the presence of the oxygen molecule does not have an impact on
the TS, so it is expected that the path followed by charges does not include oxygen.
Exploiting the TransmissionPathways block in ATK, figure 6.13 has been achieved.
As expected, there is no path connecting the O2 molecule and the fullerene, so that
the transport in the system is basically unchanged with respect to the clean sensor
case.
As far as the eigenvalues and eigenstates associated to that peak are concerned, only
one eigenvalue greatly contributes in transmission, with a value of 0.21, whereas
all the others are orders of magnitude lower and are not expected to contribute to
a great extent. This is particularly evident by taking a look at the correspondent
eigenstates, reported in figure 6.14. For the value just mentioned the eigenstate is
displaced in the whole system, meaning that the incoming wave is able to propagate
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Figure 6.13: Transmission pathways for E =
−0.04 eV. Colors are related to the direction of propa-
gation, so that blue arrows represent motion from left
to right whereas red ones from right to left.

through the system and reach the second electrode. For the second eigenvalue,
instead, propagation is limited and the eigenstate is localized nearby one electrode.
Notice, however, that the presence of O2 does not contribute in the eigenstate, as
the iso-energy surface involving the external molecule does not connect the left
side of the fullerene to the right one.

Figure 6.14: Transmission eigenstates at E = −0.04 eV for the highest eigenvalue,
equal to 2.14e-1 (left) and the following one, equal to 1.55e-6 (right), for applied
voltage of 1.5 V in the presence of oxygen.

Quite different is the behaviour at 0.42 eV. Here the presence of the oxygen
molecule is able to cause a great increase in the transmission. As before, however,
only one eigenvalue represents the main contribution to the total transmission and
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is thus the only one considered. In figure 6.15 the transmission eigenstates related
to that eigenvalue are reported for the clean sensor and in the case of the presence
of the oxygen molecule.
As expected, the eigenstate for the whole system is, in general, not affected,
exception made for the top region of the fullerene, where the presence of O2
modifies the iso-energy surface, potentially creating a further region of transport,
considering that it involves the left side of the fullerene as well as the right one,
differently with respect to what happened with the previous considered value of
energy. This is clear by looking at the pathways, shown in the same figure. With
the presence of the oxygen molecule a new path for transmission is present, hence
causing the observed increase in the TS.

Figure 6.15: Transmission eigenstates and pathways at E = 0.42 eV for the
highest eigenvalue considering the clean sensor (left) and the presence of oxygen
(right) for applied voltage of 1.5 V.

A final analysis which may be performed regarding the transmission for the case
under analysis is the one on the MPSH, to understand which orbitals are involved
the most during transport. This study may also allow to justify why the behaviour
in the presence of oxygen is observed. In appendix B the MPSH related to the first
HOSO and LUSO level is reported, as well as a zoomed image of the transmission
eigenstate for the system. It is clear, from these images, that the transmission of
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charges from one side to the other occurs by means of transmission channels which
eigenstates resemble closely the MPSH for the HOSO level.
Furthermore, this system orbital is characterized by a good delocalization of the
iso-energy surface which involves one lobe of the oxygen orbital and the one of
carbon atoms in the fullerene, suggesting that the interaction is indeed stronger
than physisorption. However, it is also important to highlight how the system
orbitals nearby the oxygen molecule have a shape which can be associated to the
typical one found in diatomic molecules, suggesting that, while a certain amount
of delocalization may be present, it is however not as extended as to form a strong
covalent bonding between carbon and oxygen, thus confirming, at least qualitatively,
what previously said, that is that the variation in the current flowing through the
system is caused by a stronger interaction.
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Target research

In the previous chapters a gold-C28 molecular junction has been realized from the
theoretical point of view and simulated in the presence of species commonly found
in the atmosphere.
This allowed to verify its ability to modify its properties when external elements
are inserted nearby the sensing region, that is the fullerene, suggesting however
that the sensor is not expected to provide meaningful variations when simply polar
molecules are considered but only when the interaction occurs with highly reactive
species or species with an high atomic number. In this second case, which with free
air species only occurred with argon, the modification of the system either takes
place because of the inertness of the target (indeed argon does not react with other
elements forming compounds) and so due to the steric effect related to overlapping
electronic clouds [73], or due to the combined effect of the high atomic number
and the creation of an induced dipole moment stronger with respect to those of
other species. In the former case, the interaction with argon should be unique and
not reproduced by any other pollutant, as long as atoms with incomplete octet are
present, whereas in the latter case molecules made of atoms having an high atomic
number may lead to similar variations.

To complete the characterization of the device, the purpose of this chapter is to
check whether a possible analyte for the sensor exists, placing different possible
pollutants nearby the sensor to study their effect on its I(V) characteristic.
To be more precise, in section 7.1 the analysis in the presence of pollutants which
have been demonstrated in literature to pose a threat for health are performed.
The species considered are CO, NO, NO2, SO2, NH3, CH4, C6H6, C7H8, C8H10,
PbO and PbSO4.
Then, in section 7.2, the results obtained in this and in the previous chapter are
put in comparison with the ones retrieved with a similarly conceived fullerene C60
based sensor, in order to try finding a connection between the behaviour of devices
exploiting fullerenes. This analysis will be carried both for the free air species of
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the previous chapter and for some of the pollutants analyzed in section 7.1.

7.1 Possible targets analysis
In this section a series of pollutants are taken into account to find a possible target
for the sensor. The positions at which such species have been placed in the channel
are similar with respect to the ones used for free air species (refer to appendix C
for further details). For ease of comparison with the C60 based sensor, the range of
voltages reported is limited to 2 V.

Carbon monoxide interaction

The first considered pollutant is carbon monoxide (CO). It is characterized by the
presence of a triple covalent bond between carbon and oxygen and is formed by the
incomplete combustion of carbonaceous materials or by the reduction of carbon
dioxide [74]. Prolonged exposure to it may be fatal, and considering it is odorless,
tasteless and colorless, its detection requires the use of specific sensors [74].
Of course, since the two atoms bonded to create such species have a difference in
electronegativity higher than 0.4, the CO molecule is polar and so two different
orientations have been considered.
In figure 7.1 the currents and the current variations with respect to the previously
analyzed species are reported.

Figure 7.1: Currents (left) and current variations (right) at each bias point in
the presence of carbon monoxide.
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As expected from the discussion of the previous chapter, the interaction with this
species does not provide too extended variations in the current.
However, at 0.6 V of applied bias, the selectivity of the sensor seems to be verified
for both the orientations, possibly allowing its detection.

Nitrogen monoxide interaction

The second pollutant inserted is nitrogen monoxide (NO), which is characterized by
the presence of a double bond that however leaves an unpaired electron. For this
reason it is a radical and expected to have a low lifetime, leading to the formation
of nitrogen dioxide.
The reaction between oxygen and nitrogen to form this compound occurs at high
temperatures, meaning that it is typically obtained from the combustion of coal
and oil at electric power plants, but also during the combustion of gasoline in
automobiles [75]. It is a colorless gas with high toxicity if inhaled or brought in
contact with the skin [76].
As for the CO case the molecule is polar due to the difference in electronegativity
between the two elements.
Considering figure 7.2, there does not seem to be a bias point for which both the
orientations considered provide the same variation. However, if the possibility of
having different modifications is taken into account, it may be possible to work at
0.9 V.

Figure 7.2: Currents (left) and current variations (right) at each bias point in
the presence of nitrogen monoxide.
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Nitrogen dioxide interaction

As previously said, NO typically leads to the formation of nitrogen dioxide (NO2).
In this case one oxygen atom is bonded to the nitrogen atom by means of a single
bond whereas the other by a double bond. It is primarily released in the atmosphere
from the burning of fuel, and hence from cars and trucks, but also from power
plants and off-road equipment [77].
It is a highly poisonous gas, as the exposure to it produces inflammation of lungs
which may result in an edema leading to death, and appears like a reddish brown
gas [78].
As for other species, the molecule is polar with the nitrogen atom partially charged
positively, whereas the oxygen atoms are charged negatively.
In figure 7.3 the currents and current variations are reported. Once again, there
are no bias points for which the variation is detectable for both orientations, in
agreement with the studies on free air species. Furthermore, it is important to
notice how the variation of the current at 0.6 V for one orientation of both nitrogen
dioxide and monoxide is very close to the one observed for carbon monoxide, thus
removing that bias point from being a valid option for the detection of CO.

Figure 7.3: Currents (left) and current variations (right) at each bias point in
the presence of nitrogen dioxide.

Sulfur dioxide interaction

Sulfur dioxide (SO2) is a polar molecule constituted by two double bonds connecting
the sulfur atom (which is positively charged) to the oxygen ones (which instead
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are negatively charged).
It is mainly released in the environment through the burning of coal and oil at
power plants or from copper smelting, presenting itself as a colorless gas with
pungent odor [79]. It is toxic if inhaled and irritates eyes and mucous membranes
[79].

Figure 7.4: Currents (left) and current variations (right) at each bias point in
the presence of sulfur dioxide.

In this case, the two considered orientations did not provide similar modifications
on the current of the system, as shown in figure 7.4. Moreover, such variations are
close to the ones caused by other species, hence removing this molecule from being
a possible target for the sensor.

Ammonia interaction

Ammonia (NH3) is a colorless gas with a strong odor made of a nitrogen atom
bonded to three hydrogen atoms, leading to a polar molecule where the negative
side is represented by the nitrogen atom.
Its main sources include agriculture, animal husbandry, industrial processes and
vehicular emission [80]. As for the other species considered it may cause health
issues if inhaled.

The analysis of the currents and current variations, reported in figure 7.5, shows
that the sensor is not able to distinctly detect the presence of this molecule with
respect to other species.
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Figure 7.5: Currents (left) and current variations (right) at each bias point in
the presence of ammonia.

Hydrocarbons interaction

An important class of pollutants which detection may be of interest is the one of
hydrocarbons, that is to say systems constituted by carbon and hydrogen atoms,
bonded together by means of single, double or triple bonds. It is commonly accepted
that they generally lead to important health issues. For example, benzene (C6H6),
toluene (C7H8) and xylene (C8H10) are known to be adsorbed through the lungs
and transported by the bloodstream to the central nervous system, where they
act as depressants [81]. Others, like methane (CH4), despite not being toxic, are
flammable gases and contribute to the greenhouse effect.
As far as the main anthropogenic sources for hydrocarbons are concerned, methane
is emitted from landfills, oil and natural gas activities, as well as agricultural
activities, coal mining, wastewater treatment and industrial processes [82]; benzene,
instead, is widely used in industrial processes for the production of plastics, resins,
detergents and pesticides [83]; toluene is used for similar purposes with respect to
those of benzene, but also to manufacture benzene itself [84].

In the viewpoint of studying their effect on the properties of the system developed
thus far, methane, benzene, toluene and cyclooctatriene (C8H10) have been taken
into account. It is important to highlight that these species are not expected to be
polar, and so only one orientation has been tested for each of them. This choice
is also justified by their sizes, which are typically in the order of the ones of the
fullerene and of the nanogap, thus limiting the interaction to the hydrogen atoms,
as, in order to interact by means of carbon, they should be placed parallel to
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the system, in a position which is unlikely to occur due to the aforementioned
dimensions. Then, since the neighboring region of such hydrogen atoms is usually
the same, variations in the position should not lead to great differences.
Looking at figure 7.6, where once again the currents and the current variations are
reported for the species under analysis, the detection of the considered hydrocarbons
seems to be possible for the toluene at 1.5 V (even though this variation is similar
to the one enforced by the presence of NO2) and for cyclooctatriene at 1.8 V, which
instead is considerably different with respect to what observed up to now.

Figure 7.6: Currents (left) and current variations (right) at each bias point in
the presence of different hydrocarbons of interest.

These results are quite interesting, considering the non polar nature of the
species involved and the small atomic numbers of the various atoms. In fact,
taking into account these two factors, the variations in the current should not be
as extended as they are, once again pointing towards the direction of a stronger
interaction with respect to simple physisorption.

Lead based compounds interaction

Lead is typically released in the environment through burning of leaded petrol as
well as smelting and refining of lead in specific industrial processes [85], even though
its use has been greatly reduced in the last years. It is usually not found alone in
the form of free atoms like in the case of argon but instead creates compounds like
lead monoxide (PbO) and lead sulfate (PbSO4), which have been considered as
possible targets for the sensor. Both these compounds are constituted by an ionic
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bond, which means that one side has a negative ion whereas the other a positive
one, thus showing a strong polarity. Therefore, as in the case of polar covalent
bond, two different orientations have been enforced.
Lead based compounds are expected to adversely affect the nervous system, kid-
ney function, immune system, reproductive and developmental systems and the
cardiovascular system, but also the oxygen carrying capacity of the blood [86].

If the hypothesis of having a strong modification in the properties of the sensor
caused by the high atomic number of the atoms involved is correct, the interaction
with the just mentioned compounds should provide a good variation in the current
flowing and so the possibility of detecting such targets with a reasonable selectivity.
In fact, lead has 82 electrons, meaning that its compounds are expected to cause
quite extensive variations.

Figure 7.7: Currents (left) and current variations (right) at each bias point in
the presence of lead monoxide.

As shown in figures 7.7 and 7.8, not only different orientations led to different
variations, but these modifications are not univocally associable to the species
introduced, thus not allowing the detection of PbO or PbSO4 with a certain degree
of selectivity. Moreover, the extensions of the variations are comparable, especially
for PbO, to other polar and non polar species.

These analysis therefore disregard the C28 sensor from being employed for the
detection of molecules having an high atomic number and for which the Van Der
Waals interaction caused either by the already present dipole moment or by the
induced one may be revealed.
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Figure 7.8: Currents (left) and current variations (right) at each bias point in
the presence of lead sulfate.

7.2 Comparison of results with a fullerene C60
based sensor

As shown in chapter 6, the C28 based sensor resulted to be able to modify its
properties in the presence of free air species inserted nearby the fullerene. Those
variations suggested that the device could be able to sense other species, either
in the case of particularly reactive elements, as for the oxygen molecule, pointing
towards the direction of a stronger interaction with respect to simple physisorption,
or in the case of species having an high atomic number, leading to stronger Van
Der Waals interaction caused by an induced dipole moment.
Then, in section 7.1, various pollutants have been considered and, as expected, the
modifications exerted by polar pollutants having small atomic number atoms could
not be identified with high enough selectivity. In fact, even though certain species,
like CO, NO and C7H8, provided good modifications if considered separately, they
however led to close effects if compared to other pollutants.
Unfortunately, also the hypothesis of having a good selectivity with respect to high
atomic number atoms based species did not result to be true, as the interaction
with lead compounds could not be detected, thus revealing the inadequacy of the
gold-C28 molecular junction structure developed in the previous chapters from
being used as a sensor for a desired target.

To conclude the work, in this section the results obtained with the C28 sensor
developed thus far are compared with the ones retrieved with a similarly conceived
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fullerene C60 based sensor, which has been provided to me by one of my supervisors.
The structure is very similar to the one employed in this work, that is to say a
molecular junction with the contacts made of gold. Differently from the C28 system,
however, the use of adatoms was not necessary, as the geometry optimization
analysis revealed the stability of the molecule within the nanogap even in their
absence.
Nevertheless, the various analysis performed on his part have been carried out with
a methodology which closely resembles the one followed during this work, both in
methods and tools employed.
Therefore, it may be interesting to compare the derived results to see if there is a
common behaviour between the two systems, maybe allowing to pose a base for
sensors exploiting fullerenes as the sensing region.

7.2.1 Free air species interaction

To begin with the comparison the interaction with free air molecules is considered
in this part. Before proceeding it is important to notice that the range of voltages
considered for the provided sensor was limited to 2 V, hence the reason for which
the previously reported pollutants graphs have been also restricted to that range,
even though the spacing of bias points is different.

In figure 7.9 the currents and the current variations are reported for the C60
based sensor.

Figure 7.9: Currents (left) and current variations (right) at each bias point in
the presence of free air species, for the C60 based sensor.
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As shown, also this sensor is able to produce modifications on its I(V) charac-
teristic due to the interaction with other species. Nevertheless, such modifications
are far less extended with respect to those of the C28 sensor. The motivations
for which this is the case are quite simple. First of all, the smaller fullerene is
expected to be more reactive due to the radius of curvature and to the presence
of the four unpaired electrons as individuated by literature studies. Furthermore,
even if that was not the case, it is reasonable to observe a much wider variation in
the current considering the smaller number of transmission pathways present in the
system. While the C60 molecule is quite large (almost double in size) and so a lot of
paths for transmission allow the flow of charges through it, for the C28 this number
is smaller. Moreover, as shown with the analysis of the previous chapter on the
induced effect of the O2 molecule, one of the main paths for transmission includes
the top pentagon of the fullerene, nearby which all the additional species have been
placed, and that also involves one of the atoms where the unpaired electron should
be located, thus enhancing to a greater extent the interaction.
Different is the case of the C60 fullerene, for which, as shown in figure 7.10, the
transmission pathways for the clean C60 sensor are distributed all over the system,
with an high concentration also below the fullerene, far from the position at which
the molecules have been placed (i.e. in the upper region of the sensor, in a similar
fashion, both in distances and location, to the ones enforced for the C28 sensor).

Figure 7.10: Transmission pathways in the C60 sensor for the
highest peak in the transmission spectrum, located at 0.4 eV,
with 1.4 V of applied voltage and in the absence of external
molecules. As usual, colors represent the direction of motion.

While the variations are less extended, for the just mentioned reasons, the overall
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behavior of the device is quite close to the one of this work. In fact, the same
inconsistency for different voltages but for the same molecule are present, with an
interaction that depends on the applied voltage, even though it has to be noted
that the C28 sensor shows modifications already extended at low biases, whereas
the C60 one only for higher ones.
It is also interesting to notice that the interactions with argon and with the oxygen
molecule lead to bigger modifications in comparison to the one of other species,
again in agreement with what observed with the C28 sensor, suggesting again that
the sensing ability of fullerenes could be related to the reactivity of the introduced
species and/or to the atomic number.

7.2.2 Interaction with pollutants
The provided C60 sensor was first envisioned having the purpose of detecting the
presence of ammonia in the environment. Unfortunately, the variation induced
by that molecule could not be identified with high enough selectivity with respect
to free air species, thus removing it from being a possible analyte. It was first
assumed, then, that the molecular mass and the number of electron states could
be a discriminatory factor for the detection of species, and therefore the sensor was
made to interact with methane and butane (C4H10), leading to the results reported
in appendix C. While only one of the hydrocarbons considered coincides with the
ones used in the previous section, there is an important difference in the C60 sensor
and the C28 one. In fact, in the former case the interaction with hydrocarbons
almost does not modify the I(V) curve at all, whereas in the latter each of the
introduced species caused good variations at different biases, even though the
selectivity was just verified for C7H8 and C8H10 at one bias point. This further
highlights the higher reactivity of the sensor working with the smaller fullerene.
Having discarded that option from being a possibility for the research of a target for
the sensor, the analysis was then moved to polar molecules, which were assumed to
be responsible for bigger variations. Indeed, as in the case of the C28 sensor, since
the argon atom lead to big current variations, and considering it does not react in
a chemical way with other atoms, it has been speculated that the atomic number
and the polarizability of the target may be the cause of the current variations,
which do not result to be extended for simply polar molecule but for molecules
with atoms having an high atomic number, and for which a strong polarization
may be induced.
Moving in that direction, species like CO, NO, NO2 and so on, caused selective
variations, possibly allowing their detection for certain bias points, as shown in
figure 7.11.

However, it is to notice that, similarly to what happens for the C28 sensor,
different orientations of the target caused considerably different variations in the
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current, and so the aforementioned selectivity is verified only if it is accepted that
the variations for different orientations may not be the same, i.e. for a certain bias
point one orientation provides, for example, a decrease in the current whereas the
other an increase, but both are different with respect to other targets. In that
sense, as noted previously, also the C28 sensor is able to detect the NO molecule at
0.9 V, since the two orientations imposed are well detectable with respect to free
air species.

Figure 7.11: Current variations for NO (left) and NO2 (right) at each bias point
for the C60 based sensor.

Proceeding with that hypothesis, heavy metals compounds, mainly lead based,
were considered. In this case the selectivity is verified with the same conditions just
mentioned, for all the lead based compounds, as shown in figure 7.12. In this case,
their effect on the current are much more evident with respect to those observed
with the C28 sensor, for which neither the lead monoxide or the lead sulfate caused
significantly different variations in comparison with other species.
Again, as in the case of other pollutants and as for the C28 sensor, there is a strong
dependence on the applied bias, as particularly evident from the interaction with
PbCl2, for which each voltage provides a different modification.

With the considerations made it is possible to draw some conclusions. First of
all, the reactivity of the C28 sensor allowed the device developed in this work to
produce much more extended current variations with respect to the ones of the
C60 sensor. Both of them result to be particularly reactive to the oxygen molecule,
which in both cases causes an increase of the current at around 2 V, and to argon,
which in the C28 case provokes a decrease in the current, and moreover a stop in
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Figure 7.12: Current variations for PbCl2 (left) and PbO (right) at each bias
point for the C60 based sensor.

the variation of it for higher voltages, whereas in the other case an increase of it,
even though the trend suggests that for voltages higher than 2 V it may lead to
a considerable decrease in the current or at least a variation more similar to the
one of other molecules. As far as the O2 molecule induced current variation is
concerned, it is reasonable to assume that the interaction may be intermediate
between physisorption and chemisorption, as shown by the MPSH analysis for
the C28 sensor, for both the sensors. Indeed, the O2 molecule does not show a
spontaneous dipole moment, as it is not a polar molecule, but also considering the
possibility of having an induced dipole moment, its extension could not justify the
strong variations at high voltages. In fact, if that possibility is taken into account,
a similar variation should be present also for the N2 molecule, which however does
not lead to similar variations, especially for the C28 sensor.
Different is the story for the argon atom. For that target, as mentioned earlier,
the interaction can only be due to Van Der Waals forces considering the complete
octet of the argon species, or to the steric effect resulting from the high atomic
number of argon. This suggested, for both sensors, that the interaction with high
atomic number based species could lead to big modifications.

At this point, however, the two sensors behaved differently. While the interac-
tions with pollutants provided similar variations for all the species introduced for
the C28 sensor, for the C60 sensor the hypothesis of having good selectivity with
respect to high atomic number targets seems to be confirmed. Again, this difference,
assuming that fullerene based sensor may behave in a similar manner, is justified
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by the higher reactivity of the C28, where the presence of unpaired electrons may
lead to intermediate interaction between physisorption and chemisorption, thus
leading to essentially no differences between the pollutants.
There are however similitudes between the sensors. Firstly, there is a strong
dependence on the applied bias, with variations that are unpredictable, even for
the same species. Then, and this probably represents the most critical property,
the position and the orientation at which the external species are placed nearby
the sensors play a crucial role in determining the effect on the I(V) curve, meaning
that, although for a certain species the selectivity has been verified either for the
C28 or for the C60 sensor, it is not said that similar variations may occur for other
species with positions not considered in this work or in the C60 one. This result has
to be carefully considered for the future development of molecule based sensors.
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Chapter 8

Conclusions and
recommendations

To conclude the work, in this final chapter the procedure and the main results
of the whole thesis project are summarized, in order to discuss the findings and
provide possible ideas for future works related to the considered argument.

8.1 Conclusions
The goal of the study conducted was to create and analyze a molecule based system,
and in particular a gas sensor, from the theoretical standpoint.
Firstly, before proceeding with the core of the thesis, the importance and the
characteristics of this particular class of devices have been described, to show why
their research and development may be of interest in the future. This allowed to
further justify the choice of focusing on a sensor, where the technological reliability
is not expected to be a limiting factor for its practical implementation. The desired
properties of sensors have also been introduced, to understand how the final device
should have behaved.
After this introduction an approximated and very simple theoretical model has been
presented, with the purpose of establishing some of the primary concepts behind
the electronic structure and transport properties of molecular systems. These
concepts have then been deeply discussed in the successive chapters, to validate
the choices made for the simulations settings of the practical parts of the work,
where semi-empirical methods, like EHT and Slater-Koster, and the more precise
DFT model, have been used.
Moving to the results obtained, the first step conducted regarded the research of
possible configurations for the system, in order to find those structures which are
expected to be stabler and hence more probable to occur. This part of the work is
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of particular interest, both for understanding the general complexity at the core
of the technologies employed for the realization of molecular structure, but also,
and especially, for the systematic approach used, which represents a novelty for
the employed C28 molecule, which use in literature is restricted to few structures
usually intended to work as transistors. Very different configurations involving
the two isomers of the C28, with various orientations of the fullerene as well as
distances between the electrodes, have been studied in terms of stability, allowing
to find some potential candidates for the final device, among which one was chosen
and fixed.
At that point, the resulting gold-C28 molecular junction has been analyzed in an
equilibrium condition, in order to verify the validity of the EHT method over the
DFT one, but also to have a preliminary check of the reactivity of the sensor, i.e.
to analyze whether the system could detect the presence of other species or not.
Indeed, since sensors exploiting this molecule have not been found in literature,
it was not said that the C28 could be used for sensing purposes. Subsequently,
the system has been brought out of equilibrium in the presence of free air species,
providing a certain modification of its properties, with variations pointing towards
the ability of the sensor of reacting with a certain selectivity to high atomic number
species.
Unfortunately, a further analysis on the interaction with chosen pollutants did not
verify this possibility, essentially leading to a failure in the sensor, which, although
providing a certain selectivity for some pollutants at specific applied voltages, does
not seem able to detect a determined class of targets. Considering the uniqueness
of the created sensor, it has not been possible to check whether this could be a
problem related to the chosen structure, to the positions at which the pollutants
were placed, or a general characteristic of the employed fullerene.
The only comparison which could be performed has been made between the
developed sensor and a similar fullerene C60 sensor. While the general characteristics
of the two devices seemed comparable for free air species, however the reactivity of
the smaller fullerene made not possible the detection of species with high induced or
permanent polarization moments, differently from the provided sensor. Nevertheless,
this comparison also showed an important similarity, that is the strong dependence
of the current variations on the applied bias and on the positions at which the
targets were placed.

8.2 Future works
Considering the discussed results and the inevitable limitations of the work, both
in terms of time and raw power of the machine employed, the purpose of this final
section is to present a series of possible analysis and studies which may be done
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on the proposed structure or that can be interesting in general for molecule based
systems.
First of all, the systematic analysis of C28 based structures employing gold as
material for the contacts and the evidence of some possible stable configurations
different with respect to the chosen one allows to have a series of geometries which
can be independently studied to verify whether the inability of the sensor could be
associated to the employed configuration or the fullerene itself. Furthermore, while
the presence of a gate contact should not lead to considerably different results, a
study on its effect on the I(V) characteristic may reveal the selectivity with respect
to a certain target. Moreover, as it represents a primary component of transistors,
its introduction may be of interest for the creation of a system of this kind, instead
of forcing it to work as a sensor.
Regarding the structures studied, the choice of gold has been enforced since the
beginning. A possible area of study concerning the same molecule therefore consists
in analyzing the differences caused by the choice of other materials for the contacts,
maybe using copper or silver.
Another interesting and maybe game changing investigation which can be performed
involves the methodical study of adsorption of targets on the fullerene. Indeed,
through the entire work the positions at which the external molecules have been
placed were enforced. It is however not said that the species may place themselves
in those positions to begin with and so it is reasonable that the polarity of the
molecules may force them to approach the fullerene with a specific orientation, thus
leading to a valuable sensor for the detection of highly polar molecules. This type
of analysis is of course not limited to the system of this work but can be extended
to all molecule based sensor.
Finally, due to time constraints it has not been possible to study the effect of
multiple molecules placed nearby the sensor. In fact, cases of this kind may
completely disregard not only the C28, but also the C60 sensor from being valuable.
The interaction with two oxygen molecules at the same time, for example, or with
one nitrogen molecule and one water molecule, may cause variations similar to the
desired target. In that sense the requirement of having a portion of the sensing
region being reactive only with the chosen target may be mandatory.
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Appendix A

Additional design pictures

This part of the appendix is devoted to all the additional graphs related to chapter
5.

First of all, in figure A.1 the constraints applied during the geometry relaxation
simulations are specified, both for the configurations involving an adatom and
those not employing it. In figure A.2, instead, the location and distance of the gold
adatom for those configurations requiring it is provided. As said in chapter 5, two
different cases have been considered.
Then, in section A.1, all the geometries and information associated to the D2
symmetry not reported in chapter 5 are present.
Finally, in section A.2, the same is done for the Td symmetry. For specific details
refer to captions.

Figure A.1: Constraints applied during relaxation for all devices in absence of
an adatom (left) and in the presence of it (right). The highlighted layers are fixed
whereas the others are free to move. Notice that the adatom is free to move as well.
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Figure A.2: Position of the gold adatom for the configurations requiring it (the
highlighted atom is the adatom, whereas the others belong to the underlying layers).

A.1 D2 symmetry additional graphs

Figure A.3: Distance between the fullerene and the contacts for the D2 symmetry
configuration of figure 5.3.
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Figure A.4: Initial geometry with
distance of 3.46 Å.

Figure A.5: Final geometry.

Figure A.6: Initial structure with
distance of 3.26 Å.

Figure A.7: Geometry after relax-
ation.

Figure A.8: These configurations are equal to the one of figure 5.3, but with
different distances. None of them is expected to be stabler.

Figure A.9: Initial configuration
with the fullerene placed at 2.31 Å
from the gold contacts.

Figure A.10: Configuration after
relaxation occurred. Notice the ex-
treme deformation of the contacts.
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A.2 Td symmetry additional graphs
Additional Td graphs are here reported. In particular, figure A.15 gives additional
information about figure 5.14.
Figure A.22 includes initial and final configurations for the MJ1 structure not
inserted in chapter 5, with all the details about distances and deformations.
Then, figure A.27 reports the MJ2 structure not inserted in 5 whereas figure A.28
is about the distances for figure 5.16.
Moving on to figure A.29, this is related to the MJ3 structure analyzed and not
reported in chapter 5. In fact, as shown in figure A.30, strong deformation occurred,
thus rejecting it to be a possible stable configuration.
Finally, in figure A.31, the MPSH analysis performed on the chosen structure is
reported.

Figure A.11: Starting Au-C bond
length.

Figure A.12: Final Au-C bond
length. Little deformation occurred
in the distance.

Figure A.13: Initial extension of the
fullerene.

Figure A.14: Final fullerene exten-
sion.

Figure A.15: Second MJ1 configuration (it is the one of figure 5.14). This is not
expected to be a stable configuration.
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Figure A.16: Starting configuration
for the MJ1 system.

Figure A.17: Structure at the end
of the relaxation process.

Figure A.18: Starting Au-C bond
length.

Figure A.19: Final bond length.
Little deformation occurred in the dis-
tance.

Figure A.20: Initial extension of the
fullerene.

Figure A.21: Final fullerene exten-
sion.

Figure A.22: First MJ1 configuration. This is not expected to be a stable
configuration, due to the great elongation of the fullerene.
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Figure A.23: Starting configuration
for the system.

Figure A.24: Structure at the end
of the relaxation process.

Figure A.25: Initial distance be-
tween carbon and gold atoms, set at
2.24 Å.

Figure A.26: The optimized struc-
ture suggests an Au-C bonding dis-
tance in the order of 10% bigger than
the initial one.

Figure A.27: First MJ2 configuration. This is not expected to be stabler than
the one of chapter 5.

Figure A.28: Au-C distance in the initial configuration (left) and in the final one
final (right) for the second MJ2 (the one of figure 5.16).
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Figure A.29: MJ3 junction initial
configuration.

Figure A.30: Final configuration
after relaxation.

Figure A.31: MPSH analysis of the chosen structure (see figure 5.16) on the first
HOSO level (left) and LUSO level (right). A good delocalization is present.
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Additional free air analysis
pictures

This part is devoted to additional graphs related to chapter 3 and 6.
More precisely, in section B.1 the comparison of tools performances introduced and
described in section 3.3 is reported.
Then, the Mulliken population of the fullerene alone as evaluated by means of
different methods in order to validate Slater-Koster results is shown in section B.2.
Finally, the Van Der Waals spheres described in chapter 6, the distances of external
species in the case of free air molecules and the variations in the DOS and the
transmission spectrum between DFT, EHT and Slater-Koster considering each
external molecule alone are reported in section B.3.

B.1 DFT settings quick comparison

Starting with the comparison between results given by the various settings for the
DFT calculations, in figures B.1 and B.2, the density of states and the transmission
spectrum are evaluated by means of the D2 and D3 Van Der Waals corrections
for the sensor in the presence of an oxygen molecule (there is not a particular
reason for which this particular molecule has been used as it is expected that, if no
difference is present, this would be the case of most of the molecules analyzed).
Since the curves are very close one to the other and since the D3 correction
is more computationally involving, D2 correction has been used in the rest of
simulations. Notice that, for both the DOS and the TS the rest of the calculator
block has been kept equal. In particular, GGA-PBE, with FHI pseudopotential
and DoubleZetaPolarized basis set has been used.
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Figure B.1: Comparison of the density of states. The analysis is performed
with the sensor in presence of O2 molecule, to simulate the presence of Van
Der waals interaction.

Figure B.2: Comparison of the transmission spectrum. The analysis is
performed with the sensor in presence of O2.

B.2 Mulliken population
Mulliken population studies employing different tools and basis sets are reported
here for the fullerene alone to verify the effectiveness of such analysis. Although
small variations are present in the effective amount of charge, they all agree on the
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general behavior of all the atoms.

Figure B.3: Mulliken population
analysis with GGA-BLYP functional,
PseudoDojo pseudopotential and Ul-
tra basis set settings.

Figure B.4: Mulliken population
analysis with GGA-BLYP functional,
FHI pseudopotential and DZP basis
set settings.

Figure B.5: Mulliken population
analysis with HGGA functional, Pseu-
doDojo pseudopotential and Ultra ba-
sis set settings.

Figure B.6: Mulliken population
analysis as evaluated by Slater-Koster.
The result is compatible with the oth-
ers.
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B.3 Free air additional graphs
B.3.1 Van Der Waals spheres
As mentioned in chapter 6, the external molecules have been placed in order to
ensure the overlapping of the Van Der Waals spheres of the carbon atoms related
to the fullerene with the ones of interacting species.
In figure B.7, a schematic representation of the pentagon made of carbon atoms at
the top of the fullerene (the one closer to the external species) is reported, giving
an indication of what the distances reported in tables B.1, B.2, B.3, B.4, and B.5
refer to.
Instead, in figure B.14, all the molecules usually found in atmosphere are considered
with their own Van Der Waals spheres.

Figure B.7: Schematic of the carbon
atoms pentagon.

Table B.1: Distance of Ar with respect to the carbon atoms of figure B.7.

Argon

C1
C2
C3
C4
C5

2.32 Å
2.49 Å
2.57 Å
2.59 Å
2.52 Å
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Table B.2: Distance of CO2 with respect to the carbon atoms of figure B.7.

Carbon Oxygen Oxygen

C1
C2
C3
C4
C5

2.10 Å
2.49 Å
2.82 Å
2.81 Å
2.48 Å

2.13 Å
2.91 Å
3.67 Å
3.67 Å
2.89 Å

2.69 Å
2.63 Å
2.32 Å
2.31 Å
2.62 Å

Table B.3: Distance of O2 with respect to the carbon atoms of figure B.7.

Oxygen Oxygen

C1
C2
C3
C4
C5

2.10 Å
2.19 Å
2.25 Å
2.32 Å
2.29 Å

2.86 Å
2.63 Å
2.11 Å
2.18 Å
2.71 Å

Table B.4: Distance of N2 with respect to the carbon atoms of figure B.7.

Nitrogen Nitrogen

C1
C2
C3
C4
C5

2.09 Å
2.38 Å
2.68 Å
2.73 Å
2.47 Å

2.64 Å
2.55 Å
2.27 Å
2.33 Å
2.63 Å

Table B.5: Distance of H2O (O down) relative to the carbon atoms of figure B.7.

Oxygen Hydrogen Hydrogen

C1
C2
C3
C4
C5

2.15 Å
2.31 Å
2.37 Å
2.37 Å
2.31 Å

2.30 Å
2.77 Å
3.20 Å
3.20 Å
2.77 Å

3.07 Å
3.01 Å
2.69 Å
2.68 Å
3.01 Å
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Additional free air analysis pictures

Table B.6: Distance of H2O (O up) relative to the carbon atoms of figure B.7.

Oxygen Hydrogen Hydrogen

C1
C2
C3
C4
C5

2.96 Å
3.06 Å
2.97 Å
2.97 Å
3.06 Å

2.15 Å
2.52 Å
2.84 Å
2.84 Å
2.52 Å

3.06 Å
2.88 Å
2.36 Å
2.36 Å
2.88 Å

131



Additional free air analysis pictures

Figure B.8: Sensor in the presence
of Argon (cyan sphere).

Figure B.9: Sensor in the presence
of CO2 (the red spheres are related
to oxygen atoms).

Figure B.10: Sensor in the presence
of water vapor (hydrogen in light gray,
oxygen in red). Notice that the O
atom is placed down, whereas hydro-
gen is up.

Figure B.11: Sensor in the presence
of water vapor (hydrogen in light gray,
oxygen in red). Notice that the O
atom is placed up, whereas hydrogen
is down.

Figure B.12: Sensor in the presence
of N2 (blue spheres).

Figure B.13: Sensor in the presence
of O2.

Figure B.14: Graphical representation of the Van Der waals spheres.
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Additional free air analysis pictures

B.3.2 TS and DOS
In this section additional comparisons between the various calculation tools are
reported. In particular, in figure B.15 the DOS for each molecule taken singularly
are shown, whereas in figure B.16 the same is done for the transmission spectrum.

Figure B.15: Comparison of the DOS evaluated by DFT, EHT and Slater-Koster
in the presence of external species nearby the sensor. From top left to bottom
right: Ar, CO2, H2O (O down), H2O (O up), N2, O2.
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Figure B.16: Comparison of the TS evaluated by DFT, EHT and Slater-Koster
in the presence of external species nearby the sensor. From top left to bottom
right: Ar, CO2, H2O (O down), H2O (O up), N2, O2.
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Additional free air analysis pictures

Figure B.17: Full picture of the free air DOS evaluated by DFT. Notice the peak
in the HOSO side.

Figure B.18: Comparison of the integrals of the TS as evaluated by DFT
(continued lines), Slater-Koster (starred lines) and EHT (marked lines). Notice the
increase in variation starting from 2 V.
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Additional free air analysis pictures

Table B.7: Average percentage difference between the integrals of the TS of DFT
and EHT and Slater-Koster for 6 V of applied voltage, starting from 0.04 V.

Slater-Koster EHT

Clean 9.70% 23.44%
O2 8.03% 23.87%
CO2 11.12% 24.05%
N2 14.34% 21.62%
H2O (O down) 15.57% 21.46%
H2O (O up) 8.52% 21.47%
Ar 36.90%

Figure B.19: Transmission eigenstate at 0.42 eV (zoom on the middle region of
the system).
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Additional free air analysis pictures

Figure B.20: MPSH for the HOSO state (left) and for the LUSO (right) for
the fullerene in the presence of oxygen. Notice how the transmission eigenstate
reported in figure B.19 closely resembles the HOSO level of the system.
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Appendix C

Additional pollutants
analysis information

This part of the appendix includes additional information on the configurations
involving pollutants species.

C.1 Positions of pollutants
In this section the positions at which the various pollutants have been placed for
out of equilibrium studies are provided.
As far as hydrocarbons with a high number of atoms, like C6H6, C7H8 and C8H10,
in order to provide the various distances in an understandable yet meaningful way,
only the distances of a couple of atoms are provided.
The atoms for which the distances are reported are the ones highlighted in the
figures of the various configurations, shown in C.1, C.2 and C.3.
Using the distances and the images it should be straightforward to retrieve the
same structures. Further details are given in the captions.

Table C.1: Distance of CO with respect to the carbon atoms of figure B.7, in the
case of oxygen pointing downwards.

Carbon Oxygen

C1
C2
C3
C4
C5

3.66 Å
3.77 Å
3.73 Å
3.76 Å
3.82 Å

2.13 Å
2.36 Å
2.59 Å
2.65 Å
2.46 Å
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Table C.2: Distance of CO with respect to the carbon atoms of figure B.7, in the
case of oxygen pointing upwards.

Carbon Oxygen

C1
C2
C3
C4
C5

2.13 Å
2.36 Å
2.59 Å
2.65 Å
2.46 Å

3.66 Å
3.77 Å
3.73 Å
3.76 Å
3.82 Å

Table C.3: Distance of NO with respect to the carbon atoms of figure B.7, in the
case of nitrogen pointing downwards.

Nitrogen Oxygen

C1
C2
C3
C4
C5

2.14 Å
2.41 Å
2.69 Å
2.74 Å
2.50 Å

3.33 Å
3.55 Å
3.69 Å
3.72 Å
3.61 Å
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Table C.4: Distance of NO with respect to the carbon atoms of figure B.7, in the
case of nitrogen pointing upwards.

Nitrogen Oxygen

C1
C2
C3
C4
C5

3.33 Å
3.55 Å
3.69 Å
3.72 Å
3.61 Å

2.14 Å
2.41 Å
2.69 Å
2.74 Å
2.50 Å

Table C.5: Distance of NO2 with respect to the carbon atoms of figure B.7, in
the case of nitrogen pointing upwards.

Nitrogen Oxygen Oxygen

C1
C2
C3
C4
C5

3.09 Å
3.03 Å
2.78 Å
2.83 Å
3.10 Å

2.11 Å
2.42 Å
2.73 Å
2.78 Å
2.51 Å

3.33 Å
2.95 Å
2.14 Å
2.21 Å
3.03 Å

Table C.6: Distance of NO2 with respect to the carbon atoms of figure B.7, in
the case of nitrogen pointing downwards.

Nitrogen Oxygen Oxygen

C1
C2
C3
C4
C5

2.19 Å
2.21 Å
2.17 Å
2.23 Å
2.31 Å

2.45 Å
2.85 Å
3.25 Å
3.29 Å
2.92 Å

3.32 Å
3.07 Å
2.48 Å
2.54 Å
3.14 Å

Table C.7: Distance of CH4 with respect to the carbon atoms of figure B.7.

Carbon Hydrogen Hydrogen Hydrogen Hydrogen

C1
C2
C3
C4
C5

3.24 Å
3.53 Å
3.76 Å
3.79 Å
3.58 Å

2.20 Å
2.54 Å
2.83 Å
2.83 Å
2.55 Å

3.66 Å
3.68 Å
4.07 Å
4.44 Å
4.30 Å

3.94 Å
4.09 Å
3.95 Å
3.86 Å
3.96 Å

3.59 Å
4.22 Å
4.60 Å
4.43 Å
3.93 Å
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Figure C.1: Sensor in the presence of C6H6 (zoom in the
middle region). The two highlighted atoms are the ones
which distances are provided.

Table C.8: Distance of the highlighted atoms of figure C.1 (related to C6H6) with
respect to the carbon atoms of figure B.7.

Hydrogen Carbon

C1
C2
C3
C4
C5

2.13 Å
3.00 Å
3.87 Å
3.86 Å
2.99 Å

3.01 Å
3.54 Å
4.41 Å
4.64 Å
3.97 Å

Table C.9: Distance of the highlighted atoms of figure C.2 (related to C7H8) with
respect to the carbon atoms of figure B.7.

Hydrogen Carbon

C1
C2
C3
C4
C5

2.11 Å
2.64 Å
3.10 Å
3.07 Å
2.59 Å

2.97 Å
3.21 Å
2.73 Å
3.98 Å
3.65 Å

141



Additional pollutants analysis information

Figure C.2: Sensor in the presence of C7H8 (zoom in the
middle region). The two highlighted atoms are the ones
which distances are provided.

Figure C.3: Sensor in the presence of C8H10 (zoom in
the middle region). The two highlighted atoms are the
ones which distances are provided.
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Table C.10: Distance of the highlighted atoms of figure C.3 (related to C8H10)
with respect to the carbon atoms of figure B.7.

Hydrogen Carbon

C1
C2
C3
C4
C5

2.09 Å
3.13 Å
4.01 Å
3.89 Å
2.88 Å

2.99 Å
3.75 Å
4.61 Å
4.66 Å
3.84 Å

Table C.11: Distance of PbO with respect to the carbon atoms of figure B.7, in
the case of lead pointing down. Notice that the distance of lead is bigger than the
one usually employed as its Van der Waals radius is bigger.

Lead Oxygen

C1
C2
C3
C4
C5

2.42 Å
2.72 Å
2.94 Å
2.94 Å
2.74 Å

4.78 Å
4.93 Å
4.87 Å
4.87 Å
4.92 Å

Table C.12: Distance of PbO with respect to the carbon atoms of figure B.7, in
the case of lead pointing up.

Lead Oxygen

C1
C2
C3
C4
C5

4.52 Å
4.66 Å
4.58 Å
4.57 Å
4.65 Å

2.17 Å
2.46 Å
2.67 Å
3.67 Å
2.46 Å
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Table C.13: Distance of PbSO4 with respect to the carbon atoms of figure B.7,
in the case of lead pointing down.

Lead Sulfur

C1
C2
C3
C4
C5

2.93 Å
3.07 Å
2.74 Å
2.48 Å
2.70 Å

5.83 Å
5.43 Å
5.63 Å
6.32 Å
6.50 Å

Table C.14: Distance of PbSO4 with respect to the carbon atoms of figure B.7,
in the case of lead pointing upwards.

Lead Sulfur Oxygen

C1
C2
C3
C4
C5

6.76 Å
7.10 Å
7.93 Å
8.30 Å
7,73 Å

3.48 Å
3.83 Å
4.17 Å
4.22 Å
3.92 Å

2.17 Å
2.45 Å
2.70 Å
2.74 Å
2.51 Å

Figure C.4: Current variation for the C60 sensor in the presence of hydrocarbons
(methane and butane)
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