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Chapter 1

Introduction

As far as it is concerned, fresh groundwater has always been the primary
source of the residential consumption, and in some degrees the feed for indus-
trial activities as well. However, the over-consumption of the natural water
resources for the industrial purpose has threatened the environment due to
the release of harmful industrial by-products. During the recent decades, the
industrial solvents1 have been considered as a serious source of the ground-
water pollution. Their low natural attenuation, i.e persistence in the natural
environment, and toxicity brought a serious concern to the recovery of pol-
luted sites. The synthetic hydrocarbons such as Trichloroethylene (TCE),
Tetrachloroethylene (PCE) are the most detected Dense Non-Aqueous Phase
Liquid (DNAPLs) that consequent environmental issues occurs when spilled
into the fresh groundwater aquifer. Due to their high volatility and the
carcinogenic impact of the inhaling or direct exposure, the remediation of
the polluted sites requires great deal of effort. Indeed, reaching to an ac-
ceptable concentration of the aforementioned substances is essential for the
regional water quality report. Corresponding to the Italian’s law, the risk
threshold concentration(CSC) for TCE and PCE are reported respectively
1.5µg/L and 1.1µg/L for residential site [8]. Note that the given concen-
trations for the residential site are taking into account the conservative ap-
proach. Furthermore, the spill of such substances into the aquifer results
in the partitioning of the contaminant within different phases of the porous
system. Basically, the formation of non aqueous phase as a separated phase
in the aquifer is more likely to happen. Consequently, the migration path

1Chlorinated Hydrocarbon by products.
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of the spill is required to be detected. However, the presence of irregularity
in heterogeneous subsurface leads to the formation of the preferential path-
ways. Thus, it is required to understand the site hydrogeological features
and the physico-chemical mechanisms of the hydraulic system. Normally,
the dynamic spreading behavior of the DNAPL spill is modelled based on
the computation fluid dynamics(CFD) principle. Several well survey, field
observation and well logging tool should be necessarily carried out for the
proper characterization of the polluted site. Importantly, the calibration of
the natural flow system necessitates the better understanding of the hydro-
geological parameters.
Once contaminant is present in the aquifer system, the multiphase controlling
parameters are key to be calibrated before running the desired model. The-
oretically, the higher density of the DNAPLs predicts the downward move-
ment of the substances and creating of pools in the aquifer bed. Consider
that the NAPL phase behaves as secondary source for generation of the
dissolved phase into the aquifer. Consequently, the generation of dissolved
contaminants within the aqueous phase continues until the removal of the
NAPL phase takes place. Ultimately, the quantification of the relevant vol-
ume which is contaminated by NAPL phase or dissolve phase are presumed
essential when it comes to the remediation of the polluted site.
Altogether, this study has first described the site characterization criteria and
the theoretical background behind the physicochemical processes governing
the multiphase flow dynamic in porous system. Afterward, the procedure for
modelling of the DNAPL spill problem has been elaborated by segregation
of the problem into several simulation phases to incorporate the proper mod-
elling of the scenario. Through the sensitivity section, modelling scenarios
has discussed the spatio-temporal evolution of the spill in shallow under-
ground aquifers under different hydrogeological setups and anthropogenic
parameters. The previous studies have targeted the influence of the ground-
water velocity on the spill spreading behaviour [7]. Followingly, this study
has examined the sensitivity of three parameters: Ground water velocity,
Spill time, and Different chemical solvent.
Afterwards, the reported results are applied for the design of pump and treat
field on two reference scenarios with the aim of embedding the real spill in-
cident in the simulation study. Correspondingly, two most probable spill
incident of pipe leakage and tanker spill are studied. Importantly, the po-
sition of the generated NAPL pool in the bottom of the aquifer is key tool
to find the best position for the pumping well. Therefore, the topography
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of the aquifer bed has been extracted via Sketch up design tool. Note that
several data inspection processes are carried out to demonstrated the capa-
bility of the software in quantification of relevant parameters. Supposedly,
the introduced parameters are to enlighten new aspects of multiphase flow
dynamic behavior. The data processing is carried out by Python with the
aim of data extraction and applied data sorting approach. The procedure
has been employed to quantify the volume of the aquifer which is occupied
by either dissolved phase or NAPL phase,. Through that, the result has been
reported to show the versatility of the implemented software for the purpose
of NAPL spill modelling.
The simulation study has shown certain level of reliability to predict the spill
dynamic behavior under different hydro-geological setup and the applied re-
mediation technology, i.e Pump and Treat technique. The modelling of the
system has been carried out with Petrasim software, based on TOUGH-code
family [19].
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Chapter 2

Theoretical Background

2.1 Aquifer Hydrogeological Scheme

The fundamental role of the underground freshwater in the daily life of hu-
man beings has always been noticed. However, the industrial pollution into
the groundwater system has resulted in a global health concern and conse-
quently a drastic shortage of natural water resources. Therefore, the geology
science has been considered as a first hand tool which contributes to the
understanding of the underground water system. In the following sections
the hydrogeological features of the system has been detailed. Afterward, the
contamination physico-chemical interactions with the subsurface is explained
based on the phase partitioning phenomena. At the end, the mathematical
formulation of the phenomena governing the flow dynamic in the aquifer sys-
tem is summarized for better understanding of the code implemented by the
software.

2.1.1 Principles of Hydrogeology

The geology science has enlighten the basic principles of the hydraulic cy-
cle within the saturated subsurface layers. Consequently, The interrelation
of underground water with the surface water has also been considered as a
helpful tool to enrich the understanding of underground flow oscillations, i.e
charges and discharges. Although the hydrologist may focus more on the
characterization of the aquifer system than dealing with the water budget of
the system. Indeed, dealing with the relevant factors such as hydraulic con-
ductivity, boundaries, matrix structure and the lithology of the sub-surfaces
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2.1. AQUIFER HYDROGEOLOGICAL SCHEME

are of their interest. However, It is ascertained that the geological history
of the site has key role in the primary and secondary formation of the Hy-
drogeological setup. For instance, the formation texture controls the phyico-
chemical potential of the formation. Additionally, the reactivity of the soil
materials with the contaminants is controlled by ion exchange capacity of
the soil particles.
Meanwhile, for the scope of study, the evaluation of the runoff amount, i.e
interchange between surface stream and groundwater flow, has been listed
below [6]:

1. Groundwater runoff.

2. Surface runoff.

3. Regional groundwater recharge rates.

4. Determination of areas of relatively high permeability or water-yielding
characteristics.

5. Determination of background concentration of the groundwater quality.

6. Estimation of evapotranspiration.

7. Determination of the percentage of precipitation that is evaportran-
spired, becomes groundwater runoff, or becomes surface-water runoff.

Taking into account the different approaches, quantification of the run off
amount has been studied either locally or regionally [6]. Practically speak-
ing. the data survey is essential to be addressed in either small or large scale
domain.
In order to compare the annual recharge and discharge of the groundwater
stream, the hydro-graph data is required to be applied [3]. In fact, the head
variation due to the seasonal change is of importance when it comes to the
regional study of the field. However, the examination of topography and
geology of the field are crucial in the run off amount.
Furthermore, the application of depletion curve enlightens the aquifer hy-
draulic potential and characteristics of the groundwater reservoir, although
the target of this study has assumed a confining shallow aquifer. In this case,
the potentiometric surfaces, i.e imaginary head value where a given reservoir
will equalize out to, is applied. Introducing a suitable set of hydrogeological
parameters is essential for the proper modelling of water system [3].

5



2.1. AQUIFER HYDROGEOLOGICAL SCHEME

2.1.2 Site Characterization

Basically, the remediation of underground water system are consequence of
a failed project. Therefore, a feasible trade-off between time and cost has
always been considered before initiating any remediation technique [13]. Ac-
cordingly, the background knowledge of the site is a valuable tool for the
primary assessment of the risk and hazard index. The work flow for imple-
menting the remediation technique to a polluted site undoubtedly urges the
calibration of the hydro-geological parameters. Note that the site character-
ization has significant contribution to time and cost of the operation.
In fact, The most reliable method for the hydrodynamic characterization is
well survey [5]. Basically, the external perturbation, i.e. change in pressure
of the pump, provides practical data from the subsurface hydraulic frame.
The measured parameter is the change in water level, i.e. drawdown(s), in
the well which is caused because of the cone depression around the well bore
area. The data observation can be either in the same well or other monitoring
wells [11]. Even though well testing provides a great deal of accuracy for the
system parameters, other techniques such as lab measurement or empirical
correlation can be replaced when it comes to the cost of the operations.
Technically, the hydrodynamic characterization of the site provides following
information

1. The hydraulic typology of the aquifer, which is obtained by the well
data [11]. Whether the aquifer is confined, semi-confined or uncon-
fined. The procedure is to analyse the drawdown value during the time
evolution of the pressure perturbation.

2. The hydrodynamic parameters such as porosity, and hydraulic conduc-
tivity of the porous media which are controlled by the stratigraphy
of the saturated layer and particle size distribution of the soil grains.
In addition, the storativity of the confined aquifer is related to the
compressibilty of the water and porous matrix. Generally, the incom-
pressibile fluid is assumed for the purpose water system modelling [12].
Meanwhile, the expansion and compaction of the system has been em-
bedded into modelling by means of suitable factors [19].
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2.2. GROUNDWATER CONTAMINATION

2.2 Groundwater Contamination

The quality of the water while having its hydrologic cycle alters. The nat-
ural and anthropogenic changes in the water composition is needed to be
addressed to satisfy the residential or industrial standard of the water qual-
ity. Unfortunately, many of the industrial wastes has been disposed in the
fresh water underground cycle and subsequent increase in the toxicity index
of the water has been observed .
The chlorinated solvents are the most detected industrial wastes which are
found nearly within all the industrial sites. These extremely toxic chemical
compounds are synthetic hydrocarbons, in which the Chloride is bonded to
the Carbon atom. Therefore, the persistence of the substance in the envi-
ronment is relatively high. In other words, the natural attenuation of the
substance is low. Following the half-life time principle, e-folding time for
these substances are considered 10 up to 20 years [21]. It is better to remind
that, due to the absence of the air below the water table, the natural attenu-
ation of the substance by microorganisms can not properly take place. Thus,
following the Italian environmental law, a pragmatic approach is required to
decrease the concentration of the mentioned substances to the order of µg/L.
First of all, the physico-chemical properties of the substances are required
to be addressed. For that, several data survey has been carried out to fore-
cast the spreading mechanisms of the pollution within the aquifer system.
In term of the chemical properties, the chlorinated solvents are hydrophobic
substances, therefore their solubility in the water is quite low. Despite their
low solubility, even small fraction of the mentioned substance in the aqueous
phase give rise to serious health problems.
Evaluating the kinematic parameters of the contaminants, their density is
higher respect to water. Consequently, the downward movement of the sub-
stances in the aquifer system is expected. Moreover, generation of the NAPL
pool along the bed is likely to happen when excessive amount of the substance
distributed in the medium. Better to keep in mind that the artificial pumping
of water in the residential sites leads to preferential flow pathways as result
of the produced depression cone around the pumping well [15].
There are four major controls which are introduced to the shallow groundwa-
ter contamination [6]. As it is discussed earlier, the first control parameter is
the physical and chemical features of the earth materials, see Section (2.1.2).
The second major control factor is the natural processes that take place
either by fluid-rock interaction or fluid-fluid interaction. the aim of the nat-
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2.2. GROUNDWATER CONTAMINATION

ural processes are to recover the equilibrium of the natural potential of the
environment. The following processes are most probable to happen in the
subsurface by means of removing or degrading the pollution [22]:

1. Filtration. In response to the contamination spill, the porous matrix
acts as resistant to the spread of the pollution by trapping the sub-
stances in inter-granular spaces available for the flow. Additionally,
the capillary pressure is considered as a controlling parameter on the
dynamic behavior of the spill in the water saturated domain.

2. Sorption. Certain amount of the pollution phase physically or chemi-
cally reacts with the solid grains, which results in the sorption process.
Hence, the fluid-rock interaction should be quantified by assuming a
suitable isotherm. Note that the proper choice of isotherm takes into
account the type of contamination whether it is organic or non-organic
compound. Generally, for the organic pollution, the linear isotherm is
a reliable tool to model the sorption phenomana.

3. Ion-Exchange. The soil has been usually assumed to be negatively
charged due to the structural body and the elements which are pre-
sented in the soil. The valence number of the elements determines the
strength of the cation exchange capacity(CEC), i.e soil ion-exchange
potential. However, the ion-exchange takes place with a relativity slow
process. For that reason, the contact time of the fluid and rock soil
is of importance to be considered when it comes to the remediation of
the polluted soil.

4. Dispersion. Following the Fickian’s Law, the kinematic dispersion
causes molecular diffusion and velocity gradients. The front of the
dispersion wave is function of the water saturation [6],

5. Aerobic or Anaerobic degradation. The air presence in the su-
perficial soil significantly contributes to the aerobic degradation of the
contaminants. Note that the nutritional need of the microorganisms
should be satisfied for a reliable degradation process. Practically, the
reaction occurring in the subsurface is redox reaction [12]. therefore,
the redox potential of the system is required to be evaluated. the
less redox potential environment tends to degrade the substances by
employing different elements such as Fe(II) or Fe(III) , specially at deep
subsurface layers, providing anaerobic degradation processes, due to the lack
of air [23].

8



2.2. GROUNDWATER CONTAMINATION

The third factor is how the spill has been introduced to the hydraulic flow
system. Indeed, the way in which the spill penetrated or passed through,
generates different spill scenarios. For instance, the contaminant may flow
through aquifer directly, or through inter-aquifer leakage, amount of spill in
the span of time and etc [1]. Lastly, to a large extent, the aquifer framework
determines the flow dynamic and spill distribution.
For that reason, the previous studies has shown strong influence of the
groundwater velocity in the distribution of the NAPL phase within the
aquifer system. Likewise, this study not only targets the water velocity,
but also examines the effect of the hydrogeologic and anthropogenic param-
eters in the dissolution and distribution of NAPL phase. In the Section (3.3)
the details of the scenarios has been elaborated.

2.2.1 Phase Partitioning

The contaminant phase tends to reach to the equilibrium by distribution
through other phase existed in the aquifer system, i.e water and solid ma-
trix. Generally, in some shallow aquifers the presence of the air has been
confirmed as well. the contaminant may dissolve either in the water or in the
air. Likewise, it may adsorpted by the soil grains. if a noticeable amount of
pollution introduced to the aquifer system, then the presence of non aqueous
phase would be expected. In this case, the removal NAPL is the first step,
since it produces continuous dissolved phase in the water.
Presence of multiphase within the porous system brings the application of
capillary pressure and the relative permeability of the phases. Studies shows
that pressure difference within the phases can be formulated based on the
difference in the saturation values of them [16]. In fact the capillary pres-
sure becomes significant when there is huge difference between the saturation
values of the phases. Therefore, it is required to be properly modeled. More-
over, the introduction of multiphase flow to the porous system decrease the
available flow section for the phases. In order to address that, the previous
experimental studies have related the relative permeability of the phases to
their saturation. These two parameters build the basic of multiphase flow
in porous system. Thus, understanding the dynamic behavior of the system
requires proper assumptions to build an efficient model.
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2.3. MATHEMATICAL MODEL

Figure 2.1. NAPL phase partitioning at equilibrium

The figure (2.1) presents the possible pollution phases existing in the aquifer
system. Since the study targets the volatile organic compounds, the volatil-
ity of the NAPL phase is of importance to be properly modeled [20], which
is addressed by suitable equation of states (EOS). Taking into account that,
the vapor pressure of the component is a key parameter to determine the
solubility into the air and water at equilibrium. The difference in the physi-
cal properties and structures of the components, i.e. water and contaminant,
necessitated the application of Henry’s law. Basically, at a given vapor pres-
sure, the concentration of the components in the liquid phase is assumed
constant [5].
Better to note that, the phenomena occurring in the aquifer-NAPL multi-
phase system is not limited to physico-chemical processes. the natural degra-
dation mechanism is another control factor which is describing the fate of the
pollutant distributed into the aquifer. In the next section, the mathematical
modelling of the system has been detailed including all physically, chemically,
and naturally phenomena governing the system dynamic behavior.

2.3 Mathematical Model

Petrasim implements the TMVOC numerical simulator to perform three-
phase non-isothermal flows of multicomponent hydrocarbon mixtures in sat-
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2.3. MATHEMATICAL MODEL

urated heterogeneous media. The broad application of the simulator is to
analyze the fate and transport of non-aqueous phase liquids (NAPLs) in the
vadose zone as well as below the water table [19].
the software incorporates the different thermodynamic conditions, advective-
diffusive flow behavior, phase-partitioning, and sorptive processes. The nat-
ural attenuation of the substances has been modeled by the simple half-life
time principle. In the TMVOC formulation, the multi phase system is as-
sumed to be composed of water, non-condensible gases (NCGs), and water-
soluble volatile organic chemicals (VOCs). In the most of the cases, air will
be present as the single NCG within the aquifer system. The volitle organic
compounds (VOCs) in this case has been selected TCE an PCE as common
industrial solvents which are found near almost all the chemical industries.
It is ascertained that the NAPL migration is governed by the density, vis-
cosity, its quantity and the rate of release [1]. The mentioned simulator has
embedded flow of all three fluid phases in response to viscous, gravity, as well
as capillary forces. It is employed to model the transport phenomena in one,
two, or three space dimensions with arbitrary geometry. The compositional
characteristic of the simulator has facilitated the thermodynamic variation of
components within the system. The partitioning of a component among the
phases is calculated from the assumption of local equilibrium. Moreover, the
various mass transfer mechanisms including evaporation and condensation
of NAPL components and water, dissolution of NAPL into the water phase,
and Henry’s law partitioning of chemical components between the water and
gas phases has been taken into account. The solid-liquid interaction, i.e.
adsorption of contaminant has been included as well. Additionally, the heat
exchange criteria is also accounted for [1].
The flow module of TOUGH-code family is written based on the general mass
balance equation of an arbitrary number of components distributed among
any number of phases. The thermophysical properties of the phases, e.g.
density, viscosity, enthalpy, and mole fractions have been considered as the
required input parameters to calculate the flux and the accumulation terms
[18]. The mathematical formulation of the physicochemcial mechanisms gov-
erning the natural environment has been elaborated by the following section.

2.3.1 Main Assumptions

In order to characterize the aquifer system, the following assumptions have
been made to develop the code functionality [1]:

11



2.3. MATHEMATICAL MODEL

• Darcy flow has been considered to describe multiphase flow in the
porous media.

• Local chemical and thermal equilibrium has been assumed for the sim-
plicity of the thermodynamic variation within the system.

• For the molecular diffusion, constant diffusion coefficient has been ap-
plied.

• Linear adsorption isotherm characterizes the rock and fluid interac-
tions.

• The energy variation due to the acceleration and viscous dissipation is
overlooked.

2.3.2 Governing Equations

The multicomponent fluid flow equation has been described by the conser-
vation of mass, Darcy’s law, and conservation of thermal energy, taking into
account non-isothermal condition:

∂

∂t

[
(1− φ)%rwir

Mi

+ φ
∑

β=w,o,g

Sβρβxiβ

]
= −∇.F + qi (2.1)

Where the subscriptions w, o, g describe the three phases within the flow
system, φ represents the effective porosity, i.e excluding the dead-end flow
paths and isolated void space within the rock matrix (2.12); F is the molar
flux, the sink or source term has been quantified by term qi, %r is the density
of the matrix, wir is the adsorbed mass of component i per unit mass of
rock grain, Mi is the molecular weight of the component i; Sβ indicate the
saturation of the relevant phase in the system, ρβ is the phase molar density
and xiβ is the mole fraction of component in phase β.
As is shown in (2.1), the hydrodynamic dispersion has not been included in
the formulation, i.e Fickian low [1].
The molar flux term, Fi, has been developed by Darcy law of multiphase
fluid flow in porous media:

Fi = −
∑

β=w,g,o

[
xiβρβ

Kkrβ
µβ

.(∇Pβ − %βg) + φSβτβρβDiβ.∇xiβ

]
(2.2)
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2.3. MATHEMATICAL MODEL

Where K is the intrinsic permeability which is controlled by the particle size
distribution of the inter-granular space[18]; krβ is the relative permeability
of phase controlled by the saturation profile and residual saturation for the
phases (2.6). The residual saturation indicates the threshold residual amount
of the phase which it can keep the continuous pressure gradient along the
flow path. µβ is the viscosity of the phase, τβ represents the tortuosity of
the porous system, i.e complexity of the flow paths within the medium. Diβ

is the diffusion coefficient tensor of component i in phase β, which has been
applied as a constant value for the simulation purpose.
Substituting the Eq (2.1) and (2.2), the thermal energy transfer has been
described by

∂

∂t

[
(1− φ)%rCPrT + φ

∑
β=w,g,o

SβρβUβ

]

= ∇.

[ ∑
β=w,g,o

Hβρβ
Kkrβ
µβ

.(∇Pβ − %βg) + λ.∇T

]
+ qheat (2.3)

As it is shown, the equation controls the conduction and convection parame-
ters, where T is the temperature, CPr is the rock grain specific heat capacity
which in the simulation has been considered same as the wet rock; U presents
the molar internal energy of phases, λ is the effective thermal conductivity
tensor of the porous system, Hβ is the molar enthalpy of the phases present
within the aquifer system, and qheat as a source or sink term, takes into ac-
count the heat generation flux per unit of porous volume. Notice that the
diffusive heat flux has been neglected.
The auxiliary equations which are required to characterize the system have
been provided with the interrelation parameters that govern the dynamic
behavior of the system [1]:

1. Phase saturation has to reach to the unit value:∑
β=w,o,g

Sβ = 1 (2.4)

2. Mole fraction of the components in each phase sums to unity:

N∑
i=1

xiβ = 1 β = w, o, g (2.5)
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3. Relative permeability of the phases is function of the saturation:

krβ = krβ(Sw, Sg, So) β = w, g, o (2.6)

For the simulation of NAPL spill, in this study, nonlinear Stone’s three-
phase model has been recommended by the author for the multi-phase
flow in the groundwater system system [22].

4. Capillary pressure has been employed as function of the saturation
profile hence:

Pcow = Po − Pw, Pcow = Pcow(So, Sg, Sw) (2.7)

Meanwhile the Parker experimental setup has given more accuracy to
forecast the pressure variation within the phases [16].

5. Adsorption phenomena has been applied as linear isotherm with a con-
stant coefficient KD:

wir/wiw = KD(T ) (2.8)

Where the KD constant is function of Total Organic Compound (TOC)
of the soil and octane-water partitioning coefficient[10], Koc:

KD = focKoc (2.9)

6. phase densities, internal energies, enthalpies and viscosities are function
of temperate, pressure, and phase composition[1]:

ρj = ρj(P, T, x1j, ..., xNj), j = 1, 2, 3 (2.10)

7. Assuming the equilibrium of all chemical components partition phase
among all the phases:

xiw
xig

= Kiwg(P, T, xiw, xig), Kiog =
Kiwg

Kiwo

(2.11)

The porosity of the porous media is assumed variable due to pressure
and temperature oscillation:

φeff (P, T ) = φeff (Pint, Tint)[1 + εP (P −Pint) + εT (T −Tint)] (2.12)
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In which the subscript int indicates the initial condition of the ther-
modynamic parameters, applying the concept of expansivity and com-
pressibility of the pore [19], to account for the expansion and com-
paction of the system, i.e Hysteresis effect. Thus, ”no Stress” criteria,
i.e overlooking the subsidence of the formation, is introduced to the
system.

8. λ in the heat exchange formula has been assumed as function of phase
saturation within the System. However, in this study the Heat ex-
change has minor importance in the dynamic of the NAPL spill into
the aquifer media:

λ(Sw, So, Sg) = (1− φ)λ+ φSlIλw (2.13)

Where I is the identity tensor; Sl presents the total saturation of the
liquid phase. The previous studies has shown that the gas saturation
within the system has negligible effect on the thermal conductivity of
the rock matrix [17].

9. Tortuosity of the gas flow has been functioned based on porosity and
gas saturation:

τg(φ, Sg) = φ1/3S7/3
g (2.14)

Accordingly, the simulator has embedded that as an input parameter
to adjust the suitable value for the complexity flow through the inter-
connected pores [14].

2.3.3 Thermophysical Properties

Thermodynamic variation of system has been modeled based on the cubic
equation of state (EOS). In order to have a wide range of pressure and tem-
perature condition accessible in the data base, the below simplifications has
been listed:

1. Gas phase. The gas phase includes a broad spectrum of hydrocarbon
chains, and consequently raises the complexity to deal with the mixture
gas phase. However, for the further simplification, several experimental
equations has been applied to reasonably decrease the complexity of
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the phase thermodynamics. The applied equation for describing the
thermodynamic behaviour of the gas mixture is Saove and Redlich and
Kwong equation of State(EOS):

Z3 − Z2 + (A∗ −B∗ − (B∗)2)Z − A∗B∗ = 0 (2.15)

Where A∗ and B∗ has been implemented by the justified experimental
results for the gas phase which is the mixture of two or more chemical
components [20].
As soon as the compressiblity factor, Zg, for the gas mixture is known,
the density of the phase will be an input parameter for the fluid flow
analysis. Moreover, the enthalpy of the gas phase has been comprised
of two parts: enthalpy of water vapor within the gas mixture, and
enthalpy of air-hydrocarbon fraction of the gas, which the software
aligned with that [19].
The viscosity of the gas mixture is modeled using the Analytical method
of Wilke, as function of temperature, pressure, and composition:

µg =
N∑
i=1

xigµi∑N
j=1 xjgΦij

(2.16)

In which the simulator evaluates the both components as a single psue-
docomponent, and brings out a desirable output.

2. Oil Phase. Considering the NAPL phase as slightly compressible fluid,
the phase density is function of temperature and the composition. The
enthalpy of the liquid phase whether vaporization or condensation has
been formulated and embedded in the simulator. Importantly, in the
non-isothermal condition, it plays a significant role in phase partition-
ing phenomena. Afterwards, the vapor pressure of the phase has been
calculated by Wagner equation [20]:

Pvap = Pc exp[a(1− Tr) + b(1− Tr)1.5 + c(1− Tr)3+

d(1− Tr)6/Tr]
(2.17)

Where the output value is function of critical temperature, Tr, assigned
for the hydrocarbon mixture in the liquid phase. On the other hand,
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in most cases the accuracy required for the vapor pressure value is
satisfied with Antoine correlation:

lnPvap = A− B

T + C
(2.18)

Where A, B, C are empirical values which listed over hundreds of com-
ponents[20]. The viscosity has been presumed as function of tempera-
ture with the following equation:

lnµ = A
′
+
B

′

T
+ C

′
T +D

′
T 2 (2.19)

Which is obtained from the experimental setup carried out for several
organic compounds [24].

3. Water Phase. The water thermodynamic condition has been assumed
independent of the dissolved NAPL phase, due to the low solubility in
water. Consequently, the water physical properties are only presumed
to be function of temperature and pressure.

2.3.4 Phase Equilibria

To satisfy chemical equilibrium criteria, the chemical potentioal of the each
component should be equal in all phase, which simply saying that the effective
pressure, fugacityf , is required to be equal.

fiw = fio fiw = fig fio = fig (2.20)

Where fiw indicate the fugacity of component i in water phase. In addition,
the fugacity of componet i in liquid phase is related to the mole fraction of i
in that phase following the fugacity equation:

fiw = xiwγiwfi
R fio = xioγiofi

R (2.21)

Where γio and γiw are the fugacity coefficients of i in the water and oil
phases, respectively fi

R is the reference fugacity of the pure liquid i at the
temperature of the system [1].
In order to calculate the phase equilibria, the following assumption has been
made:
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1. Unity value has been assumed for the fugacity coefficientγ, i.e an ideal
mixture of NAPL.

2. In the ideal gas mixture, the partial pressure of a component is equal
to the fugacity.

(a)Water-oil equilibrium. Considering (2.20), (2.21) and γio = 1, achiev-
ing to:

xio = xiwγiw (2.22)

The constant fugacity coefficient has been assigned due to the low solubil-
ity, i.e low solute-solute interactions. Therefore, the fugacity coefficient can
be simply calculated as inverse of the mole fraction in water at the solubil-
ity limit γiw

sol. Solubility of the compound is present following the below
equation [1]:

xiw = a+ bT + cT 2 + dT 3, (2.23)

Where a, b, c, d has been obtained by fitting the experimental data.

(b)Water-gas equilibrium. Using equation 2.20 and taking into account
the first simplification, i.e γ = 1:

Pi = (Pvap,i/x
sol
iw )xiw (2.24)

Where Pi is the partial pressure of the component i. the formulation model
basically is elaborated by Henry’s law, in which the Pvap,i/x

sol
iw is equal to

Henry’s constant. Therefore the equilibrium constant between the phase is
calculable:

Kiwg =
xsoliw
Pvap,i

P (2.25)

(c)Oil-gas equilibrium. Kiog can be calculated as Kiwg, and kiwo are known
due to the equation (2.11).

2.4 Numerical Paradigm

2.4.1 Space and Time Discretization

The numerical algorithm used to handle the space and time intervals is IFDM
method, i.e Infinite finite difference method. Therefore, the modeler is able to
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introduce an arbitrary shaped polyhedrons by means of connecting the nodal
points. This advantage of the mentioned method enhances the feasibility of
the properly performing numerical simulation within an arbitrary domain.
The spatial and time variation of the system can be robustly calculated
through the IFDM method of dicretization. Respectively, the IFDM form of
the mass conservation equation has been discretized over an arbitrary finite
flow domain of l with volume of Vl. Applying the divergence theorem to (2.1)
and (2.3):∫

V l

∂

∂t

[
(1− φ)%rwir

Mi

+ φ
∑

β=w,o,g

Sβρβxiβ

]
dV =

∫
Γl

~n.FidA+

∫
Vl

qidV (2.26)

Where Fi, molar flux, has been given following the multi phase Darcy’s law
and diffusive term (2.2); Γl is the bounding surface of l, and n is the outward
unit normal vector [1].
The source or sink term represents the net rate(moles per unit time) at which
the component i leaves the volume element l, integrating the flow vector by
the shared surface between element l and m, see figure (2.2). Since the ”no
stress” criteria, i.e no compaction, has been applied for the groundwater
system, the integral and derivative terms can be interchanged (2.26). No
change in the volume of domain has been assumed. Approximating the time
derivative with the first order finite difference, the numerical characterization
has been distributed within the entire domain.

Figure 2.2. Center-to-center distance and interface between grid block I and its
neighbor m.

Moreover, the simulator calculate the mass conservation for each time step,
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and thus the negative value for the mole fraction of each element has reset to
zero value then continues the iteration to reach to the convergence solution
[1].
It is of importance to mention that the simulator applies upstream weighting
for computation of the interface parameters.In other words, the value for the
parameters has chosen based on the flow direction, parallel to the hydraulic
gradient. In fact, the upstream weighting is to avoid convergence of the
problem to nonphysical solutions [4]. For instance, in the water phase the
upstream weighting is defined as:

(
krw
µw

)lm = (krw/µw)l (2.27)

Simply means that the simulator presumes the upstream mobility value for
the calculation in the given time interval.
The mass balance of component i has been elaborated for a discretized sys-
tem, as well as the energy equation. However, for the isothermal system, the
energy balance will be omitted, thus it is expected to have less computation
time and more available memory [6].

2.4.2 Primary variable and Variable substitution

Due to the Gibb’s Law the degree of freedom for the system with N compo-
nent is F = N + 2−NPH. However, the equation has been considered only
for intensive properties[1]. Therefore, the latter information to determine the
relative amount of each phase has been obtained from the saturation values
which NPH − 1 of these saturations are independent. The total number of
freedom for the system turns to be F

′
= N + 2−NPH+NPH−1 = N + 1.

As it is demonstrated by the equation, the degree of freedom of the system
is independent of the number of existing phases.
The N + 1 value is chosen as the primary variables, and based on number of
existing phases within the grid block the unknown parameters is calculated.
Note that the choice of the primary variable is not arbitrary and the number
of phases in the grid block determines the set of variables to be chosen as
primary variables [1].
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2.4.3 Two and Three-Phase Capillary Pressures

Since in the multi phase system which is considered, i.e NAPL spill, the oil
saturation is low, thus the capillary pressure would be low as well and can
be neglected. But when it comes to the drying of the two or three-phase
system, the capillary pressure will be fixed in the value corresponding to the
irreducible liquid saturation.
The assumption is in a good agreement regardless of pressure gradient. Even
though the liquid will be immobile in its irreducible saturation, the liquid
droplets can evaporate [1].

2.4.4 Newton-Raphson Iteration

Generally, the system defined with the equation (2.26) has been solved by the
iteration process. TMVOC uses the concept of the residual-based Newton-
Raphson technique. Practically, the residual term refers to the amount in
which the equation (2.26) fails to conserve the mass and energy defined for
each chemical compound and thermal energy in each grid block [1]. The
system residual vector has been elaborated by the following equation:

R(X) = 0 (2.28)

Where both R and X are respectively the residual vector and primary vari-
able unknowns [1]; Taylor series expansion around the assumed solution Xk

is elaborated. k presents the iteration level. The linearized matrix equation
will be[

∂R(X)

∂X

]k
(Xk+1 −Xk) = −R(Xk) (2.29)

The equation includes a linear system of NE(N + 1) equations to be solved
for each iteration. Note that NE represents the number of volume elements
within the domain, and the term N + 1 is the set of primary variables for
each grid block.
The purpose has been to reach to a convergent solution as soon as the the
normalized residual of the every component is smaller than the convergence
value set for the iteration run. Consider that the residual value of the com-
ponent has obtained dividing the residual value to the the component value
in the grid block at the beginning of each time step[1]. In addition, the time
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step size has been set manually following the target of simulation in order
to observe time evolution of the phenomena occurring in the ground water
system. But when the convergence reaches before the maximum number of
iteration, the size of the next time step will be doubled. It is a justified con-
trol command to better observe the variation of system dynamic behavior.
However, when the convergence fails to reach within the inserted maximum
number of iteration, the simulator reduces the time step size [18].

2.4.5 Boundary and initial conditions

The 3D boundary conditions basically have two wide categories: Dirichlet
and Neumann boundary condition. Needless to say, there is Cauchy criteria
which combines the two major types of the boundary criteria [3]. It enables
the system to introduce a leakage term for semi-confined aquifer bed. How-
ever, in this case study, the two basic types satisfy the need for simulating
the steady state regime and hydro-static pressure within the domain [19].
Specifically, the ”no flux” boundary condition has been introduced as a com-
mon Nuemann boundary condition which presents a typical confining bed
throughout the lateral boundaries of the system [7]. To introduce the Dirich-
let constant head boundary, the software provides the feasibility to keep the
thermodynamic condition fixed for the boundary grid block, i.e fixed state
cell. However, introducing a significant volume for the boundary cells is rec-
ommended to ascertain the constant thermodynamic parameters of the grid
block [19]. Assuming inactive grid block is equal to excluding mass and en-
ergy balance for that cell, hence no unknown primary variable is included in
the solution equation.
However, the primary values of the inactive grid blocks, i.e fixed state cell,
has been used to calculate the flux term for the active adjacent cells within
the domain [1].
Furthermore, the initial condition simply means the assignment of N + 1
primary variables to the meshed system. It is accomplished by defining the
number of phase. Afterwards, the saturation values and thermodynamic
state has been employed.
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2.4.6 Appearance and Disappearance of Phases

The software recognizes the appearing and disappearing of a phase with
checking the thermodynamic compatibility for each grid block, by means of
calculating the primary variables after each iteration level.
Note that the appearing of a phase is much of effort to recognize, likewise
applying new state for the grid blocks. The software includes the probable
present of NAPL criterion to check the all mole fraction using the equilibrium
constants and mole fraction of the components. Applying the ”would be”
NAPL criteria, the software is able to robust the performance of simulation.
Mathematically speaking, the criteria∑

i

xiw/Kiwo ≥ 1 (2.30)

is applied to check the evolution of the NAPL phase within the block that
only was comprised of single phase [1].
Another problematic scenario is the re-initialization of the primary variables,
which is essential to be addressed.
For instance, after the phase evolution of a given component into a grid block,
i.e NAPL spill, the primary variables could be drastically different. There-
fore, it is an absolute required to properly examine and check the validation
of primary variables for the next iteration level. To do so, the similar concept
of flash calculation has been adopted to enhance the computation speed and
decrease the discrepancy of the simulation. A flash calculation involves si-
multaneous solution of the material balance as well as the phase equilibrium
relations [1]. As a result, the composition of each thermodynamically stable
phase and the overall mole fractions are calculated with the Newton-Raphson
method [1].
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Chapter 3

Modelling approach

Taking into account the mathematical equations that have detailed in the
previous chapter, DNAPL spill in saturated zone has been modelled. The
spill problem is comprise of two run segments for the purpose of the sensi-
tivity analysis [19]. As first segment, the steady state condition is installed
in the model domain. It has included hydrogeological and stratigraphical
parameters to adjust a given water flow parallel to the aquifer bed in a cubic
standard model. Then, the NAPL spill is introduced to the system to com-
plete the spill scenario. In this phase, a single cell injection of the desired
pollution is applied with constant mass rate. Afterwards, the effects of sev-
eral hydrogeological and anthropogenic parameters on the spatio-temporal
distribution of the NAPL is investigated. For the quantitative analysis of
the results, the contaminated volume of the aquifer either by dissolved phase
or DNAPL free phase are obtained by data extraction procedure. In fact,
the output data of the spill scenario is undergone a data processing approach
running Python code. It is recommended to refer to the code script inserted
in the annex (A). The aim of the study was assessment of the software’s ca-
pability to incorporate the influence of the examined parameters. The detail
of the scenarios has been elaborated in section (3.3).
Beside that, two more run segments have been accomplished for the reference
scenarios, regarding the redistribution of the NAPL spill with monitoring
time of one year and subsequent pumping out of the contaminated volume
of the aquifer. Relevant data is achieved to evaluate the removal efficiency
of the applied remediation technology, i.e Pump and Treat facilities.
For the purpose of the modelling, Petrasim software has run TOUGH2 code
which is developed at Lawrence Berkeley National Laboratory, Berkeley [18].
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The Graphical User Interface (GUI) of the software has provided a user
friendly environment to facilitate the control on the parameters inserted by
the Modeler. The adaptability of the software for simulation of NAPL spill
and afterward pumping design have been demonstrated through the simula-
tion outcomes.

3.1 Methodology

First of all, TMVOC simulator with relevant equation of states (EOS) have
been assigned to initiate the model. Then, the primary set of variables has
been assumed to hydraulically characterize the system, i.e hydraulic con-
ductivity and porosity. To embed the multiphase flow within the domain
while spill occurs, the controlling parameters of the spreading behavior such
as capillary pressure (Pc) and relative permeability (Kr) of the phases have
been extracted from the previous lab studies [22, 16]. The phsycio-chemical
features of the volatile compounds have been already registered in the data
base of Petrasim. The isothermal condition is applied to exclude the heat
transfer phenomena. It is presumed that the amount of spill introduced to
the domain is not enough to change the temperature profile in the aquifer.
Note that polygonal meshing is chosen for the discretization of the model
domain, see figure (3.2). The aim of polygonal meshing was the ability to
introduce refinement area around the wellbore. It can be helpful tool when it
comes to performing remediation plan by pumping operation. Furthermore,
the refinement of the bottom cells is applied, in order to capture the NAPL
pool with higher resolution. Desired boundary conditions have been applied
to install the aquifer flow regime. For the reference scenarios, the aquifer
bottom shape is extracted from the Sketch up stratigraphical tools, see fig-
ure (3.1). Moreover, as the last simulation phase pump and treat field design
is implemented to capture the NAPL pools and to reduce the dissolve phase
concentration in the aquifer.
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Figure 3.1. Sketch up design

3.1.1 Initialization and Boundary Condition

The size of the model is assumed (100m× 100m× 5m) in the 3-D Cartesian
coordinates, see fig (3.2). For the Z-division, the custom meshing has been
applied with more refinement cells in the last 2 meters of the layer [2]. The
initial condition of P = 5 bar and T = 14°C have been set [18].
Furthermore, the linear pressure function has been assumed along the X and
Z-axis to perfectly distribute the pressure values within the domain. Hence,
the hydrostatic pressure along the layer is applied and different head value
is assigned for initialization of the steady state flow condition horizontally to
the confining bed. Needless to say, all the primary data set is provided by
the literature to mimic the natural environmental groundwater flow [3, 7].
Note that different hydraulic gradient has been applied to study the effect of
different water velocity into the spill dynamic. The detail is explained in the
Section 3.3.
The two basic types of boundary condition have been applied to appropri-
ately describe the energy and heat transfer close to the boundaries of the
domain. Constant Head Boundary (CHB), i.e Dirichlet boundary condition,
is introduced to the right and left lateral boundaries, shown arrows in Fig-
ure (3.2). The criteria is to sustain the pressure values in lateral boundaries
and to install a steady-state flow condition. The specific ”no flow” Neumann
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Figure 3.2. Standard 3-D model

boundary condition is also applied to the upper, bottom and the other lateral
boundaries to represent the confining aquifer.

3.1.2 Lithology and Mesh Gridding

The lithology of the sub-domain region is controlled by hydrogeological pa-
rameters including porosity, density of the rock, permeability tensor and
specific heat capacity. The hydrogeological properties has been provided in a
sense that it would be in a good agreement with Sandy Shallow aquifer. The
hydraulic conductivity of K=2.34× 10−5m/ sec has been employed. The ef-
fective porosity of 0.24 is assigned with a matrix density of 2600 kg/m3. The
permeability value of kxy = 2360 mD has been assumed in the X-Y Plane,
but the vertical permeability is kz = 40 mD to contribute to the horizontal
flow along the bed, i.e. Dupuit-Forchheimer (D-F) approximation [3]. Note
that the software supports either uniform rectangular (Prismatic) 3D grid
or non-uniform polygonal (Voroni) meshes. However, the polygonal mesh
gridding has been considered as preferable tool to describe the flow behavior
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around the wells, due to the flexibility of refinement of the well bore area
[18, 2]. Indeed, the polygonal meshing provides more control on the space
and time evolution of the phenomena occurring in the ground water dynamic
system [3]. The cell area is set to 1.65m2,with the maximum refinement area
of 0.2 m2 around near the well . In fact, it is chosen one order of magnitude
less, in order to observe the wellbore area with higher resolution . After all,
for the space discretization of the medium, i.e totally 49880 cells have been
introduced by the polygonal meshing.

3.2 Run Segments

The simulation series that have been run for the Sensitivity analysis includes
primarily, installing the hydrostatic pressure and the steady state flow con-
dition within the domain. The second run segment is to introduce a source
term of NAPL spill below the water table. As it is discussed before, two
more run segment including monitoring of the NAPL redistribution in the
aquifer for the period of one year and Pumping operation for the period of six
month has been applied for the reference scenarios. Therefore, the procedure
is detailed in the next sections.

3.2.1 Steady State Flow Condition

During the first phase, the constant hydraulic head difference has been ap-
plied to the lateral boundaries of the domain in order to install laminar flow
horizontal to the confining bed, shown in Fig (3.3). ”no flow” boundary con-
dition is introduced to the other faces of the domain, assuming a confined
aquifer [3, 7]. Notice that the hydraulic difference has been adjusted in a
way to provide natural Darcy flow in the groundwater system, q = 0.1− 1
m/day .
At initialization step, the system is comprised of one single fluid, i.e water,
within the domain. Thus, the multi phase flow criteria is not required to be
introduced in this phase. After the first run, it is expected to see the isopo-
tential lines of which the flow lines are perpendicular. The simulation has
been run successfully and the laminar flow lines has been produced almost
horizontal to the confining bed, see figure (3.3).
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Figure 3.3. Steady state and hydrostatic pressure within the domain

3.2.2 NAPL Spill

After reaching to the steady sate condition within the domain, the new model
has loaded the initial thermodynamic conditions from the previous simula-
tion run [19]. For the spill scenario, monthly and yearly spill of 10 tons has
been implemented. Moreover, two typical type of chlorinated solvent has
been examined for the purpose of the modelling, i.e. TCE and PCE. The
procedure is accomplished by single cell injection as a source term adjusting
a constant mass rate and appropriate enthalpy value for substance.
Note that the heat transfer equation has been excluded during the simula-
tion. Additionally, the multi phase flow controlling parameters, i.e relative
permeability and capillary pressure, have been inserted, comprise of different
models. In this case study, Stone’s Model and Parker’s Three Phase are ap-
plied respectively to the relative permeability and capillary pressure between
the phases [7, 18]. Additionally the scaling parameters of the (Pc − S) and
(Kr − S) has been reported in table [7].
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Table 3.1. Determined parameters for capillary pressure and relative permeability

Pc − S
(Parker and Lenhard)

Kr − S
(Stone)

Swr - 0.1
Snr - 0.1
Sgr - 0.0
n 2.5 2.5
Sm 0.1 -
αgn 100 -
αnw 50 -

The parameter’s relationship with the phase saturation has been formulated
to adjust the scaling factors (α), see table (3.1). In fact, the values have
been opted in a way that the system properly models the DNAPL spreading
behavior [7].
The seepage time for spreading the NAPL has been assumed one month and
one year. The result of the simulation has shown graphically by means of
cell oil saturation around the spill source.

3.2.3 Monitoring NAPL Spread

Once the spill incident occurs, the monitoring is a crucial step to forecast
the spill distribution within the aquifer. Therefore, the duration of one year
has been assumed as monitoring time. The time and space evolution of the
spill within the medium represents the mathematical formulation compat-
ibility with the real system behavior. Therefore, the time steps has been
chosen small enough to capture the phenomena taking place within the do-
main. Note that the initial thermodynamic condition has been loaded from
the previous simulation run, i.e spill incident.
Hypothetically, the spill monitoring is carried out by means of better under-
standing the hydrogeological configuration and fluid flow effects on the spill
dynamic behavior. Moreover, the expansion of the NAPL pool can be an-
other parameter to be evaluated. The downward movement of the DNAPL
confirms the gravity-density segregation of the NAPL phase. Meanwhile, the
flow velocity continuously pushes the non aqueous phase forward unlike the
high mobility contrast ratio, i.e ( kro/µo

krw/µw
), which is higher than one. Beside

that, the fingering phenomena is less probable to occur.
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3.2.4 Pump and Treat Design

The next step after monitoring is the field design of pumping facilities as
a primary remediation technique. Basically, the aim of remediation is to
extract the dissolved phase as well as NAPL phase to treat the water which
is contaminated. Therefore, the prevision of the NAPL pool position and
migration pathway of the dissolved phase are required to be addressed [9].
Beside that, the quantity of the pore volume which is contaminated provides
practical information for optimization of the P&T apparatus.

3.3 Sensitivity Analysis

In this section, the sensitivity of the hydrogeological and anthropogenic pa-
rameters in the contaminant spatio-temporal distribution has been studied.
Indeed, the previous works have targeted the NAPL infiltration process by
the influence of the groundwater flow [7].
Correspondingly, the most probable scenarios to be targeted has been as-
sumed: oscillation of groundwater velocity, spill time, and different
chlorinated solvents.

3.3.1 Examined Parameters

First of all, several parameters have been introduced to describe the spill
evolution phenomena, then the quantification of the parameters took place
by direct measurement through the software outputs:

1. Groundwater velocity. The previous studies has shown notice-
able influence of groundwater velocities on dynamic spreading of the
spill in the aquifer. Respectively, three different flow velocities of
water(vwater = 0.08 m/day , 0.43 m/day, 0.9 m/day ) are applied
by inducing different hydraulic gradient. The key parameters to be
measured are:

(a) Offset point displacement (OD). In the case of no flow, the point
which can hit the center of pool in the bottom of the aquifer is
assumed as offset point.

(b) Area Of Influence (AOI). The maximum area that is contami-
nated by dissolved phase, following the Italian law [8]. The con-
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centration isosurfaces that exceeds the threshold concentration,
following Italian’s law.

(c) Maximum Saturation Zone (Smax). The area of max NAPL sat-
uration zone is of importance when it comes to approximate the
NAPL contaminated volume.

(d) Inclination of the percolation path. The angle which it is measured
by the deviation from the vertical offset axis. Obviously, that is
affected by the transport capacity of the groundwater flow due to
its viscous flow.

(e) Pool Length (PL). The elongation of the pool in the bottom of
the aquifer has been studied due to the effect of ground flow hy-
draulics.

2. Spill time. The spill scenarios has been considered by application of
two different injection rate. For this case, the spill of 10tons has been
injected in the span of one month and one year. Therefore, the spill
injection rate are respectively assumed 3.8gr/s and 0.32gr/s.

(a) Permeation Pressure (Ppermeation). The pressure in which the sys-
tem overcomes the formation pressure and reaches to a plateau
trend with time evolution.

(b) Max Saturation Zone (Smax). The maximum area of influence
that the spill could be spread in the domain via monthly or yearly
injection.

(c) Area Of Influence (AOI).

3. TCE/PCE. Implementing different chemical compounds to observe
the spatio-temporal distribution of the plume within the domain, see
table (3.2).

Table 3.2. Physico-chemical properties of TCE and PCE

Property TCE PCE

Chemical formula C2HCl3 C2Cl4
Molecular weight (g/mol) 131.4 165.8
Density (kg/m3) 1462.0 1620.0
Viscosity(cP) 0.54 0.89
Vapor pressure (kPa) 2.5 9.2
Water solubility(molar frac) 1.5×10−4 2.18×10−5
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(a) AOI. The maximum area contaminated by the NAPL

(b) Expansion factor (EF). The ratio between the expansion in X-axis
(longitudinal) to Y-axis (lateral) has been investigated.

(c) Sedimentation Time. The time in which the spill reach the bottom
of the aquifer.

(d) Off-Set Displacement (OD).

3.3.2 Scenarios

For each flow velocity, different injection rate and spill component has been
applied. Basically, NAPL spill problem is run for twelve scenarios. The
dynamic evolution of the spill has been captured at given time intervals to
compare the cases.
Schematically, for each scenario, the evolution of the dissolve phase is dis-
played through X-Z and X-Y cross sections of the aquifer system. Meanwhile,
the migration path of the NAPL free phase is illustrated through X-Z slice
of the domain.
To visualize the dissolved phase data and the NAPL saturation, the output
data has undergone through a data processing approach, see annex (A). the
aim was to quantify the high saturation area of the NAPL free phase (Smax)
and the area of influence(AOI) of the dissolved phase.
Following Italian’s environmental law, the risk threshold concentration (CSC)
of TCE and PCE are considered respectively 1.5 µg/L and 1.1 µg/L. The cor-
responding molar fractions has been obtained to extract the aquifer volume
which has unacceptable concentration amount. The approach is to measure
which portion of the cells obey the below criteria for TCE and PCE:

2× 10−10 ≤ XTCE(aq)
≤ 1.51× 10−4 (3.1)

1.19× 10−10 ≤ XPCE(aq)
≤ 2.18× 10−5 (3.2)

To address the NAPL phase , the same approach has been employed with
the lower cut off ratio of SV OCs = 0.001.

0.001 ≤ SV OCs ≤ SMax (3.3)

It is speculated that the ratio of the high saturation zone to the pore volume
can be representative of the probable NAPL pool volume in the aquifer.
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Following the equation,

Vnorm =
VNAPL

VPorevolume
(3.4)

in which VNAPL is obtained by applying the criteria (A.3). Beside, the po-
sitioning of the pool in the aquifer bed obviously has of same importance
as its volume. Therefore, quantifying the relevant volume plus the graphical
schematic of the NAPL phase in the aquifer, enables a cost effective approach
for pump and treat design.
As it is discussed in section (3.3.1), further measurements have taken place
for better describing the spill spreading behavior. Primarily, the inclination
of the percolation path has been obtained from the angle between the off-
set axis of the spill and the first highest concentration cell on the aquifer
bed. Keep in mind that the higher water velocity deviates the migration
path. Therefore, it leads to longitudinal displacement of offset point, ex-
pecting higher inclination degree and offset displacement (OD). In fact, the
transportation capacity of the water affects strongly the spill migration in
the medium.
On the other hand, applying different seepage time simply is equal to change
the injection rate. therefore, the initial injected mass confronts the formation
pressure and then starts to permeate into the system. Thus, the difference in
permeation pressure and the initial pressure of the injection cell is assumed to
represent the spill intensity. However, the higher time seepage (low injection
rate) would decrease the maximum saturation value of the NAPL phase, the
contaminated area would significantly increase. Hence, the dissolved phase
evolution will be another factor to keep in mind when it comes to reclamation
of the polluted site.
As another parameter to be examined, TCE and PCE are introduced by
single source cell injection. The pool expansion has been captured as Ex-
pansion Factor (EF) of NAPL pool within the medium, taking into account
different chlorinated solvent. By that, the versatility and sensitivity of the
system to the kinematic parameters of different VOCs component is exam-
ined. The graphical result is shown for each scenario, providing the evolution
frame of the spill behaviour in the aquifer system. Presumably, the higher
density and viscosity of the PCE brings the assertion of less expansion factor
and less pool elongation. Conceptually, the water shear force is not able to
properly displace the fluid, hence resulting in less plume generation. For the
same reason, the accumulation term takes more time to disperse within the
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aquifer system, expecting higher maximum saturation value in the PCE case.
Furthermore, it is expected to see shorter sedimentation time for the PCE
case as well, due to the higher density contrast to water.
The relevant figures demonstrate the cross sectional evolution of dissolved
phase as well as the NAPL migration path under different flow velocities.
The downward movement of the DNAPL is observed regardless of the ap-
plied different flow velocities. TCE spill of monthly and yearly with water
velocity of vwater = 0.08 m/day has been illustrated on fig (3.4). Qualita-
tively, higher area of influence (AOI) is captured for yearly spill unlike the
low water flow velocity.
The same hydrogeological setup has been accomplished and illustrated for
PCE, figure (3.7). As it is shown, the dynamic behaviour of the system
evolves similarly as in the TCE case. Theoretically, the higher water flow
velocity, the higher inclination and longer sedimentation time are expected.
Considering different hydraulic gradients, two other flow velocities of v = 0.43
m/day and v = 0.9 m/day have been employed for TCE, see figure (3.5) and
figure (3.6) . Likewise, the peer scenarios have run for PCE as another spill
component, see figure (3.8) and figure (3.9). It is observed that the higher
induced flow velocity results in significant enlargement of the created pool
either in monthly or yearly spill.
It should not be overlooked that the evolution of the dissolved phase is
strictly twisted to the hydraulic potential of the underground water sys-
tem. In real cases, pumping of the drinking water induces preferential flow
pathways which can facilitated the faster dispersion of the dissolved phase.
Qualitatively, the similarity between physico-chemical properties of TCE and
PCE has resulted in the same dynamic spreading pattern. However, due to
the higher density and viscosity of PCE, higher expansion factor is reported
with the data interpretation.
However, it is clear that the longer spill time concludes in larger contaminated
area unlike introducing the same amount of spill. The quantitative outcomes
of the scenarios are reported in the result section, see section (3.3.3).
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a: Monthly dissolved phase, X-Z b: Monthly NAPL free phase, X-Z

c: Monthly dissolved phase, X-Y

d: Yearly Dissolved phase, X-Z e: Yearly NAPL free phase, X-Z

f: Yearly dissolved phase, X-Y

Figure 3.4. TCE spill. Slice view vwater = 0.08 m/day
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a: Monthly dissolved phase, X-Z b: Monthly NAPL free phase, X-Z

c: Monthly dissolved phase, X-Y

d: Yearly dissolved phase, X-Z e: Yearly NAPL free phase, X-Z

f: Yearly dissolved phase, X-Y

Figure 3.5. TCE spill. Slice view vwater = 0.43 m/day
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a: Monthly dissolved phase, X-Z b: Monthly NAPL free phase, X-Y

c: Monthly dissolved phase X-Y

d: Yearly dissolved phase, X-Z e: Yearly NAPL free phase, X-Y

f: Yearly dissolved phase, X-Y

Figure 3.6. TCE yearly spill, vwater = 0.9 m/day
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a: Monthly dissolved phase, X-Z b: Monthly NAPL free phase, X-Y

c: Monthly dissolved phase, X-Y

d: Yearly dissolved phase, X-Z e: Yearly NAPL free phase, X-Y

f: Yearly dissolved phase, X-Y

Figure 3.7. PCE spill. Slice view vwater = 0.08 m/day
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a: Monthly dissolved phase, X-Z b: Monthly NAPL free phase, X-Y

c: Monthly dissolved phase, X-Y

d: Yearly dissolved phase, X-Z e: Yearly NAPL free phase, X-Y

f: Yearly dissolved phase, X-Y

Figure 3.8. PCE spill. Slice view, vwater = 0.43 m/day
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a: Monthly dissolved phase, X-Z b: Monthly NAPL free phase, X-Y

c: Monthly dissolved phase, X-Y

d: Yearly dissolved phase, X-Z e: Yearly NAPL free phase, X-Y

f: Yearly dissolved phase, X-Y

Figure 3.9. PCE spill. Slice view, vwater = 0.9 m/day
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3.3.3 Results

After the Simulation runs, the relevant data is acquired. The set of param-
eters has been collected respectively for monthly and yearly spill of both
chlorinated contaminants under different flow velocities, see table (3.3) and
(3.4).
As it was expected, the percolation deviation of the both contaminant has
been significantly changed when the water flow velocity is enhanced, inclin-
ing to the flow direction. The reported data proposes that the inclination
trend is similar regardless of different spill rate. Slight decrease in the per-
colation for the yearly spill(low injection rate) can be explained by the less
resistance to the local flow regime. However, the higher viscosity and density
of the PCE resulted in lower inclination than in the TCE case. Note that the
percolation of the spill precedes the displacement of the off-set point, lead-
ing to generation of the NAPL pool farther than the spill point. Moreover,
higher flow regime postpones the sedimentation of the NAPL phase, due to
the transportation capacity of the groundwater flow. The higher inclination
degree result in a longer migration path, thus contaminating larger area while
moving down gradient. beside that, the quantification of the contaminated
volume (Vnorm) would reveal the spatial distribution of the free NAPL phase.

Table 3.3. the impact of different flow velocities and different chlorinated solvents
on monthly spill spread

Groundwater flow velocity(m/day)

TCE case PCE case

vwater = 0.08 vwater = 0.43 vwater = 0.9 vwater = 0.08 vwater = 0.43 vwater = 0.9

Percolation Inclination of the spill(°) 33.6 56.8 82 31 50.2 74.7
EFa 0.84 - - 0.88 - -
AOI (m3) 285.12 699 1286.8 372.5 861.6 1555.2
Vnorm 0.011 0.023 0.044 0.008 0.018 0.033
ODb(m) 2 - - 1.3 - -
Pool Lengthc(m) 11 - - 9 - -
Max. DNAPL saturation(SMax) 0.694 0.55 0.408 0.744 0.634 0.497
tSedimentation(days) 14 > 30 > 30 11 20 27
PPermeation − PInitial(Pa) 1038.7 1039 1034.7 973.4 977.3 974

a,b,c
the data are obtained when there is generated pool.

The expansion factor (EF) of the NAPL pool controls the spreading pattern
of the NAPL phase in the multiphase flow system. Practically, the mobil-
ity ratio of the contaminant determines the expansion factor of the spill.
The higher mobility contrast between the phases leads to higher EF value.
However, the higher water flow regime forces the spill into the longitudinal
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extension, thus less expansion factor is reported.
Taking into account the capillary and mobility of the NAPL phase, the lat-
eral expansion of the TCE is reported lower than PCE in all cases. It can
be concluded that the expansion factor(EF) is higher in the PCE spill. Note
that this contrast is more tangible when the injection rate is low, as it is
reported in the table (3.3) and (3.4). It reveals that the low water velocity
can not displace the NAPL phase properly. Therefore, it comes out that the
higher EF, the wider is the generated NAPL. Basically, EF value close to one
is expected for a bigger front of the free NAPL phase.

Table 3.4. The impact of different flow velocities and different chlorinated solvents
on yearly spill spread

Groundwater flow velocity(m/day)

TCE case PCE case

vwater = 0.08 vwater = 0.43 vwater = 0.9 vwater = 0.08 vwater = 0.43 vwater = 0.9

Percolation Inclination of the spill(°) 29 50 81 23 43 79
EF 0.39a 0.43b 0.26b 0.6a 0.48b 0.4b

AOI (m3) 495.1 2063.3b 2862.5b 553.7 2172b 3398b

Vnorm 0.008 0.024b 0.032b 0.007 0.021b 0.035b

OD (m) 5.9a 23.5b 37.3b 3.8a 17b 33.2b

Pool Length (m) 52.2a 37b 46b 41.2a 33b 44b

Max. DNAPL saturation(SMax) 0.156 0.073 0.043 0.223 0.092 0.058
tSedimentation(days) 21 40 52 14 32 45
PPermeation − PInitial(Pa) 150.4 136 126 156.5 145.3 311

a
the data are obtained at the end of spill time.

b the data are obtained at last captured pool within the domain, tseepage = 3month.

The off set displacement (OD) of the spill varies in a wide range when the
water flow is augmented. The displacement increases form 5.9 m to 37.3
m in the case of yearly TCE spill while the water flow has changed from
vwater = 0.08 m/day to vwater = 0.9 m/day. It can be concluded that the
flow velocity plays critical role in positioning of the NAPL pool. OD strictly
follows the percolation trend. Referring to the collected data, OD of the
PCE spill will be less than TCE spill. The reason largely is due to different
kinematic parameters of the components. However, for the water velocities
of vwater = 0.43 m/day and vwater = 0.9 m/day, no generated pool is reported
for the monthly spill.
The elongation of the generated pool for the yearly spill is noticeable regard-
less of the lower maximum saturation of the NAPL phase. It is ascertained
that the NAPL phase accounts for secondary source of the dissolved contam-
inant generation. Thus, containing the NAPL pool requires a great deal of
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effort for optimized design of the pump and treat field. comparing the TCE
and PCE, the length of the generated pool is relatively lower for PCE, even
though the expansion factor of the PCE spill is correspondingly high. There-
fore, the pool length should be taken into account with the expansion factor,
in order to give dissertation about the dynamic evolution of the NAPL pool.
Analyzing the maximum saturation value for different flow velocities, a dras-
tic change is observed when the flow increases. The phenomena was expected
due to the effect of higher advective flow which acts as a carrier agent. For
instance, in the case of monthly spill of the TCE, the saturation value drops
from 0.694 to 0.408 for one order of magnitude change in the flow velocity.
Practically, the higher saturation zone is expected to be near the source sell
area.
After all, the difference between the permeation pressure and initial pressure
of the source cell is reported. Referring to the table (3.3) and (3.4), the
value is almost constant for any flow velocity of the desire spill component.
It shows that the pressure build up is independent of the flow velocity. How-
ever, the build up pressure requires to overcome the formation pressure and
then dissipates within the medium. Comparing the value for different spill
rate, the permeation pressure follows the same proportional of change with
the injection rate. It is observed that the pressure variance for the PCE case
is less than TCE, in the case of monthly spill. However, when it comes to
the yearly spill the reported value is higher for the PCE case. It is suggested
that the higher mass flux introduces a local turbulent regime, thus providing
higher hydraulic gradient along the flow regime and shorter accumulation
time is expected.
Considering different flow velocities for the monthly spill of TCE, AOI has
reached from 285.12 m3to 1286.8 m3 when water velocity is changed from
vwater = 0.08 m/day to vwater = 0.9 m/day. In fact, the enlargement of the
dissolved area is consequence of the higher advective flow rate. The data re-
ported in figure (??) and figure (3.10) demonstrate the importance of water
flow velocity in the spatio-temporal distribution of the dissolved phase under
different injection rate.
AOI is obtained for different spill rate at the end of one month spill (monthly
and yearly spill), figure (3.11). The result shows that PCE plume generation
is enhanced by increasing the underground flow velocity, regardless of less
solubility into water with respect to TCE. The reason would be the presence
of large amount of the DNAPL phase in the contaminated aquifer, which
equilibrates the chemical potential of the component in all the phases. Thus,
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continuous generation of dissolved phase is expected. Once high flow veloc-
ity is applied the contrast between the AOI value is more noticeable. It can
be speculated that the enlargement of the NAPL plume provides more con-
tact with the water phase, thus generating excessive volume of the plume.
Needless to say, the flow velocity has huge impact on the distribution of the
dissolved phase within the aquifer system.

Figure 3.10. the spatial evolution of the Yearly spill captured for tseepage = 1
month and tseepage = 3 month

Beside that, the AOI value is monitored for the yearly spill at tseepage = 1
month and tseepage = 3 month. The proportional change in the contaminated
volume of the dissolved phase is reported corresponding to different physic-
ochemical properties of the contaminant, fig(3.10). Even though the yearly
spill rate is relatively low, higher seepage time produces larger amount of
dissolved phase. Consequently, the prevision of the contaminated volume by
dissolved phase can be promising element to be taken into account when it
comes to dimensions of the generated plume. Theoretically, higher pumping
rate would be applied for enlargement of the cone depression around the well
bore, in order to contain the contaminant plume. By that, the dissipation
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of the dissolved phase is hindered with higher drawdown (s), i.e change in
the water level while pumping out the contaminated water. Note that the
applied criteria for evaluation of the AOI is more conservative in the case of
PCE, since it has higher toxicity index. Meanwhile, to reach to the target
concentration, i.e. below CSC, the amount of volume which is required to
be treated is key tool to perform ex-situ remediation, i.e Pump and Treat
technique.

Figure 3.11. Area of influence for different injection rate

The saturation value of the grid data is collected to obtain the ratio of pore
volume which represents the NAPL volume. Notice that Vnorm is representa-
tive of the NAPL high saturation zone within the system. Vnorm is obtained
for monthly spill and yearly spill. For the yearly spill, since after three months
the NAPL spill moves out of the domain, the spill evolution is reported for
tseepage = 1 month and tseepage = 3, see figure (3.12). Referring to the figure,
in the case of monthly TCE spill, the occupied pore volume has increase
300% once the flow velocity reaches from vwater = 0.08 m/day to vwater = 0.9
m/day. However, the influence of higher advective flow rate significantly
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increase the NAPL expansion in the aquifer, thus occupying larger portion
of the aquifer volume. Considering TCE and PCE, the lower mobility ratio
of the PCE results in less diffusion of the NAPL phase regardless of hav-
ing higher diffusion coefficient. In fact, the enlargement of the NAPL phase
correspondingly enhance the diffusion of the dissolve phase. On the other
side, the extension of the NAPL contact area leads to excessive generation
of NAPL plume.

Figure 3.12. High saturation zone(Smax) for different injection rate captured at
tseepage = 1 month

Furthermore, the impact of different injection rate is reported in figure (3.13)
for time interval of tseepage = 1 month, comparing the monthly and yearly
spill incident. At law injection rate(yearly spill), for vwater = 0.08 m/day
and vwater = 0.43 m/day, the occupied volume of the TCE is bigger than the
PCE case. However, at vwater = 0.9 m/day, the value exceeds for the PCE
case. the explanation of the phenomena is rooted in the hydraulic potential
of the field. It can be claimed that the higher water flow regime has overcome
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the kinematic difference of the chemical compounds.
Note that the flow velocity has inevitable effect on dynamic spreading of the
spill. It is concluded that the injection rate as an anthropogenic parame-
ter, can lead to different pattern of the NAPL phase distribution within the
aquifer.

Figure 3.13. The NAPL phase normalized volume for the Yearly spill captured
for tseepage = 1 month and tseepage = 3 months

For further analysis, the Smax reached within the system is plotted as function
of time and shown for monthly and yearly spill of different VOCs, see figure
(3.14) and (3.15). Hypothetically, the high saturation zone normally belongs
to the injection source cell, since the injected mass initially accumulate in
the source cell then dissipated due to advective diffusive flow governing the
system. For the monthly case, the trend reaches to a plateau after a given
time, see figure (3.14). As it is reported in the graph, the maximum sat-
uration value PCE is relatively higher under each flow velocity, confirming
the effect of kinematic parameter of the components. The trend follows the
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same principle for the yearly spill of the contaminants. However, for the
case of yearly spill, an anomaly has been observed when the water velocity
is vwater = 0.08 m/day.
Through the data analysis, it reveals that in the case of low water velocity
and low injection rate, the high saturation zone migrates to the bottom of
the aquifer. The phenomena is captured for both TCE and PCE case, see
figure (3.15). Note that in the case of law water flow velocity the sedimen-
tation time of the NAPL is shorter. In fact, the graph first had a ascending
trend in which the high saturation belong to the source cell. then due to the
shorter sedimentation time, the accumulation of the NAPL phase take place
on the bottom of the aquifer. The second ascending trend demonstrates the
transition of the high saturation zone within the domain. Therefore, com-
prehensive understanding of the coupled parameters is essential to predict
the dynamic behavior of the spill.

Figure 3.14. TCE and PCE Monthly spill, Smax vs log(t)
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Figure 3.15. TCE and PCE yearly spill, Smax vs log(t)

3.4 Reference Scenarios

In the previous section, the sensitivity of the system dynamic behavior has
been elaborated based on three different parameters. However, the previous
studies has emphasized the importance of the bottom stratigraphy of the
aquifer. Note that the DNAPL is quite likely to be trapped in the geological
unconformities. It is clear that the trapped NAPL pool is a secondary source
of the plume generation. Therefore, the bottom topography of the aquifer
has been extracted by Sketch-up tool for building the stratigraphy layer, see
figure (3.1).
Determining the possible isolated NAPL pool would contribute to the effi-
ciency of the pump and treat design. For that reason, two possible incident
scenarios have been developed with monitoring of one year. then, the pump
and treat technique is applied with six month operation time to optimize the
removal efficiency of the NAPL phase and to contain the plume generated
by the spill.

3.4.1 Pipe Leakage

The release of 50 kg/day of TCE has been introduced by single cell injection
to the aquifer system for a period of 200 days. Furthermore, the Pump
and Treat facilities has been designed for the remediation of contaminated
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area. Primarily, the ground water velocity of vwater = 0.43 m/day is adjusted.
Then, the steady sate condition has been run for pressure and temperature
distribution within the aquifer, see fig (3.16).

Figure 3.16. Hydrostatic pressure distribution in the system

The spill position is assumed close to the right boundary of the system,
right below the water table. The positioning of the NAPL phase within the
medium has been captured after monitoring of the system for period of one
year. At the end of simulation time, the DNAPL phase has been detected in
four spot, in which one of the NAPL pool is completely isolated. regardless
the NAPL pool size, it is able to constantly introduce dissolved phase to the
underground water system.
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a: X-Z slice of the dissolved phase
passing through the NAPL pools

b: X-Y slice of the dissolved phase
z = 4 m

c: Area of the Dissolved phase d: X-Z slice of the isolated STCE

e: High NAPL saturation Zones side
view

f: High NAPL saturation Zones up-
per view

Figure 3.17. Pipe Leakage scenario. Distributed dissolved phase and NAPL
position at the end of spill time

On the other hand, through analysing of the stratigraphy shape of the aquifer
bed, another shallow NAPL pool is captured right beside that isolated one.
The cross-sectional plane and the area of the aquifer contaminated by dis-
solved phase has shown in figure (3.19a) and (3.19b). AOI and Vnorm are
measured through data processing, implementing a python code. It is to
remind that the Italian law has been applied for the threshold concentration
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of dissolved TCE, equation (3.2).

a: X-Z slice of the dissolved phase
passing through the NAPL pools

b: X-Y slice of the dissolved phase
z = 4 m

c: Area of the Dissolved phase
d: X-Y slice of the dissolved phase in
the NAPL pools

e: High NAPL saturation Zones, Y-Z
plane

f: High NAPL saturation Zones, side
view

Figure 3.18. Pipe leakage, tmonitoring = 1 year

After that, P&T design has been introduced by five production well, two
wells directly to NAPL pool and the other three wells are positioned to
contain the continuous dissolved phase. The position of well is of great
importance when it comes to the producing wider cone depression. Mean
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while the design outcomes was promising. The Max saturation of the phase
has reduced form 1 to 0. Besides, the containment of the dissolved phase
is captured after three months of operation, see fig (3.19). At the end of
operation time , the dissolve phase volume has decreased from 3000 m3 to
1428 m3. Importantly, the maximum dissolved phase molar fraction has been
reduced to XTCEaq = 1.16× 10−4.

a: Dissolved phase containment ,
toperation = 3 months

b: Dissolved phase containment ,
toperation = 6 months

c: NAPL free phase in the aquifer

Figure 3.19. Pump and Treat Design, toperation = 6 months

The pump rate has adjusted between 5-8 m3/day. Note that high pumping
rate with higher well completion interval is applied to the wells which are
positioned to contain the dissolved phase and to create preferential pathway.
Furthermore, the other two wells removes the NAPL phase directly from
the generated pools. All in all, the modelling has shown promising result in
application of the Petrasim for simulating of the NAPL spill behavior. The
data elaboration of the output file is vital to analyse the AOI and NAPL
phase occupied volume. Note that the quantification of the contaminated
volume plus the graphical demonstration of the dissolve phase distribution
gives an assertion about the preceding pump and treat design. However,
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better to keep in mind that the other complementary reclamation methods
are required to treat the pollution zone completely.

3.4.2 Tank Spill

The tank spill of approximately 30 tons of TCE has been presumed by 4 days
of seepage time and the infiltration area of 40 m2. The ground water velocity
of vwater = 0.43 m/day is adjusted. Similarly, the steady sate condition has
been run for pressure and temperature distribution. As next step, the con-
taminant is injected by 24 source cells from the top of the aquifer, for period
of 4 days with a mass rate of 3.6× 10−3 kg/ sec see fig (3.20). Desired time
intervals ranging from 3 hrs to 96 hrs are captured to observe the phenom-
ena occurring in the system. However, as it is reported the ground velocity
significantly affects the dissolve phase diffusion within the medium.

a: Dissolved phase X-Z plane b: Dissolved phase X-Y plane

c: NAPL free phase X-Z plane

Figure 3.20. Tank spill after seepage time, tseepage = 4 days
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a: Dissolved phase X-Y plane,z = 5m b: Area of Dissolve phase

c: Dissolve phase X-Z plane d: NAPL free phase in the aquifer

Figure 3.21. Tank spill spatial distribution at tmonitoring = 1 year

Afterwards, the positioning of the spill after one year monitoring is obtained.
As it is shown in fig (3.21), the NAPL phase and the dissolved phase spatial
distribution have been captured. The irregularity of the bottom shape of
the aquifer results in high diffusion of the dissolved phase within the system.
Meanwhile, it is observed that the continuous generation of plume from high
saturation zone is occurring. The graphical result demonstrates a massive
amount of NAPL free phase which is flowing from the left side of the domain,
see figure (3.22). Quantitatively, AOI and vnorm after the monitoring time are
reported respectively 3000 m3 and .005 with max saturation of unit value.
Afterwards, taking into account the spatial distribution of the free phase
and the dissolved phase, pump and treat design is applied to extract the
free phase as well as containment of the dissolved phase within the aquifer.
Ten pumping wells are introduced by means of site reclamation, see figure
(3.22). The higher pumping rate has been assigned to the wells which are to
contain the dissolved phase generating larger depression cone. The operation
of 6 month is assumed for the remediation plan. The implemented technique
has shown successful remediation operation. The free phase is completely
extracted from the aquifer, thus vnorm is reported zero. Besides, the area
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Figure 3.22. P&T design, the spatial distribution of the NAPL pool at the bottom
of the aquifer at tseepage = 4 days

of influence has decreased to 1183 m3. Interestingly, the maximum molar
fraction of the dissolved phase is reduced to 1.07× 10−4.
All in all, it is understood that increase in the removal efficiency of the
remediation plan strongly depends on the well positioning of the pumping
wells. Indeed, the spatial distribution of the contamination contributes to
optimization of pump and treat design.
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Chapter 4

Conclusion

The remediation of the groundwater polluted by chlorinated solvents requires
a precise examination of hydrogeological features of the subsurface system.
In fact, the performed sensitivity analysis has emphasized the influence of
the groundwater velocity on the spatio-temporal distribution of the DNAPL
within the aquifer. Beside that, the anthropogenic parameters such as spill
rate or different chemical spill are of great importance when it comes to
forecasting the spreading behavior of the spill. Therefore, the spill problem
necessitated the application of holistic approach to develop a remediation
plan. However, the modelling of the NAPL spill has revealed practical in-
formation about the spill dynamic behavior which can be used as a tool to
perform first hand remediation technique such as pump and treat. As it is
demonstrated, the quantification of the relevant data such AOI and Vnorm
when combines with the spatial schematic of the contamination site, will op-
timize the remediation performance.
Note that the previous studies and simulations done by Petrasim have been
carried out only in 2-D model domain, however the recent study has ac-
counted for 3-D subsurface system considering a suitable degree of homo-
geneity and desirable boundary conditions to mimic the real underground
aquifer system.
The software capability to provide practical data has been successfully tested
and approved. The accessibility to the data has fortified the software capacity
to incorporate different NAPL spill problem. All in all, the result of this work
has shown reliability of Petrasim software for the purpose of spill modelling
into the aquifer system. For the purpose of next studies, the introduction of
heterogeneity of the underground water system would be recommended to be
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addressed. Moreover, in case of larger spill amount applying non iso-thermal
condition brings more accuracy to the simulation outcomes.
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Appendix A

Appendix

Petrasim software prints practical output file through which it is able to
extract desired parameters for further analysis of the system behaviour cell
by cell.

First of all, the mesh generated file has been undergone a sorting ap-
proach, coded by Python. Then, the molar fraction of the last time step
has been extracted form the file. Afterwards, following the Italian law for
risk threshold concentration (CSC), the criteria (A.2) is applied to find the
number of cells belonging to the interval. Through that, It is feasible to
approximate the area of influence (AOI) for the dissolved phase:

2× 10−10 ≤ XTCE(aq)
≤ 1.51× 10−4 (A.1)

1.19× 10−10 ≤ XPCE(aq)
≤ 2.18× 10−5 (A.2)
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Figure A.1. Extraction of dissolved phase values cell by cell

To address the NAPL free phase volume, the same approach has been em-
ployed to the output file of Petrasim simulation, see figure (A.2) and (A.3).
In this case, the lower cut off ratio of SV OCs = 0.001 is applied to build a
criteria for defining the high saturation zone (Smax), see criteria (A.3). Af-
ter determining the number of cell, the normalized volume is achieved to
illustrate which portion of the pore volume is contaminated with NAPL free
phase, see equation (A.4).

0.001 ≤ SV OCs ≤ SMax (A.3)

Vnorm =
VNAPL

VPorevolume
(A.4)
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Figure A.2. Extraction of saturation data from the output file of Petrasim Part I
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Figure A.3. Extraction of saturation data from the output file of Petrasim Part
II
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