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Abstract

Embedded systems play an increasingly central role in modern society, thanks to the spread
of the Internet of Things (IoT) and the use of smart control systems in the automotive
and aeronautical domains. Their use in mission-critical or safety-critical systems makes
them attractive targets for attackers. Nowadays, several of these are mixed-criticality
systems, meaning that they run both high-criticality tasks (e.g., a car control system)
and low-criticality ones (e.g., infotainment). High-criticality routines often employ Real-
Time Operating Systems (RTOS) to enforce hard real-time requirements, while the tasks
with lower constraints can be delegated to more generic operating systems. Right now,
security solutions for real-time embedded systems are not as mature as the ones for general-
purpose systems, which often make assumptions that do not hold in the embedded domain.
Control-Flow Integrity (CFI) is a powerful security technique to protect against many
kinds of binary attacks, such as Arbitrary Code Execution (ACE) like Return-Oriented
Programming (ROP). Through static analysis of the application, a Control-Flow Graph
(CFG) is created, describing all the allowed branches and their valid targets. At runtime,
control-flow transfers are checked against the graph and possible deviations are stopped.

The aim of this thesis is to investigate CFI application in the RTOS domain, first taking
a picture on what is currently under experimentation in the embedded world, and then
identifying the critical issues which are still unsolved. Finally, the thesis proposes a possi-
ble solution for multicore systems running mixed-criticality tasks. By using an embedded
hypervisor, predefined cores could be dedicated to only high or low-criticality tasks. This
way, the complete CFI monitoring will be offloaded to the lower-criticality core, which
makes it possible to implement a solid defense for high-criticality tasks while not compro-
mising on their tight deadlines. In this proposal, the high-criticality core sends a request
for CFI verification, along with the necessary information, whenever a vulnerable opera-
tion is about to happen, and stops the task only if a violation is detected. The work also
presents theoretical results about a possible implementation for ARM platforms running a
minimal RTOS, along with the computation of the estimated performance penalties.
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Chapter 1

Introduction

The modern world is becoming increasingly dependant on embedded systems in pretty
much every aspect of life. Real-Time Operating Systems (RTOS), designed for these plat-
forms, can be found everywhere, from common household appliances, domotics, and en-
tertainment systems, to more critical applications in transportation, industry, and several
highly critical fields. Ensuring that the released products are not faulty is of utmost impor-
tance, especially for systems that can put human life in danger, like braking controllers in a
car or industrial machine controllers. Failures can occur not only for faults in the operating
code, but also for code vulnerabilities that could be exploited by an attacker. The more
critical the system, the higher the chance of being a target for some attackers. One of the
most extreme examples of this are the attacks carried out in the past few years to electric
grids [19] and nuclear plants [34] [24] in cases of cyber-terrorism and cyber-warfare.

There are several classes of attacks to be aware of, especially because of the major use of
C/C++ in embedded platforms [47], with their memory vulnerabilities [75]. Some of them
are dangling pointers [5], which are mistakenly freed pointers whose use could generate
unpredictable effects, and buffer overflows [65] [33], which are out-of-bounds writes to
buffers that can write data in the adjacent stack or heap data. Some of the most dangerous
attacks are the ones that allow the attacker to execute arbitrary code. This kind of exploits
is usually carried out through the exploitation of buffer overflow vulnerabilities, which
might be used to overwrite the original return addresses and redirect control-flow transfers
to some injected code (e.g., stack smashing [63]). Although, code injection attacks have
been rendered fairly ineffective thanks to the widespread implementation of Write XOR
Execute policies [71]. A more effective application of control-flow redirection is presented
by Code-Reuse Attacks (CRA) [58] (e.g., Return Oriented Programming [15] [39] [22] [21]
[50]), which instead use sequences of code already present in the original program to execute
their attack. In response to this, in 2005, Abadi et al. presented the concept of Control-
flow Integrity [1], a solution which is expected to protect against all kinds of attacks based
on the idea of control-flow redirection. The basic idea is to monitor each control-flow
transfer by checking it against a predefined model of allowed transfers obtained through
static analysis of the code/binary.

A large number of CFI solutions exist for general-purpose systems. For example, Reins
[77] introduces CFI functionalities to Windows on an x86 platform, while O-CFI [62]
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Introduction

provides a proof of concept for 32-bit Windows, but their approach is applicable to 64-
bit Windows as well as Linux and OS X. Works in [80] [10] [78] are just a few examples
of solutions developed for Linux running on x86 platforms. Unfortunately, the scientific
proposal for such solutions in the embedded world is not this rich. In fact, embedded
systems often lack the same support for process and memory protection. RTOSes also
have some specific challenges that need to be addressed, e.g., the possible presence of a
preemptive scheduler. A scheduler introduces the same problem brought by interrupts,
i.e., the possibility of unexpected control-flow transfers that fall outside of a statically-
created model. Another challenge is represented by the reduced resources present in most
embedded systems, which could be an hindrance for some CFI techniques (as for example,
replication techniques like shadow stacks). Finally, the strict timing requirements imposed
by real-time systems, especially in highly critical applications, make it imperative to reduce
the performance overhead as much as possible.

This thesis goes through a massive research into the current panorama for the appli-
cation of CFI in the RTOS world. An analysis of the current state of the art has been
done, and through that, a definition of the main principles for an ideal solutions have been
defined. The most important issues that still need to be solved are also presented.

The core of the thesis is a proposal for a solution for the case of mixed-criticality sys-
tems. These are systems that handle both high-priority or high-risk tasks, which could
potentially have serious consequences on safety, and lower-criticality ones, which generally
have laxer requirements. An example could be represented by an automotive application,
where it is possible to have, on the same platform, both the car control system (which
could be responsible for the braking system, ABS, etc) and the infotainment system. The
first one need to be extremely reliable and respect strict deadlines, while the second one
can accept some possible performance loss. For these kind of situations, a solution for
multicore systems has been hypothesised, which assigns the workloads of different critical-
ities to different cores, and make the lower-criticality core handle the CFI verification for
the higher-priority ones. This architecture has the main goal of reducing the impact on
schedulability created by the overhead needed by the CFI checks. All of this is done by
using an embedded hypervisor implementing static partitioning, which makes it possible
to assign cores and memory to selected systems and making them able to communicate
through interrupts and a configurable shared memory space. In this way, the RTOS run-
ning the high criticality task would instead be able to operate with tight deadlines, with
just the overhead from sending the necessary information to the monitoring core.

The proposed solution is theorised for ARM processors, as this is the most common
family the embedded field [26], and by using the Bao hypervisor [59] alongside FreeRTOS
[41]. Of course, the same theoretical principles could be applied to different RTOSes or
hypervisors.

1.1 Outline
The remainder of the thesis is organized as follows. Chapter 2 briefly introduces the
basics of security in the embedded domain and goes into details for laying down the basis
needed for this thesis, by explaining the concepts of Control-Flow Integrity, Real-Time
Operating Systems and Embedded Hypervisors. Chapter 3 presents our research done on
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1.1 – Outline

the current state of the art relating CFI solutions for embedded systems, defining the ideal
characteristics and the open issue in the current research. Chapter 4 describes our proposal
for a solution aimed at mixed-criticality systems. In Chapter 5, a theoretical evaluation
of the introduced overheads and timings is presented. Finally, in Chapter 6 the work is
concluded, summarising the results and introducing ideas for future work.
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Chapter 2

Background

2.1 Security in the Embedded Domain
The security of embedded systems is a very popular topic nowadays, as everyday billions
of these devices collect and exchange data about our lives. The limited resources they have
put the community up against the challenge to adopt anyway secure protocols to handle
every level of operations. Embedded systems often lack proper security protocols regarding
authentication, communication, and privacy protection. Some examples of this are the
widespread use of standard passwords and the lack of protected firmware updates. The
adoption of strong authentication, secure updates, encrypted data transfer/communication
and physical hardening are thus paramount to ensure safety on embedded platforms [67].
Accurate selection of components is also important, since the inclusion of outdated or
insecure software/hardware components could potentially compromise the security of the
whole system.

Still nowadays, most of the embedded software, especially at the low level, is written
in C or C++ [47]. This is because of the powerful features of these languages, which
allow very low-level management of resources and memory. Unfortunately, they do not
implement any native protection of memory, making systems vulnerable to several attacks
[65] [5] [70]. Historically, the most common kind of exploited vulnerability is the possibility
of a buffer overflow [20]. Since the C language does not offer any native mechanism for
boundary checks, writing data to an input buffer can turn in going over its limits, ending
up with overwriting the subsequent data on the memory, e.g., the stack. When done
deliberately as an attack, this is called stack smashing [63].

The reduced resources and possible real-time requirements of embedded systems pose
even further limits, by making the use of very secure and powerful but resource-heavy OSes
and memory protection techniques sometimes undesirable or unacceptable. Embedded
platforms often do not have the same kind of hardware security functionalities that general-
purpose systems have. For example, most embedded systems do not have a Memory
Management Unit (MMU) and thus they are not able to use Virtual Memory as a way to
isolate adequately the address spaces of their processes. A Memory Protection Unit (MPU)
is becoming more common in some embedded platforms (like the most recent ARM series),
which does allow improved memory protection potentiality. Still, not all RTOSes support
them correctly and are making use of them to the fullest yet.
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2.2 Binary Attacks
The term binary exploitation refers to the process of exploiting the vulnerabilities in a
compiled application to generate maliciously unexpected results from the program. This
can translate to several classes of attacks, but in our case the focus will be on the case of
memory corruption. By abusing vulnerabilities in the program that allow an attacker to
read or write data that should be protected, it becomes possible to get higher privileges,
obtain sensible data, damage important data, and so on. Among the various possible
effects, the investigation of this thesis is mostly interested about the possibility of hijacking
a program’s control-flow to execute malicious code.

2.2.1 Code Injection
The real danger of memory corruption and buffer overflows relates not just to the possibility
to leak memory content or overwrite user data. By using vulnerable functions like scanf
or gets, an attacker could perform a stack smashing attack to overwrite sensitive control
data on the stack. If this happens, the return address of the function can be overwritten
to redirect it towards a different code location. This attack paradigm takes the name of
Arbitrary Code Execution (ACE), i.e., the ability to execute arbitrary code that is not part
of the normal program code. One way to do this is to embed this code inside of the data
passed to the buffer itself through buffer overflow, and then redirect the return address to
the start of this code inside the buffer. To make this easier, sometimes a NOP sled is used,
i.e., several NOP instructions are put at the start of the buffer before the desired injected
code. In this way, the address can also be not the right one: as long as it falls inside of
this series of NOPs, it will eventually reach the start of our malicious code, by basically
“sliding down” the NOP instructions, like a sled down a mountain. This technique is called
Code Injection, as the attacker injects the code in the form of a payload into the memory.
The payload injection and the control-flow redirection do not necessarily need to happen
in a single operation. As long as the attacker is able to do both, even in different stages,
the attack will be successful.

These kind of attacks have been mostly defeated thanks to the widespread adoption of
Write XOR Execute policies [69], which make sure (usually though hardware enforcement)
that a given memory page can never be both executable and writeable. This is not a
complete solution against buffer overflows and control-flow hijacking per se, since it is still
possible to overwrite the return address and redirect the control-flow, but it gets to stop
the execution of the injected code.

2.2.2 Code Reuse Attacks
As a way to counteract these defences, attackers came up with new classes of attacks
that, instead of injecting malicious code into the memory, use the existing code to their
advantage. These are generally called Code-Reuse Attacks (CRA).

This extends to the libraries used by the application, giving the attackers a huge code-
base to work with. One common example is return-to-libc attacks [32], which exploit buffer
overflows to redirect the control-flow towards sensitive functions part of the C standard
library, possibly passing arguments by pushing them in the stack as well.
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Return Oriented Programming

One of the most common examples of CRA is Return-Oriented Programming (ROP) [15]
[39] [22] [21] [50]. In this exploit, the attacker finds inside the executable code a series of
segments referred to as gadgets, made up of very few instructions and all ending with a
return instruction. Then, he corrupts the stack through a buffer overflow and fills up the
memory with the list of gadget addresses. Once the function returns, the gadget chains
activates, and one after the other, all gadgets are executed. (Figure 2.1). It has been
proven that, for programs with a big enough codebase, it is possible to achieve a Turing-
complete execution in this way, i.e., the attacker gets to execute an arbitrary malware on
the victim machine. Similar variants of this attack principle have been investigated, such as
Jump-Oriented Programming (JOP) [11] [23] or Call-Oriented Programming (COP) [68],
which make use of the same concept but using jump or call instructions instead of return
ones.

(a) (b)

Figure 2.1: Execution example of a ROP attack. First, the attacker fills the stack with the
gadgets’ addresses in (a) and then in (b) the attack can be seen unfolding [61].

2.2.3 Mitigations
To counteract stack smashing, both for code injection and for code reuse, several solutions
involving the use of a stack canary have been studied [28]. This implies inserting in the stack
a canary value right above the return address. Before performing any return operation,
the program checks the canary value against its expected value and will abort operation
if there is a mismatch. In this way, when smashing, the attacker has to guess the canary
value to have the attack succeed.

Another technique employed is Address Space Layout Randomization (ASLR) [9]. When-
ever a process is created, the address space positions of several key data areas are rearranged
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randomly. This includes randomising the base address of the main memory sections, such
as the heap, the stack and the code libraries. The security of this approach depends on
the size of the address space. Brute-force attacks can still permit a successful attack, so in
the case of particularly small address spaces ASLR could be bypassed with relative ease.

To date, the most promising technique to protect against CRAs is Control-Flow Integrity
(CFI), which will be described in detail in the next Section.

2.3 Control-Flow Integrity
Control-flow Integrity (CFI) [2] is one of the most effective defence schemes against control-
flow hijacking by an attacker. The basic principle behind it is the idea that by checking at
run-time every control-flow transfer against a predefined model, it is possible to block any
hijacking attempt and prevent the execution of arbitrary code. There are several variants
of CFI, which will be discussed along with details on the basic implementation of CFI, in
the following.

2.3.1 Main Principles
The main principles behind the operation of CFI are the creation of a static model of our
code and then the verification of every control-flow transfer at run-time. These are referred
to as the offline phase and the online phase respectively. In the original implementation of
CFI [1], this was done through the creation of a model in the form of a Control-Flow Graph
(CFG) and the instrumentation of the code to protect, by inserting special instructions to
check the branching operation against the CFG. To do this, labels are inserted to identify
the code sections that are going to be the possible targets of control-flow transfers, and
they are used to recognize the different nodes in the CFG. The operations that are going to
be instrumented are the indirect control-flow transfers, i.e., the ones with a target address
computed at run-time, since they are the only ones that could be tampered with. In
particular, these are:

• Branch instructions with a register operand;

• Return instructions;

• Any other instruction that alters the value of the PC register.

The generation of the CFG is done through static analysis of the code or binary: the
nodes of the graph are the basic blocks in the source program, and the edges represent the
control-flow transfers that will be considered as valid. A good part of these transfers are
not actually of interest from a security perspective, being either direct calls or conditional
branches, which are not subject to hijacking risks.

Each relevant basic block is identified with a label, and every time an indirect branch
is about to be taken, special code is inserted to see whether the intended destination is
actually contained in the branch operand.

An issue appears when interrupts are considered. CFI works on the premise that all
code is static and all control-flow transfers can be represented by a CFG, but interrupts
are an exception to this premise. A sudden exception can be raised at almost any point in
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Figure 2.2: Basic example of CFG (on the right) built from the code on the left [2].

the program execution, and will return to that same point. From the CFG standpoint, this
can be compared to the appearance of two new, temporary edges that connect the node
for the current basic block and the one for the interrupt, disappearing after the interrupt
is handled and the program resumes normal operation. Interrupt Service Routines (ISR)
thus need a way to be made safe from a CFI perspective, for example through dedicated
instrumentation at entry and exit points [61].

2.3.2 CFI Variants
Several variants of CFI exist. They mostly differ in their granularity and depending on
whether memory of past control-flow transfers is considered or not.

Coarse-grained Control-flow Integrity

One of the main drawbacks of using a complete CFG is the possible overhead. If there
are a lot of relevant labels, the CFG can become very large. Another big problem is
the fact that obtaining a fully precise CFG is often extremely difficult, if not unfeasible.
Complex pointer analysis is sometimes required. For that reason, some solutions instead
implement a simplified CFG, that groups nodes with similar characteristics in a single
node, which means assigning the same label to a group of basic blocks. How exactly these
groupings are made depends on the specific implementation. Unfortunately, such coarse-
grained CFI policies have been proven to be ineffective in providing adequate protection
against attackers [44] [27] [17] [30].

Fine-grained Control-flow Integrity

Because of the security limitations of coarse-grained CFI, fine-grained CFI is the preferable
choice to adequately protect against malicious actors. In this case, the objective is to
provide a fully-precise CFG, complete with every possible valid target of every indirect
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branch. A fully-precise CFG needs to be both complete and sound, meaning that it is
required to eliminate all false positives and all false negatives, which cannot be guaranteed.

Shadow Stack

In [18], it has been shown how even solutions implementing fine-grained CFI can potentially
be subject to ROP and other kinds of control-flow hijacking if the backward branches are
treated the same way as the forward branches, meaning that they are only verified against
the CFG. This is because there may be some functions, named by the researches dispatcher
functions, that are called from several places in the code. Having a large number of valid
return addresses means that an attacker could potentially use that as a way to string
a series of gadgets together to achieve ACE, create loops inside the code and so on, all
while respecting the CFG and thus remaining undetected. For this reason the concept of
a shadow stack was introduced [74] [40] [25] [14] [13]. The idea behind a shadow stack is
that when entering a dispatcher function, the correct return address gets saved inside of a
secondary protected stack. When the function returns, the return value is compared to the
one on top of the shadow stack to make sure it is still the same and no control-flow hijacking
was attempted. There are both hardware and software implementations of shadow stacks.
The downside of this approach is that there is an overhead imposed by writing and reading
from the shadow stack.

Stateless vs. Stateful CFI

The basic implementation of CFI is stateless, meaning that previous operations are not
tracked and the checks against the statically-generated CFG are the only way to verify
the validity of a control-flow transfer. The addition of a shadow stack already introduces
an element of dynamic verification, but is only applicable for return instructions. Calling
functions can still be considered as dispatcher functions, if a high enough number of valid
targets exist for the same indirect transfer. In that case, stateful solutions [73] which, for
example, record a number of past transfers to analyse if a valid path inside of the CFG
is being taken or not, could be applied. The problem here is that they still need enough
information to be reliable (e.g., they are still vulnerable to attacks during the early stages
of recording) and will most likely generate significant overhead. For these reasons, the most
interesting application of CFI still remains fine-grained CFI with a shadow stack, offering
good security with acceptable overhead, both for performance and complexity.

2.3.3 Hardware-assisted CFI with ARM Pointer Authentication
With ARMv8.3, Pointer Authentication (PA) [12] has been introduced. This new feature
adds an hardware-assisted way to sign pointers with a unique code, that will be used for
authentication before consuming them. This code (called Pointer Authentication Code or
PAC) is generated using the QARMA algorithm [6], which takes (i) the pointer, (ii) a key,
and (iii) a modifier to generate a value that will get truncated and inserted in the unused
bits of the pointer. This is possible since 64-bit pointers are oversized for the address space
they usually refer to, and thus have unused bits. There are 5 different keys that can be
used, and the modifier depends on the developer’s choice.
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In 2017, a white paper by Qualcomm [46] introduced the idea of using PA for CFI,
by possibly using context and/or location information as modifiers for signing function
pointers at run-time. PA is resistant against memory disclosure attacks, since the PAC is
generated through a cryptographically strong algorithm, meaning that obtaining the keys
from the generated codes is infeasible. The paper introduced the possible issue of pointer
substitution, which is the most likely kind of attack to be used against PA. This attack
works by substituting an authenticated pointer with another authenticated pointer, which
could be obtained for example through a memory disclosure vulnerability. To combat this,
the use of appropriate modifiers can be of help, for example by using the local context, as a
way to make sure that authenticated pointers coming from different contexts could not be
exchangeable. The issue of possibly repeating contexts is still present, and the authors talk
about this by describing how an application using the stack pointer as context for return
addresses could be exploited to collect several authenticated pointers for different values
of the stack pointer and reuse them in the program to string together a series of gadgets
to execute a ROP attack. Therefore, accurate and smart choices need to be made when
deciding the modifiers for the PAC generation, to reduce as much as possible the threat of
pointer substitution.

Another possible attack could be to just try to guess the PAC through brute force.
The feasibility of this depends on the system, since the size of the PAC depends on how
many unused bits are leftover in the pointer, which depends on the addressing space size.
It could go from as low as 3 bits (a 1 in 8 chance) to up to 31 bits, so some consideration
needs to be done if one wants to use PA.

2.4 Embedded Systems Issues
As already mentioned, the above security needs have to deal with the peculiarities of em-
bedded systems, which typically have a limited amount of resources, and are originally
designed to meet low consumption requirements or dependability on the timing of execu-
tion. In this Section, some glimpses of the characteristics of the embedded systems to be
protected are presented.

2.4.1 Real-Time Operating Systems
Quite often embedded systems are required to meet certain timing deadlines. This is
especially true of system controlling complex and safety critical physical systems, like an
industrial control system or an aeronautical one. In these cases, it is necessary to develop
real-time platforms, which are supposed to perform certain operations in a predictable
amount of time to respect certain deadlines. The various operations that can happen are
divided into tasks, and every task has to produce a result inside of a set deadline. There
are three main categories of real-time systems:

• Hard real-time: the system needs to respect the deadlines, a failure to do so means
a failure for the whole system and can potentially have disastrous consequences. For
example: automotive braking system not stopping the car in time.
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• Firm real-time: if a deadline is missed the result is worthless, but the system keeps
working and no grave consequences are expected to happen. This translates to just
the single task failing and not the whole system.

• Soft real-time: if a deadline is missed the result can potentially still be useful, but
generally its usefulness degrades over time after the deadline is missed.

Sometimes the distinction between firm and soft real-time is not made and real-time
systems are just divided into hard and soft real-time.

In order to make the development of real-time systems easier, several specific operat-
ing systems have been created, introducing the concept of Real-Time Operating Systems
(RTOS). These can vary depending on their complexity, hardware requirements, scheduler
policies and so on.

Regarding the scheduler, the most important difference between them is if they are
preemptive or non-preemptive. In the first case, the tasks can be switched out for a different
one at any point in time, while non-preemptive systems need the tasks to do a yield
operation to give control back to the scheduler. The non-preemptive case, while limiting,
can be a good option for use cases that need a very predictable/deterministic behaviour.
Scheduling tasks in a way that always follows predictable timings becomes significantly
easier. There exist a lot of different scheduling policies: some assign a priority to the tasks
and order their scheduling based on that (priority-based scheduling), some others instead
opt for a simpler approach like just scheduling them depending on the time they request to
be executed (e.g., First-In-First-Out policies), or they can be all just given a fixed amount
of time and be switched out periodically (Round Robin policy). If it is possible to predict
the duration of the tasks, more complex policies are possible as well.

Linux itself can be made into a real-time system with acceptable timings by using tools
like Preempt RT [37] or LITMUSRT [16] (respectively a real-time patch and an extension
to the standard kernel). As one would expect, though, this is not advisable for severely
resource-constrained systems, because of the large codebase and relatively large memory
requirements, when compared to more minimal solutions. Lightweight alternatives exist,
a few examples being RIOT [7], Micrium’s µC/OS-III [51] and FreeRTOS. The last one is
the one that is going to be considered for this proposal, so a closer look at it is provided.

FreeRTOS

Among the various existing lightweight RTOSes, one of the most popular is FreeRTOS
[41]. FreeRTOS is an open-source RTOS made especially for embedded applications, man-
aging to be both light on resources and feature-rich, with a very active community behind
it. Depending on the configuration, the minimum requirements can go as low as 10MHz
processing speed, 16kb of RAM and 128kb of program Flash.

The FreeRTOS scheduler is a preemptive scheduler implementing priority-based schedul-
ing, meaning that whenever a task wants to execute, it checks if the currently active task
has higher or lower priority, and preempts it to do a context switch immediately if it is a
lower priority task. An example can be seen in Figure 2.3.

A Task Control Block (TCB) is assigned to each task. This contains the task’s priority,
stack pointer, stack size along with other information necessary for its usage. Task state
(Idle, Running, Ready, Suspended or Blocked) is also saved in the TCB. When the scheduler
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Figure 2.3: Example of task handling by the scheduler. vControlTask is the highest priority
task, which is why when a key press event happens between t3 and t4 vKeyHandlerTask still
has to wait for vControlTask to finish, and at t7 vControlTask preempts vKeyHandlerTask
[42].

is started the Idle task is created, which is a lowest priority task put in place to make sure
that at least one task is always running; this task will be preempted by any other incoming
task. The only active function this task has is to free the memory previously allocated to
now deleted tasks. Each task is assigned dedicated stack space, while the heap memory is
shared among all tasks.

Whenever a context switch happens, the scheduler has to save the context of the running
task before switching in the new task. This means saving all the registers and the Program
Counter (PC), to be able to return to the right point in the code. The scheduler does this
by pushing all of this onto the task’s stack, saving a copy of the stack pointer into the
kernel and using that to restore context when the task will be scheduled again, by simply
retrieving the registers in order and putting the correct value into the PC register before
resuming operation. A visual summary of these operations is represented in Figure 2.4.

2.4.2 Hypervisors in the Embedded Domain
Hypervisors are a powerful tool for OS isolation and managing multiple OSes on a single
platform. Their use in the embedded domain is still fairly limited compared to general-
purpose systems, often because of the overhead usually imposed by these tools. There exist
two main categories of hypervisors:

• Type 1 hypervisors: known also as native or bare-metal hypervisor, they run
directly on top of the hardware. One notable example could be Xen [36].

• Type 2 hypervisors: known also as hosted hyperviors, they run inside of an Op-
erating System. The hypervisor will then run the wanted OSes as guests. QEMU
[8] and VirtualBox are a couple notable examples. Some solutions that are kind of a
hybrid between type 1 and type 2 also exists, like KVM [49] (which works as a kernel
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Figure 2.4: Scheme exemplifying how the context is saved in the task’s stack whenever a
context switch happens [43].

module “converting” the host kernel into a type 1 hypervisor), but they are usually
categorised as type 2 hypervisors since they still need the support of an operating
system to work.

Some of the hypervisors for general-purpose systems also support use on embedded
systems, but there are some limitations in that sense. Both Xen and KVM have been
expanding their support for ARM platforms in recent years, but in real-time applications
while KVM provides acceptable overhead, Xen brings a much more significant performance
penalty [4]. At the same time, KVM is limiting as well because it still requires the Linux
kernel to run, with its impact on resources.

There are however some embedded-specific hypervisors out there. They usually have
stricter requirements when it comes to performance and size overhead, both because of the
limited resources and the support for real-time computing. Hypervisors also need some
kind of memory protection functionality, which rules out a lot of very basic embedded
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microcontrollers, but makes them still usable on platforms that, even if lacking a full
Memory Management Unit (MMU), at least have a Memory Protection Unit (MPU) for
enforcing memory protection and the possibility of definition of a privileged and user mode.
Most modern ARM systems support these functionalities, which means that embedded
hypervisors still have a wide array of possible applications. A notable example is PikeOS
[45] [48], which is an RTOS providing the support of a type 1 hypervisor, making it possible
to run several different systems each with a different level of security and reliability. It has
been developed with high-safety, high-security applications in mind, trying to abide by the
various certification needs for application in the fields of defence, automotive, medical, etc.
The matter of certifications is very important in a lot of fields, for example automotive,
where compliance with standards (e.g., MISRA) is often required. All software running on
automotive vehicles has to adhere to these standard and this is usually done thanks to the
use of static analysis tools. For example, Xen tries to achieve MISRA compliance by using
Helix QAC [38].

Bao

In [59], Bao is presented. The aim of the researchers was to create a lightweight embedded
hypervisor with real-time use in a mixed-criticality environment in mind. Bao is a type 1
static partitioning hypervisor, meaning that the hardware resources are allocated statically
by the hypervisor to each guest once before they boot up (Figure 2.5). The interesting
characteristic of this hypervisor is its minimal approach that results in low overhead while
providing solid security guarantees. It also has ways to allow inter-VM communication
between the different guest Virtual Machines (VM), through the use of interrupts (that
can be used as a doorbell mechanism) and the possibility of defining a shared memory
space. The guest VMs can contain bare-metal software or host a variety of OSes, both
real-time and general purpose. The architecture support at the moment is limited to
ARMv8 platforms and RISC-V. Every VM only sees what the hypervisor exposes it to,
usually in the form of virtualised hardware, such as virtual CPU cores and interrupts,
which are directly mapped to the physical ones.

The reason this tool has been chosen for the theoric implementation of our solution is
the ease of use, availability and perfect fit for low resource mixed-criticality application.
It is an open source project that is already available on GitHub [66], with a constantly
expanding list of supported platforms.

Use in Mixed-criticality Systems

One of the most interesting usecases for embedded hypervisors is their application in mixed-
criticality systems. This has become increasingly common thanks to the evolution of
embedded platforms, now able to handle the functionality of a wide variety of OSes while at
the same time providing stronger security and memory protection functionalities. This has
made it possible to centralize the operation of something like the control and infotainment
systems of a vehicle on the same platform, which means easier planning and a possible cost
reduction for the manufacturers. The availability of powerful and inexpensive multicore
SoCs has thus made the need for appropriate hypervisors all the more relevant. As said
before, PikeOS is one of the commercial tools created with mixed-criticality in mind, and
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Figure 2.5: Hardware partitioning for a system with a dual-guest configuration, running
an RTOS along a general-purpose OS [59].

Bao is an interesting project with a similar mission that could gain traction in the future,
thanks to its open nature.
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Chapter 3

Current State of the Art and
Open Issues

At the moment, the available solutions for CFI in the RTOS domain proposed in the sci-
entific literature are quite limited. During the work for this thesis, a statement paper
by me and my group has been accepted: Control-Flow Integrity for Real-Time Operating
Systems: Open Issues and Challenges. This work was presented at the IEEE East-West
Design and Test Symposium 2021 [72] conference in September of 2021, and will be pub-
lished and become publicly available soon. The paper analyses the proposed software-based
CFI solutions for RTOSes or approaches that seems to be most promising, if they were
appropriately modified. First, the basic characteristics of an ideal solution were defined,
and then used to analyse several works. A few of them have been selected on the basis of
the presence of interesting features, to have a clear picture of the current state of the art
in this field. Also, the issues that are still unsolved and how to possibly improve on them
are outlined.

3.1 Characteristics of an Ideal Solution
The requirements of a security solution for a RTOS are different from the ones of a general-
purpose system, since the impact on schedulability has to be addressed as well. Thus, for
our analysis, our ideal solution is defined as having these characteristics:

• Complete CFI coverage, which is comprised of:

– Full forward and backward branches protection;
– Protection of the interrupt context, which is not predictable from the CFG

analysis only [60].

• Uncompromised workload schedulability: this means having ideally negligible
overhead. This is evaluated depending on the specific system and workload. Most
embedded platforms running real-time applications are usually resource-constrained,
which makes this a significant issue. Overhead should be considered both for perfor-
mance and code size.
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All the examinated solutions incurred in the trade-off between security and overhead,
although in different ways and to different degrees. One or the other is usually given pri-
ority, at the cost of the other one, making obtaining a complete, all-encompassing solution
still an open issue. A deeper look at the various solutions examined is below.

3.2 Current State of the Art
From the available research, five solutions have been selected, as they were the most relevant
and interesting at the time of the paper’s writing.

3.2.1 RECFISH
In [76], a solution called RECFISH is proposed. This solution is a RTOS-specific solution
that implements fine-grained CFI with a shadow stack by taking advantage of the MPU
functionalities of the ARM platform. Support for use with FreeRTOS was also introduced
by making appropriate modifications to its code.

CFI scheme

The CFI validation is implemented through binary instrumentation for forward branches
and the use of a shadow stack for backward branches. A CFG is generated through static
analysis of the binary. The solution chooses to use binary and not source code instrumen-
tation in an effort to be able to retrofit this to existing devices for which the source code
may not be available. Forward branch protection works in a traditional way, by using la-
bels to identify each section of code and doing the appropriate comparisons with the CFG.
Since this is done on the binary and not the source code, to make sure there is no problem
regarding relative addressing because of instruction insertion, a separate memory section
.cfi is dedicated to the CFI instrumentation, and the original instructions inside the .text
section are replaced with trampolines (i.e., direct branches). For each existing function, the
instrumentation adds trampolines to an instrumented prologue, branch operation (when
present), and epilogue, all inside of their dedicated memory (Figure 3.1), which correspond
to the original prologue, indirect branch and epilogue of the instrumented function.

• Instrumented Prologue: in this section, the registers normally pushed on the
regular stack are still pushed there with the exception of the link register, which
is instead pushed onto the shadow stack. The shadow stack is accessed through a
supervisor call.

• Instrumented Jump: here the actual CFI check for forward branches happens, by
comparing the expected label with the target of the indirect branch.

• Instrumented Epilogue: before returning, the previously pushed registers are
popped from the regular stack, and the link register is retrieved from the shadow
stack. Finally, the program branches to the address inside the link register.
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Figure 3.1: Instrumentation through the use of trampolines [76].

FreeRTOS Modification

In order to make use of these functionalities in conjunction with FreeRTOS, some modifica-
tions were applied to the RTOS. The presence of multitasking/multithreading and context
switching makes some adjustments necessary. In RECFISH, the adopted solution is to
save the context not in the regular stack (as described in the last paragraph of subsection
2.4.1) but in the shadow stack. Since the scheduler already runs in privileged mode, no
overhead from the supervisor call execution occurs. To do this, three main modifications
were implemented:

• Task Control Block extension: the TCB was modified to add an extra field for
the shadow stack.

• Task creation modifications: the functions handling the creation of a task were
modified, adding the assignment of a shadow stack region to each task along with the
changes necessary to interact seamlessly with the shadow stack.

• Scheduler modifications: to be able to use the already existing instructions for
context saving and restoration, the necessary changes to make those point to the
shadow stack were put in place.

Issues

This solution differs from our ideal solution on two points:

• Protection of the interrupt context: there is no protection for interrupts, which
run in privileged mode and are thus a possible vulnerability. The researchers consider
this to be a non-issue since usually real-time interrupts are very short and could be
designed to avoid having any memory writes. This imposes limitations on the design
of interrupts, and is especially a problem when retrofitting already existing binaries.

• Schedulability: the researchers tested a wide array of workloads, with mixed results
depending on their composition. Around 15% of workloads were not schedulable
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anymore after the instrumentation, with an overhead of 30% for the worst cases. A
proposed mitigation to this issue was the possibility to mark tasks as safe or unsafe
and just apply CFI checks to the unsafe ones. This has proven to be a successful
strategy in their tests, but introduces the new problem of needing to either mark by
hand the tasks (introducing human error in the mix) or create a tool able to analyse
and mark the tasks automatically.

3.2.2 TrackOs
TrackOS [64] is a RTOS based on FreeRTOS that implements a CFI scheme with schedu-
lability and time determinism at its core. It generates a CFG from static analysis of the
binaries and stores it in program memory. A monitoring task is created and scheduled
along with all the other “normal” tasks. The CFI checks, instead of happening at every
vulnerable control-flow transfer, happen only when scheduled, depending on the workload
definition.

Figure 3.2: View of the tasks running on TrackOS. The monitoring task is represented as
overlapping TrackOS to represent the privileged mode it runs in [64].

The way the monitoring task works is by analysing the stack of a task (or several
tasks at once) and comparing it with the CFG to detect any violation. To be able to do
this, the task is allowed to run in privileged mode, since it needs to access others tasks’
stacks (Figure 3.2). This approach mostly solves the schedulability problem, because the
monitoring task can be scheduled in such a way to avoid missing deadlines.

Issues

While TrackOS does provide security improvements with potentially no compromise on
workload schedulability, it is still not a completely secure solution. As long as a task is
executing, no control flow violation will be detected as long as no context switch to the
monitoring task happens. If an attacker were able to also clean up before returning to the
scheduler, no trace of the attack would be detected. A possible approach to solve this would
be to instrument all the monitored tasks with yield instruction before an indirect branch
instruction, but that would completely defeat the whole point of TrackOS’s approach,
making it just an even more inefficient standard CFI solution. Furthermore, with the
monitoring task being, in the end, just a task like the others, the possibility of task starving
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exists in the presence of higher priority tasks in the workload. It is not always possible to
put the monitoring task as the highest priority one, as shown in the testing done by the
researchers. They tested TrackOS on a drone using ArduPilot, an open source autopilot.
In this case, there are several tasks handling communication and controls that need to have
higher priority than the CFI task, making it possible to starve the task indefinitely.

3.2.3 FINE-CFI
Among the solutions for general purpose operating systems, FINE-CFI [53] has an in-
teresting approach. The purpose of FINE-CFI is to secure an OS kernel with CFI. Full
fine-grained CFI is implemented, along with protection of the interrupt context. For the
last part, virtualisation is employed.

CFI scheme

As the name implies, this solutions implements fine-grained CFI, in contrast with similar
past solutions like KCoFI [29]. Both forward and backward branches are handled using
indexed hooks [54], which is a CFI scheme proposed by the same authors of FINE-CFI.
With this approach, a jump table and a return table are generated for handling forward and
backward branches, respectively. Then, through instrumentation, the program is modified
in such a way to use the indexes of said tables instead of the actual addresses, making it
impossible for an attacker to jump to a certain part in the program by writing an arbitrary
address in the stack, because now only indexes are used, making it possible to only use
allowed addresses.

For the CFG generation, an algorithm using a particular data structure called a struct
location vector is implemented. The struct location vector of a function pointer is used to
identify the position of a function pointer inside of a nested struct. This information is
then used to implement the complex pointer analysis needed to generate the fine-grained
CFG of the kernel, complete with all the valid point-to sets for each function pointer or
return operation.

Interrupt context protection

In FINE-CFI, the interrupt context is protected thanks to the use of KVM. The kernel
to be protected is running inside of a VM and all the incoming interrupts have to go
through the hypervisor first. The hypervisor keeps an interrupt stack where it stores the
Code Segment/Instruction Pointer (CS/IP) couples for each interrupt. This memory, being
managed directly by the hypervisor, cannot be compromised by an attacker. The order of
action whenever an external interrupt arrives is as follows:

1. The interrupt is raised

2. The hypervisor receives it and saves the CS/IP couple in its interrupt stack

3. The hypervisor sends the appropriate virtual interrupt to the VM

4. The VM executes the interrupt handler
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5. Before returning with the iret instruction, it uses the vmcall instruction to exit the
VM and execute an hypercall handler

6. The hypervisor compares the CS/IP pair in the kernel stack with the one in its
interrupt stack

7. If they are the same, the topmost element in the interrupt stack gets popped, other-
wise an error handler is executed

A visual representation of this operation can be seen in Figure 3.3.

Figure 3.3: Model of the hypervisor intercepting incoming interrupts and saving the CS/IP
couple in its interrupt stack before passing the interrupt to the VM [53].

Issues

The use of virtualisation adds a powerful ally to the mix, but since this is a solution
for GPOSes there are some considerations to be done if one wants to adapt this to the
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embedded world. While KVM has gained much more support for operation on ARM
platforms in recent years, the problem of needing the Linux kernel to operate is still a
potential problem. Not only is there a considerable size overhead, but the introduction of
a very large Trusted Computing Base is also worrying. The decision not to use a shadow
stack but instead depend on indexing hooks also introduces the problem of the exploitation
of dispatcher functions as described in 2.3.2.

There is also the issue of compromised schedulability. The researches tested several
benchmark suites, and found average overheads going from 7.46% to 9.89% depending on
the suite, with several single benchmarks going over 15%. It is not clear how this would
translate for real-time workloads, but it is still a non-negligible amount of overhead that
could potentially have an impact on schedulability.

3.2.4 Camouflage
Among the analysed solutions, two are making use of ARM Pointer Authentication (de-
scribed in 2.3.3). The first one is Camouflage [31]. This is also a solution for securing
kernel code. PA is leveraged to sign function pointers and return addresses. In particular:

• Forward branch protection: forward branches can appear in two forms, either
as regular function pointers or as function pointers inside of static operations tables
in the form of structures, which are stored on read-only memory. While in the last
case the function pointers themselves are not at risk of being modified, the pointers
to the operations structures themselves could be, and thus need protection. The
modifier used for the generation of the PACs for both cases (function pointers and
pointers to operations tables) is comprised of 16 bits identifying the combination of
the containing type and compound type member, together with the 48-bits address of
the containing object. Appropriate setter and getter functions are used to implement
signature and authentication of the pointers

• Backward branch protection: to avoid the vulnerability to replay attacks that
the original implementation of PA had, thanks to possibly repeating Stack Pointer
(SP) values, a more complex modifier is used here. To protect backward branches,
functions are instrumented with a prologue and epilogue. In the prologue the LR is
signed using as a modifier the low order 32 bits of the SP concatenated with the low
order 32 bits of the function address.

Camouflage also uses an hypervisor to protect the keys used for PA, by only using
them through functions inside of a XOM (eXecution Only Memory) at the kernel level,
which interacts with the hypervisor in a way that makes sure the keys are never exposed.
The keys are generated by the bootloader which then updates the kernel functions before
booting. The setter in the XOM will do its work all before interrupts are enabled, to stop
possible key leakage, and all the registers involved are zeroed out before starting normal
operation.

Issues

Camouflage has some issues that need to be solved, especially if one wants to use its
approach in a real-time system.
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From the benchmarks ran, the overhead goes from 10% to 30%, which the researchers
argue is not reflective of the actual impact on normal operation, since the instrumentation
is on the kernel and the use of system calls is usually fairly limited. This means that, in
the case of a RTOS, depending on system call usage in the workload, the overhead could
go from moderate to very significant. This also poses a problem if someone were to try to
apply the same approach not only to kernel code but to the tasks as well. There is also
the issue of the heavy involvement of the hypervisor, which handles all the key operations,
meaning extra overhead for the system.

There is also not protection of the interrupt context. The authentication and branching
are not done as an atomic operation, but are instead executed by separate instructions,
creating the possibility of time-of-check-to-time-of-use (TOCTOU) [3] attacks.

As a last point, Camouflage needs some modifications to the C library functions to
function properly, thus not achieving ISO C compliance, which could be an issue for appli-
cations that need to adhere by certain standards and certifications, which is commonplace
in several safety-critical systems.

3.2.5 PATTER
The second solution using PA for CFI that was analysed is PATTER [79], which stands for
Pointer AuThenTication for kERnels. As the name implies, this is another solution that
aims at introducing CFI to the kernel of an operating system. PATTER works together
with Clang/LLVM [52] to insert instrumentation right at the Intermediate Representation
level and protect both forward and backward branches. There are two main phases (Figure
3.4), the one at compile-time and the one at run-time:

• Compile stage: the kernel is first compiled to LLVM IR (Intermediate Representa-
tion) with Clang. At this point static analysis is ran on the kernel IR and all function
pointers are identified. After this, instrumentation for forward and backward branches
is inserted:

– Forward branches: for forward branches, the modifiers is chosen after making
an observation. All the function pointers in memory are stored in the same
address space, which means that their relative address can be used as the modifier
for their signing and subsequent authentication, making a pointer substitution
attack very difficult to pull off. Past solutions used the pointer type, but that was
significantly more likely to leave openings for pointer substitution. All pointers
are signed and then stored in memory, and when they need to be used they
are loaded from memory and then authenticated. When branching, the blraa
instruction is used to guarantee atomicity. That instruction authenticates the
pointer before a branch and link, making TOCTOU attacks impossible to be
executed.

– Backward branches: for return addresses, the stack pointer value is used as
the modifier for PAC generation. Prologues to sign the return value are put at
the start of each function, and to return the atomic retaa is used, to authenticate
and branch in a single time to stop the possibility of TOCTOU attacks.
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• Run-time stage: at run-time, several operations happen in order. During kernel
boot-up, PA is initialised, the keys and registers are set. Then the case of stati-
cally initialised function pointers is handled, they are signed and saved in memory.
There are also some dynamically assigned function pointers that needed to be first
initialised before the PA initialisation, so those are signed as well. After this, the
booting operation is complete and PATTER can protect the kernel during its normal
operation.

Figure 3.4: Schematic representation of the two stages of PATTER protection [79].

The authors created their own algorithm for function pointer detection and classifica-
tion, which manages also the problem of pointer propagation with some changes to the
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PAC generation.

Issues

The approach of PATTER cannot completely stop possible TOCTOU attacks, since at the
moment there are no instructions to atomically sign and store or load and authenticate.
This is not something that can be solved by the authors themselves, which argue that it is
an hardware limitation, and also point out how correct authentication will still be needed
before any branching operation, strongly limiting the possible impact of these attacks.

There is also the problem of the possible presence of several corner-cases regarding
function pointer generation, like the use of pointer arithmetic, pointers holding physical
addresses, and pointers inside of unions. All of these cases are not correctly handled
by their algorithm, so they need specific workarounds. The researchers implemented the
solution for the Linux kernel, and in that case these occurrences were fairly rare, making
it possible to patch manually the first two cases and use a simple protocol for the last one.
In particular, they used the 64-bit alignment property of pointers as a way to recognize the
element type for the case of function pointers inside unions, which works fine for the Linux
kernel. These workarounds are not a structured solution that can necessarily be applied
to every kernel, so depending on the OS it would be ideal to have a more solid approach.

Regarding overhead, the researchers decided to use Unixbench to run several tests. The
system call intensive ones noticed overhead from 10% to 20%, while some user-space tests
denoted a much more acceptable overhead. This is a similar situation as Camouflage, where
the kind of workload on a RTOS could significantly influence the overhead depending on
the system call usage frequency, and possible adoption of this CFI scheme to the task code
itself could result in some very significant overhead.

Solution F&B coverage Int. awareness Schedulability
RECFISH [76] Yes No Compromised
TrackOs [64] No No Uncompromised with

appropriate scheduling
FINE-CFI [53] Yes Yes Compromised
Camouflage [31] Yes No Compromised
PATTER [79] Yes Yes Compromised

Table 3.1: Summary of analysed solutions and their coverage of the main issues.

3.2.6 Open Issues
To summarise the results from our analysis, there are still no real software-based solutions
to the problem of CFI for RTOSes. A summary of the results of our analysis with respect
to the metrics defined for our ideal solution is presented in Table 3.1. There is not enough
work on RTOS-specific solutions, and even solutions that could possibly be adapted to
the real-time domain still have some issues that could limit their usability. The trade-off
between security and performance is always present, and while that may be acceptable
for general purpose systems, the desired solution for RTOSes is something that could be
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able to introduce minimal overhead (as to not impede the schedulability of workloads with
very tight deadlines) but without sacrificing security. The only solution that solves the
schedulability problem, TrackOS, has security flaws that in the author’s opinion are not
considered acceptable. Unfortunately, solving this problem is not an easy task, and some
compromises on the possible applications may need to be made. In the next Chapter it
will be introduced our proposal for a solution in the case of multicore, mixed-criticality
systems, that aims to solve both the security and overhead issues of other solutions at least
for this class of systems.
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Chapter 4

Proposed Solution for
Mixed-criticality Systems

Taking into account all the analysis of the existing state of the art done in the previous
Chapter, our proposal can be advanced. A software solution that can respect all the re-
quirements described in 3.1 is unfortunately difficult to obtain, if not impossible, depending
on the system. For that reason, some research was done to find a subset of systems for
which a compliant solution could be implemented. A possibility was found in multicore
systems running mixed-criticality workloads. The idea came partly from the works using
hypervisors for CFI protection analysed in the previous Chapter, and from the principle
behind the work described in [61], which will be briefly described in the following Section.
Several notions regarding this solution have been taken from the thesis of Valentina Forte,
Automatic Binary Analysis and Instrumentation of Embedded Firmware for a Control-Flow
Integrity Solution [35], who developed the static analysis tool for this solution together with
Prof. Prinetto and his team. This work goes more in depth regarding the implementation
details compared to the paper alone, which is why it was a very valuable support when
writing this Section.

4.1 The FPGA Monitor Idea
In the paper A FPGA-based Control-Flow Integrity Solution for Securing Bare-Metal Em-
bedded Systems [61], authored by Prof. Paolo Prinetto and his PhD students Gianluca
Roascio and Nicolò Maunero here at Politecnico di Torino, a clever solution to the CFI
problem is presented. By using an FPGA present on board, all the CFI checks can be
demanded to it instead of having the processor execute all the needed operations. This
makes it possible to incur in a much smaller overhead while having solid security, guaran-
teed by the isolation of the FPGA. This solution is able to handle security for bare-metal
application by protecting both forward and backward branches, while at the same time
taking care of the interrupt context. In our proposed solution, some additions and changes
needed to be made to adapt these principles to operation in the presence of an RTOS, but
it is beneficial to take a look at the inner workings of the existing solution.
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4.1.1 Basic Model
There are three 3 building blocks of this solution: (i) the binary instrumentation, (ii) the
static analysis tool, and (iii) the architecture synthesized on the FPGA.

Binary Instrumentation

The instrumentation is applied only to select branches which are considered vulnerable,
and to interrupt routines. The instrumented forward branches send information to the
FPGA depending on their classification.

The classification is made on a few factors, which are:

• whether the forward branch is secure or not. In particular:

– a branch is secure when it is a direct branch or an indirect branch whose target(s)
depends on a value that never enters data memory;

– a branch is insecure if it is an indirect branch whose targets(s) depends on a
value coming as combination from vulnerable memory which could be modified
through memory vulnerabilities [61];.

• whether the forward branch has a single or multiple possible targets.

• whether the forward branch’s target has multiple or a single return target.

Depending on the various combinations of these factors, the appropriate functionalities
have been implemented in the FPGA, and the binary is instrumented both at the source
and the destination(s). Backward branch instrumentation also has appropriate handling
by the CFI monitor and are instrumented appropriately.

To provide protection of the interrupt context, the register saved automatically by ARM
are also saved inside of a secure data structure in the FPGA every time an exception is
triggered and then retrieved before returning to the normal operation, as way to preserve
the program context. The registers interested by this are register R0 to R3, R12, LR, PC,
xPSR [56].

Static Analysis Tool

To conduct the static analysis on the binary file, a Python script has been developed. It
goes through several stages, by first disassembling the binary file, parsing it to recreate an
assembly file, then examining it creating the CFG. It then analyses all the paths traversed
by the values of indirect branch targets and based on that classifies the edges on the CFG.
Finally, based on these classifications, the code instrumentation is applied.

FPGA Monitor Architecture

The design of the FPGA is comprised of a central Control Unit (CU), which handles
appropriately all incoming requests, and three data structures, used to support the CFI
operations:
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• Secure Edge Table: a table containing the information about the CFG needed to
enforce CFI;

• Secure ID Stack: used to implement shadow stack functionalities for function calls;

• Secure Register Stack: a stack used to store all the registers needed to protect
program context in case of an ISR execution.

Figure 4.1: CFI monitor block diagram [61].

The CU receives all the requests from the CPU with a specific opcode, and depending
on that performs some action interacting with the data structures previously described
and using the value passed to ID/Register appropriately. Depending on the outcome of
the operation, an interrupt can be sent to the CPU to signal a CFI violation, so that the
program can take whatever measures are set in place to handle the situation, that being
completely stopping operation, restarting, or whatever else the security policy decides. A
visual representation of the FPGA design and its interaction with the system can be seen
in Figure 4.1.
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4.1.2 Protection Mechanism
When put together, the previously described parts of the solution define the complete
workflow and operation for the offline operations (summarised workflow is in Figure 4.2)
and the run-time ones (Figure 4.3).

To prepare the system, the binary is first analysed with the static analysis tool; after
that, the code is instrumented and the CFG information is used to generate the design for
the FPGA. When all of that is done, the system is initialised, by programming both the
program memory and the FPGA. At this point, the system is ready to run.

Figure 4.2: Workflow of the analysis, instrumentation and programming process [61].

When the system is running, the instrumented code will send requests to the FPGA.
This is done by doing STORE operations on certain addresses, which serve as the opcode,
in which the value that is to be checked will be passed as the STORE argument. This is
the ID/Register argument for the FPGA. The FPGA can write on an interrupt line to the
CPU, which it will raise if a violation is detected.

Figure 4.3: CPU-FPGA interaction for monitoring [61].

4.2 Design Goals
The aim of this thesis is to create a solution that uses some of the principles from the
previously presented solutions to make an all-encompassing solution tailored for the needs
of mixed-criticality systems.

For our proposal, a system that uses a hypervisor to assign different cores of a multicore
platform to the high and low criticality parts of our system is used. Our priority is securing
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the high-criticality portion of it, which will run a hard real-time RTOS, while keeping per-
formance overhead to a minimum. The FPGA-based solution demonstrates how delegating
the bulk of CFI monitoring to an external monitor is an effective strategy, but this means
having the extra hardware needed for that. At the time of writing, a lot of commercially
available solutions do not have a FPGA on board, but multicore embedded SoCs have
become increasingly cheap and common. From this, the idea of using the resources of the
lower criticality portion of our system to protect the high-criticality RTOS came to be.

While the high-criticality system is a hard real-time system, the low-criticality one
could be a soft or firm real-time system, or just a general-purpose one. This means that
the added overhead from the CFI monitoring is tolerable, since it does not have to strictly
adhere to set deadlines.

4.3 Threat Model
It is assumed the presence of a powerful attacker that can exploit several vulnerabilities in
the code to read and write on the memory. Separate considerations have to be made for
the high and low criticality subsystems, assuming the attacker can exploit vulnerabilities
in both of them.

For the high-criticality core, the objective is to secure the insecure edges. This means
creating the CFG of the tasks and then instrumenting the code. Our system takes inter-
rupts and context switches into consideration as well, so appropriate instrumentation for
them is also necessary. All the actual CFI verification will happen in the low-priority core,
which holds the CFI monitor and all the data necessary for its operation.

For the system containing the monitor, only protecting the memory by limiting its
access to privileged code is not enough. For this purpose, the monitor will make use of
the MPU on the platform as well, to lock the memory and unlock it only when necessary.
The sensitive data of the monitor will always be inaccessible from userspace, and outside
of a set of secure routines it will be read-only for privileged code. The attacker can
still potentially read the sensitive data by exploiting for example vulnerable ISRs, but,
especially in embedded systems, most exploitable vulnerabilities lie in the userspace code,
with interrupt handlers being pretty short and secure. But, even if that were not the case,
our solution still makes it so that the attacker has no way to influence the protected regions
anyway, as just explained.

4.4 Approach
For our solution, it is needed to use an embedded hypervisor which is tailored for real-
time support. It was decided to base our solution on Bao (previously described in 2.4.2),
because it is an hypervisor created for application in mixed-criticality environments and it
is available as an open-source project.

On its official project page [66], there is a repository containing a few demos, including
a demo that shows the operation of FreeRTOS together with Linux on the same quad-core
platform, by assigning one core to FreeRTOS and 3 to the Linux system. In this demo, the
two VMs communicate through the interrupt system guaranteed by the hypvervisor and
send data to one another by writing on a shared memory section. Bao uses a configuration
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file to assign the physical resources to each image, defining the optional shared memory
section and the interrupt(s) to create for inter-VM communication inside of it. This basic
structure is the basis of our solution (two VMs interacting through interrupts and a shared
memory region). A model can be seen in Figure 4.4, using a dual-core architecture for the
sake of simplicity. This hypothetical dual-core system will be the one considered for all the
model definitions from here on.

Figure 4.4: Model of the general system definition.

What needs to be defined now is exactly how this structure will be used to implement
our design.

4.4.1 Branch Protection
Branch protection has to be applied only to the insecure branches, as per definitions in
4.1.1. This means that all the insecure edges can be classified in different groups, each one
needing their own dedicated handling:

• Type 1:

– Insecure forward branches (with a single or multiple targets) to a routine ending
with a secure backward branch;

– Insecure forward branches (with a single or multiple targets) to a routine ending
with an insecure backward branch with a single target;

– Insecure backward branches with a single target;

• Type 2:
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– Insecure forward branches (with a single or multiple targets) to a routine ending
with an insecure backward branch with multiple targets;

• Type 3:

– Secure forward branches to a routine ending with an insecure backward branch
having multiple targets;

• Type 4:

– Insecure backward branches with multiple targets;

Each group will be handled in a different manner, both regarding their instrumentation
and the function performed by the CFI monitor. A different interrupt is defined for each
one of them to request the right behaviour to the monitoring core.

• Type 1: in this case, both the source and the destination(s) will be marked with a
unique label identifying them, and instrumentation is inserted at both ends. At the
source instructions are inserted right before the branch instruction to write the source
label on the shared memory before raising the right interrupt and branching. At the
destination (or destinations in the case of multiple targets) instructions are added at
the very start to write the destination label on the shared memory and then raise
an interrupt to the monitor. When the monitor has received both values, it will use
them to check if this is a valid edge of the CFG. If it is not, it will raise an interrupt
to signal a violation.
After the first interrupt from the source instrumentation is received by the monitor,
the monitor starts a timer, if it does not receive the second interrupt in due time
(which will be the expected time for the branch and instrumented instructions to be
executed) it will send an interrupt to signal a violation. This is because in this case
the program has jumped to a destination which is not instrumented and thus not a
valid target.

• Type 2: in this case, both the source and the destination will be marked with a
unique label identifying them, and instrumentation is inserted at both ends. The
instrumentation is the same as Type 1, with a different interrupt line for the first
interrupt.
The important difference with the previous group is that in this case the monitor will
also save the source label for later use when returning from the destination routine.
Since this routine can have multiple targets for its backward branch, it is necessary to
make sure that the routine returns to its caller and not to another valid target. This
is made possible by saving the caller’s label and comparing it with the destination
of the backward branch when necessary. The same timer functionality as Type 1 is
present here as well.

• Type 3: in this case there is not any instrumentation at the destination, since there is
no need to actually check the branch itself. The only instrumentation is at the source,
where the source label is written to the shared memory and a specific interrupt is
raised. The monitor will just save this label for later use to make sure that the
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backward branch inside the routine will return to the right caller, like in the case of
Type 2 instructions.

• Type 4: in this case the instrumentation is the same as Type 1, with the monitor
receiving both the source and destination labels and activating a timer inbetween
them to make sure a valid branch is taken. In addition to that, the monitor also
checks the received destination label against the previously saved caller label (the
label of the routine that called the one the program is returning from) to make sure
that not only a valid branch was taken, but the single right one.

To summarise the workflow needed for each type, some simplified diagrams can be
seen in Figure 4.5. It is important to notice that, to keep the models simpler and more
immediate, the timer feature is omitted in that representation, but it is of course still an
integral part of our real design.

4.4.2 Protection of the interrupt context
Our proposal is modelled for ARM platforms, which means that the way exceptions are
handled automatically for ARM was taken into consideration. To ensure maximum security
in the event of an interrupt, the same idea presented as presented in 4.1.1 has been adopted,
which means saving all the 8 registers automatically saved by ARM in the stack into the
monitor as well, and then retrieving them before the ISR returns control to the program.
In our model, this is accomplished by 8 STORE operations to the shared memory followed
by an interrupt to signal the transfer to the monitor. To retrieve them an interrupt is sent
to request them to the monitor, which will write them on the shared memory to allow the
high-criticality core to receive them.

The problem with this is the possibly significant overhead introduced by this. For
applications that have frequent interrupts with very short ISRs, the introduced latency
could be a problem and severely impact real schedulability of a workload. A possibility to
mitigate this could be to only secure a few select registers. Right now, the registers that
are saved are, in order:

• PC (Program counter)

• xPSR (Processor Status Register)

• R0 to R3

• R12

• LR (Link Register)

To potentially reduce the overhead, a choice could be made to only secure two registers,
LR and PC, because these are the ones that, if modified, could be used to perform control-
flow hijacking attacks, while the other registers are significantly less dangerous in that
sense. Depending on the situation, reducing the saved registers to just these 2 could be an
acceptable compromise.
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4.4.3 Scheduler Awareness
As explained previously in 2.4.1, when working on a CFI implementation for a RTOS,
compared to a bare-metal application there is the added issue of context-switching and
how to protect the task context when other tasks are running. In FreeRTOS the scheduler
saves a total of 34 registers, namely:

• Register R0 to R31

• SREG (Status Register, xPSR in ARM platforms)

• PC

They are used to save the task context and are pushed onto the task’s stack. The
scheduler only saves the final stack pointer for every task, to be able to restore context later.
The problem with this is that vulnerable privileged code (e.g., ISRs) could potentially now
access the stack memory of a suspended task and modify it, making control-flow hijacking
possible by changing the PC value inside the stack.

To combat this, the strategy from 3.2.1 is adopted. All the context register are sent to
the low-criticality core, which saves them inside of an appropriate data structure, making
this information not reachable by the RTOS. To do this, some modifications have to be
made to FreeRTOS, which are very similar to the ones employed in RECFISH.

• Task Control Block: the TCB is extended by adding two fields, one to save the
position on the low-priority core memory used to save the context between context
switches, and the other one to keep their shadow call stack pointer (this data struc-
ture is introduced in 4.4.4). For this to be effective, the functions that handle the
initialization of a task and its stack need to be modified as well.

• Scheduler: the scheduler runs its own routines to save and restore context. These
routines are modified to make the scheduler send and receive data to the monitor
instead of using the task’s stack. The task’s stack pointer, which is used to restore
context and is kept by the scheduler for each suspended task, will also be saved in the
monitoring core, and a verification will happen when restoring context. If the saved
stack pointer and the one retrieved from the monitor differ in any way, a violation
will be detected.

4.4.4 Monitor Data Structures
To implement all the functionalities presented up to here, the monitor needs some specific
data structures, which will be hosted on the private memory of the low-criticality core.

• Edge Table: this is a table that contains all the edges part of the computed CFG.
To access the table, the monitor makes a XOR between the source and destination
labels, the result of which is used as the index to access the table. Each label is 13
bits long, for a total number of 8192 possible edges. Every entry on the table is a
half-word (16 bits), the first 3 bits (which are equal to 0 in the half-words used for
the labels) are used to signal if the edge exists in the CFG or not, while the last 13
are the expected source label. This is so that the monitor can unequivocally verify
the edge. The first 3 bits can assume the values:
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– 000: No Edge
– 100: Existing Edge

For the size of the labels 13 bits is just a proposed value to have a reasonable amount
of available labels and an Edge Table that is moderate in size, but it could go up to
15 bits to still keep treating them as half-words while maintaining the edge validity
check, which needs only one dedicated bit.
The edge table will be set as a Read-Only memory accessible only to privileged code
(which includes interrupts) before starting the system. At boot time, the bootloader
will use the MPU functionalities of the ARM platform to do that after the table is
populated.

• Shadow Call Stack: this is the memory used to store the caller label during the
ISR for type 2 and type 3 routines, that will be used to do the caller verification for
type 4 edges. The size can be decided depending on the expected maximum number
of stacked calls. Each task will have its own shadow stack sector, to avoid possible
collisions caused by context switching. To do this, the stack pointer used by the
Shadow Call Stack will be updated at every context switch, to operate on the correct
subregion. The relative field on the TCB of the task that is being switched out will
be updated by writing its current value in the monitor to it. After that, the monitor
will take the value from the task’s TCB that is being switched in to update its own.
All of this is managed by the scheduler.

• ISR Registers Stack: in this memory sector, the registers saved for protecting
the interrupt context are pushed upon entering the ISR and popped before exiting it.
Since ISRs can be nested, the size needs to be able to handle multiple sets of registers.
The expected number of nested interrupts can vary depending on the application, but
if a maximum value of 5 is supposed, this would mean needing the space to save a
total of 40 registers, meaning just 160bytes of memory for the whole stack.

• Task Context Memory: in this memory sector, the information needed to restore a
task’s context is kept. Each task gets its own subsector, dimensioned to hold exactly
the needed registers. When a task is running, all the other suspended tasks will have
their context stored inside this data structure, meaning that, supposing all tasks have
been started already, at every given moment only a subsector will be unused, while
the other ones will hold the data necessary to restore their context whenever the
scheduler will set them as running.

Data Protection

While the hypervisor ensures that the RTOS has no way to access the memory of the
monitor, this is not true for the low-criticality OS. To be able to operate the monitor, the
system needs to be able to write and read from the monitor data structures (except for
the Edge Table, which is always read-only). Even if they were set as accessible only to
privileged code, this would still make possible attacks that use ISRs vulnerabilities to write
data on that address range.
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While the ideal solution would be to just have minimal ISRs with no external interaction
at all, basically eliminating any vulnerability, this is unfortunately not something that can
be guaranteed. Another solution would be to just have the low-criticality system run with
interrupts disabled, but this is clearly unacceptable for the vast majority of usecases.

Instead, it was decided to make use of the MPU on the ARM platform. The MPU
allows the developer to set a number of memory regions to be protected by regulating
their accessibility. They can be made so that only privileged code can access the protected
memory, with different attributes defining the read-write permissions. In our model three
MPU regions are defined, one for each of the data structures that the monitor needs write
access to. Whenever the monitor is not active, they are all set to Read-Only (RO) for
privileged code exclusively. When a request arrives, the monitor sets the needed memory
region(s) as writable for privileged code, writes to it and then sets it back to RO. During
all of this interrupts are disabled, to avoid attacks that could exploit a well timed interrupt
to access the now unprotected memory regions.

To use the MPU regions, one needs to set the correct values inside the dedicated regis-
ters. A region can have its properties updated only when it is disabled, so since they are all
enabled the first time during boot, this means that each subsequent update needs to first
disable the region, then modify the permissions and finally enable it again. To do this, one
needs to modify the values into the MPU_RNR (Region Number Register), MPU_RBAR (Region
Base Address Register) and MPU_RASR (Region Attribute and Size Register) registers. An
example taken from the ARM documentation [57] is present in Listing 4.1.

; R1 = region number
; R2 = size/enable
; R3 = attributes
; R4 = address
LDR R0,= MPU_RNR ; 0xE000ED98, MPU region number

register
STR R1, [R0, #0x0] ; Region Number
BIC R2, R2, #1 ; Disable
STRH R2, [R0, #0x8] ; Region Size and Enable
STR R4, [R0, #0x4] ; Region Base Address
STRH R3, [R0, #0xA] ; Region Attribute
ORR R2, #1 ; Enable
STRH R2, [R0, #0x8] ; Region Size and Enable

Listing 4.1: Basic example of MPU region update. Note that this is the procedure for a
region that was previously enabled hence the disable at the start.

For all uses of the MPU functionalities after the initial setup it is only needed to modify
the MPU_RASR and MPU_RNR registers. The first one is the one that enables/disables the
region, as well as controlling the permissions, while the latter is used to select to which
region the MPU_RASR and MPU_RBAR registers are referring to. This one is important since
three different regions were defined, and the monitor has to write on the right one depending
on the operation.

Special routines are made to update each MPU region defined. There are routines for
pushing and popping from the shadow call stack(s), the ISR register stack and the task
context memory. The routines handling the shadow call stack(s) do not add any extra
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latency to the violation detection for type 2, type 3 and type 4 edges, since they are always
done at the end of the ISR that handles them. The data on them can still be read to do
the CFI evaluation, and only after that will it be modified. Examples of possible code to
handle these push and pop from these stacks are presented in 4.2 and 4.3 respectively.
push_shadow_stack :

PUSH {r0, r1, r2, r3}
LDR r1, SS_POINTER ; load address of the shadow stack

pointer
SUB r1, r1, #0x2 ; decrement stack pointer value

LDR R0, = MPU_RNR ; load MPU_RNR address
MOV R3, #0x0 ; prepare the region number to access
STRH R3, [R0, #0x0] ; set the region number

LDR R0, = MPU_RASR ; load MPU_RASR address

LDRH R3, [R0, #0x0] ; load Region Size and Enable
BIC R3, R3, #1 ; unset enable bit
STRH R3, [R0, #0x0] ; disable region

LDRH R2, [R0, #0x2] ; load attributes
BIC R2, #0x200 ; change permissions value in R2
STRH R2, [R0, #0x2] ; set permissions as RW for privileged

mode

STRH r0, [r1] ; store new value on top of stack
STR r1, SS_POINTER ; push a value on top of the shadow

stack by
; changing the stack pointer

ORR R2, #0x200 ; change permissions value in R2
STRH R2, [R0, #0x2] ; set permissions as RO for privileged

mode

ORR R3, R3, #1 ; set enable bit
STRH R3, [R0, #0x0] ; enable region
POP {r0, r1, r2,r3}
RET

Listing 4.2: Code example of routine for pushing new data on a task’s shadow stack.

pop_shadow_stack :
PUSH {r0, r1, r2, r3}
LDR r1, SS_POINTER
ADD r1, r1, #0x2
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LDR R0, = MPU_RNR ; load MPU_RNR address
MOV R3, #0x0 ; prepare the region number to access
STRH R3, [R0, #0x0] ; set the region number

LDR R0, = MPU_RASR ; load MPU_RASR address

LDRH R3, [R0, #0x0] ; load Region Size and Enable
BIC R3, R3, #1 ; unset enable bit
STRH R3, [R0, #0x0] ; disable region

LDRH R2, [R0, #0x2] ; load attributes
BIC R2, #0x200 ; change permissions value in R2
STRH R2, [R0, #0x2] ; set permissions as RW for privileged

mode

STR r1, SS_POINTER ; remove a value from top of shadow
stack by

; changing the stack pointer

ORR R2, #0x200 ; change permissions value in R2
STRH R2, [R0, #0x2] ; set permissions as RO for privileged

mode

ORR R3, R3, #1 ; set enable bit
STRH R3, [R0, #0x0] ; enable region
POP {r0, r1, r2, r3}
RET

Listing 4.3: Code example of routine to remove the topmost element of a task’s shadow
stack. This is not an actual pop operation since it only changes the stack pointer value
the value is read directly from the ISR that later calls this function.

Similar routines are present for the handling the contents of the ISR Registers Stack
and the Task Context Memory. The only real differences will be the amount of data saved
and which MPU region is accessed.
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(a) Type 1.

(b) Type 2.

(c) Type 3.

(d) Type 4.

Figure 4.5: Simplified model of the workflow for each edge type. The timer operation has
been omitted for brevity.
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Figure 4.6: Internal memory subdivision of the CFI monitor.
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Chapter 5

Theoretical Evaluation

The proposed solution still has no real implementation, so there are not actual benchmarks
to analyse. Instead, a theoretical evaluation of the monitor timings is provided, based on
the available information (e.g., the clock cycle cost of the ARM instructions). There are
two categories that have to be considered:

1. The overhead introduced by the instrumentation on the RTOS

2. The timings needed for the monitor operations, which correspond to the timing in-
between a possible a violation happening and its detection

Every type of edge is instrumented following the same two patterns for the source and
destination routines, which are presented in Listings 5.1 and 5.2. Type 3 edges differ from
the other ones in the sense that instrumentation happens only at the source, since it is a
secure edge (at the destination only interrupts are re-enabled). The basic instrumentation
stays the same, though, since the RTOS is still sending the label to the monitor to save
it in the shadow call stack. Each type will of course raise a different interrupt, to let the
monitor know which actions to take to handle the incoming data.
source_routine :

...
[CODE]
...
CPSID if ; disable interrupts
PUSH {R0,R1}
MOV R0, SH_MEM_SOURCE_ADDRESS
MOV R1, SOURCE_LABEL
STRH R1, [R0]
POP {R0,R1}
[FIRST INTERRUPT ]
[BRANCH INSTRUCTION ]

Listing 5.1: Pseudoinstructions for the source instrumentation.
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destination_routine :
PUSH {R0,R1}
MOV R0, SH_MEM_DESTINATION_ADDRESS
MOV R1, DESTINATION_LABEL
STRH R1, [R0]
POP {R0,R1}
[SECOND INTERRUPT ]
CPSIE if ;enable interrupts
...
[CODE]
...

Listing 5.2: Pseudoinstructions for the destination instrumentation.

The cost of the various instructions (in CPU clock cycles) can be taken from the ARM
instruction set documentation [55]. The instructions that interest us and their cost is
reported below.

• CPSID, CPSIE: 1 cycle

• STRH: 2 cycles

• PUSH, POP: 1+N cycles, with N being the number of registers in the push/pop list

• MOV: 1 cycle

From that it can be calculated that:

• For type 1, 2, and 4 edges, that need full instrumentation at both ends, the overhead
is:

Overhead = (1 + 3 + 1 + 1 + 2 + 3 + INT ) ∗ 2 = 22 + 2 ∗ INT (5.1)

• For type 3 edges, which have full instrumentation only at the source and just add the
re-enabling of interrupts at the destination, the overhead is:

Overhead = 1 + 3 + 1 + 1 + 2 + 3 + 1 + INT = 12 + INT (5.2)

The value of INT is the time it takes for the hypervisor to generate and transfer the
virtual interrupt used to make the high-criticality and low-criticality cores notify eachother.
In Bao, this is made through a hypercall. The specific operation is defined as a Virtual Inter
Processor Interrupt (vIPI). Unfortunately, the overhead introduced by the hypercall varies
greatly depending on the platform and the hypervisor, with some solutions differing a few
orders of magnitudes from one another. More recent architectures have hardware support
for virtualisation which can help significantly decrease the overhead of these operation,
but at the moment there is no information available for Bao specifically, so benchmarks
on a real implementation are needed to accurately evaluate the impact of the hypervisor
on this solution. Depending on the results, some changes may be advisable. For example,
instead of using a second interrupt at the destination, it could potentially be less costly to
zero out the shared memory after each operation and use a polling mechanism instead of
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the interrupt to wait for the second label. Future work and tests need to be done in this
regard.

Another area of the RTOS that is impacted by our changes is the scheduler. The
overhead introduced by the instrumentation itself is minimal, since the operations to save
the context are basically the same, with the difference that the scheduler is storing and
loading the values to/from the shared memory, to interact with the context memory in
the monitor. Only two extra STORE instructions are needed, one to save the exiting task’s
stack pointer together with the context and one to verify the entering task’s one against the
saved one, for verification. This introduces an overall very limited overhead of just 4 cycles.
The other source of possible overhead are the modifications done to the code handling the
tasks, because of the modified TCB. This, like the hypercall overhead, cannot be quantified
without running benchmarks on an implemented version of our solution, which once again
reiterates the importance of future work and testing.

As for the CFI monitor, the overhead itself does not concern us as much. What is more
important is understanding how many clock cycles have elapsed since the arrival of the
second label when a possible violation is noticed and notified. Since Type 3 edges cannot
trigger any violation (their routine just pushes the source label on the shadow stack) they
are not subject to this analysis.

The instructions used by the monitor and their cost are:

• CPSID, CPSIE: 1 cycle

• LDR, LDRH: 2 cycles

• EOR, AND, TST: 1 cycle

• CMP, 1 cycle

• BEQ, BNE: 1 cycle if the branch is not taken, 3 if it is taken. For our evaluation, the
cost when the branch is not taken is what is important, so it will be considered to be
equal to 1

Here is the pseudocode for the interested edges:
type1_handler :

CPSID if ; disable interrupts
LDRH r0 source ;load source label from shared memory
LDRH r1 dest ;load destination label
EOR r1 r0 r1 ;xor labels to get edge table index
LDRH r1 table[r1] ;access edge table
TST r1, #0x8000 ;test the validity bit
BEQ error ;if branch not valid
BIC r1, #0x8000 ;delete validity bit
CMP r0, r1 ;check if source label same as value in edge

table
BEQ success ;if equal, jump over interrupt
error:
[SEND INTERRUPT ]
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success :
CPSIE if ;enable interrupts

Listing 5.3: Pseudoinstructions for the Type 1 monitor routine.

type2_handler :
CPSID if ; disable interrupts
LDRH r0 source ;load source label from shared memory
LDRH r1 dest ;load destination label
EOR r1 r0 r1 ;xor labels to get edge table index
LDRH r1 table[r1] ;access edge table
TST r1, #0x8000 ;test the validity bit
BEQ error ;if branch not valid
BIC r1, #0x8000 ;delete validity bit
CMP r0, r1 ;check if source label same as value in edge

table
BEQ success ;if equal, jump over interrupt
error:
[SEND INTERRUPT ]
B out ;do not push to shadow stack if it was a violation
success :
BL push_shadow_stack
out:
CPSIE if ;enable interrupts

Listing 5.4: Pseudoinstructions for the Type 2 monitor routine.

type4_handler :
CPSID if ; disable interrupts
LDRH r0 source ;load source label from shared memory
LDRH r1 dest ;load destination label
EOR r1 r0 r1 ;xor labels to get edge table index
LDRH r1 table[r1] ;access edge table
TST r1, #0x8000 ;test the validity bit
BEQ error ;if branch not valid
BIC r1, #0x8000 ;delete validity bit
CMP r0, r1 ;check if source label same as value in edge

table
BNE error ;if true, jump over interrupt
LDR r0, SS_POINTER ;load shadow stack pointer
LDRH r0, [r0] ;load label on top of shadow stack
CMP r0, r1 ; compare with destination
BEQ success ;if equal, jump over interrupt
error:
[SEND INTERRUPT ]
B out ;do not push to shadow stack if it was a violation
success :
BL pop_shadow_stack
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out:
CPSIE if ;enable interrupts

Listing 5.5: Pseudoinstructions for the Type 4 monitor routine.

It can be noticed that the routines for Type 1 and Type 2 edges behave the same way,
except for pushing the value of the source onto the shadow stack. This means that, for the
purpose of this evaluation, they incur in the same overhead. From that it can be calculated
that:

• For type 1 and 2 edges, the time needed to detect a violation and notify it is:

Overhead = 1 + 2 + 2 + 1 + 2 + 1 + 1 + 1 + 1 + 1 = 13cc (5.3)

• For type 4 edges, which have to not only check the Edge Table, but also check the
source label against the value on top of the shadow stack, the cost is:

Overhead = 1 + 2 + 2 + 1 + 2 + 1 + 1 + 1 + 1 + 1 + 2 + 2 + 1 + 1 = 19cc (5.4)

These numbers can be considered to be a positive result, since it is extremely unlikely
to be able to pull off any kind of meaningful attack in this time frame. The longer time
needed to evaluate Type 4 edges originates from the fact that it is going through a double
verification, using both the Edge Table and the Shadow Call Stack. In order to reduce
the delay, it could potentially be decided to just check the destination label against the
value on top of the call stack, without going through the Edge Table. This should hold
the same security guarantees, since there is trust in the memory holding the Shadow Call
Stack (which is protected thanks to the MPU) and it can be supposed that the control-flow
until this point has been kept safe, meaning that the backward edge is starting from the
right place. To implement these changes, the instrumentation would be slightly different
and this could end up saving up to 9 clock cycles. The different instrumentation could
also reduce the overhead imposed on the RTOS: if the system can be trusted to have
been kept safe up to this point, this means that the backward branch can start from only
one point, making sending the source label unnecessary. Right now the decision made
is to keep both verifications to have a double layer of security as a fail-safe in case of
unknown vulnerabilities or new attacks. If this were to be proved as a problem during real
applications and benchmarking, the described changes could be implemented.
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Chapter 6

Conclusions and Future Work

This thesis aims to provide an analysis of the current state of Control-flow Integrity solu-
tions for embedded Real-Time Operating Systems, defining their strength and weaknesses
and laying down the basis for an “ideal" solution. It then proposes a solution for a subset
of embedded RTOSes, in particular mixed-criticality multicore systems.

The analysis of the current state of the art has looked at software-based solutions in the
available, most recent research. Since specific research in this field is still scarce, the search
has extended to include solutions that, while not strictly implemented for RTOSes, could
be a starting point for a specific solution. From this research a paper titled Control-flow
integrity for real-time operating systems: open issues and challenges has been presented
in the IEEE East-West Design and Test Symposium 2021 [72] conference in September of
2021, and will be published and become publicly available in November of 2021.

The proposed solution takes inspiration from both the analysed solutions and the so-
lution presented in the work A FPGA-based Control-Flow Integrity Solution for Securing
Bare-Metal Embedded Systems [61] by Prof. Paolo Prinetto and his research team here at
Politecnico di Torino. It applies virtualisation as a way to isolate the sensitive memory
areas needed to implement CFI and decrease the performance impact on the RTOS, adapt-
ing the hardware-assisted idea of the FPGA-based solution to easily available multicore
platforms.

To create this isolation, the low-criticality part and the high-criticality one are split
onto different cores through the use of an hypervisor. For this work the hypervisor of
choice was Bao, an open-source embedded hypervisor tailored for mixed-criticality systems
with real-time needs. The CFI monitoring is done by a custom monitor built into the
OS running on the low-criticality core, which will bear most of the overhead from this
implementation. The high-criticality core will just be impacted by the instructions needed
to send the data to the monitor. The way the two cores are able to communicate is through
a shared memory and a virtual interrupt system, all guaranteed by the hypervisor. After
sending the data, the RTOS keeps operating, while the monitor verifies the validity of
the control flow transfers. If a violation is detected, the monitor will quickly signal the
violation to the high-criticality core through an interrupt, to possibly stop the system or
handle the violation otherwise. This operation has to be as quick as possible to reduce the
feasibility of attacks during the verification phase.

The solution aims to provide complete CFI coverage with minimal overhead to the
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high-criticality subsystem. At the moment only a theoretical evaluation of the overhead
and monitor timings is provided. Future work should concentrate on implementing this
solution and running a series of benchmarks to extract real performance metrics on actual
hardware. This is necessary especially because part of the involved overhead is dependant
on both the hardware and its interaction with the hypervisor, a factor which could not be
accurately be accounted for in the evaluation in this work. Some of the changes introduced
to FreeRTOS also need real benchmarks to be adequately estimated. Depending on the
results, possibly further optimizations could be needed, for example by reducing the number
of virtual interrupts needed (if they were to prove too performance-heavy) or researching of
ways to optimize the FreeRTOS modifications. Future expansion of this solution could also
work on adding CFI protection to the low-criticality core as well, by for example making
use of supervisor calls instead of hypercalls to interact with the CFI monitor, similarly to
3.2.1.
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