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Summary

The availability of advanced driver assistance systems (ADAS), the pressing de-
mand for connectivity and increasingly complex and content-rich infotainment sys-
tems, have had, as first consequence, a considerable increase in data traffic and
in the demand for solutions capable of ensuring high throughput and low latency.
The intrinsic characteristics of the Ethernet Standard make it the ideal solution to
the problem posed to automotive systems engineers, while, at the same time, citing
advantages such as: reduction of complexity, weight and cost of wiring.

However, if on the one hand Ethernet Standard represents the solution to the prob-
lem of bandwidth availability, on the other it poses another important challenge:
to define validation methodologies and strategies that allow to easily test the in-
tegrability of ECUs interconnected on Ethernet, as well as is currently the case
for ECUs interconnected on CAN. In addition, simulator and test tools are not so
obvious and well defined such as CAN networks.

Since Ethernet for local network cannot be used as it is for automotive purposes,
due to different time requirements and Electromagnetic/Radio-Frequency Interfer-
ences, the objective is to deepen new and reusable standards from Physical Layer
to Application Layer according to OSI model.

Testing methodologies will be also studied, in particular, regarding Conformance
Testing will be referred to Open Alliance test specifications, instead for Perfor-
mance Testing will be resumed RFC2544 and RFC2889 taken from Ethernet for
local networks.

Finally, as a practical example, nodes connected on real-time Automotive Ethernet
will be simulated, comparing the different time requirements, thanks to an open-
source framework, called CORE4INET, based on INET and OMNeT ++ simulator.
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Chapter 1
Introduction and motivations

This chapter describes the context of network architectures in the automotive field
with its functional domains, the purpose of the thesis and consequently the reasons
for using Automotive Ethernet.

1.1 Context

From the late 1800s until the 1970s the cars were entities purely mechanical or
hydraulic. Since the 1970s, there has been an exponential increment of electronic
parts inside a vehicle. Firstly, the electronic part played a small role, mostly for
battery charging, starter, ignition and illumination. A few years later, the growing
use of reliable and inexpensive electronic components and the widespread use of
software replaced many mechanical parts. In fact, the first electronic control units
(ECUs) were born with the main purpose of assisting the driver to control the
vehicle, thanks to: antilock braking system (ABS), electric power steering (EPS),
electronic stability program (ESP), engine control, lights control, doors control,
windows control and many other functions.

Each new function in a vehicle is implemented with an ECU made of a microcon-
troller, many sensors and actuators. Nowadays the electronic part is dominating on
the mechanical part, more than 70-100 ECUs, as shown in Figure 1.1, are embed-
ded inside a vehicle. All of this to guarantee lower emission, longer range, higher
safety and some comfort functions.[39]

Typically, the ECUs are classified into functional domains due to the different re-
quirements and constraints: [2]

e Powertrain: real-time and safety control. The communication is for control-
ling the engine automatic transmission, hybrid control, transmission,
gearbox, ...;

e Chassis: real-time and safety control. The communication is for controlling
stability and dynamics, such as steering, braking, suspension, ...;

1
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Figure 1.1. ECUs number on vehicle over time. Source: [59]
e Body and comfort: dashboard, climate control, doors, windows, lightning,

mirrors, . ..;

e Driver assistance: night vision, speed information, lane keeping assistance,
parking assistance, ...;

Infotainment: traffic information, car navigation, ...;
e Entertainment: car audio, video programs, phone calls, . ...

Between the 1970s and 1990s the communication for connecting two ECUs was a
point-to-point links. Given n, number of ECUs, n? channels are needed to connect
them each other. Clearly, with a moderately high number of ECUs, this communi-
cation is unfeasible due to high cost, complexity and reliability.

For these reasons, since 1990s, a communication network, with a shared channel
and consequently rules and protocols for accessing the bus have been used.[39]
The communications between two functional domains, described above, are not al-
ways the same. For some domain it can be important the time requirement with
a real-time communication, instead for some other domain the first requirement is
the bandwidth, as shown in Table 1.1. But there are also requirements in terms
of: safety, efficiency of the error detection, redundant communication support and
many others.

Consequently, all these communication requirements need various automotive net-
work technologies such as: CAN, LIN, MOST, FlexRay, Automotive Ethernet like
shown in Figure 1.2.
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Domain End-to-End Latency Requirements Bandwidth Requirements
Powertrain < 10us Low
Chassis < 10us Low
Body and Comfort < 10ms Low
Driver Assistance and Driver Safety | < 250us or < 1ms depending on the system 20 - 100Mbps per camera
Human-Machine Interface < 10ms Varies by system, but high

Table 1.1. Domain time requirements
Ethernet
Central Gateway
Diagnosis
Tester m ] —
Ethernet = =1 = Ethernet
3 5 =]
2 2 2
Powertrain Chassis Body ADAS Infotainment
Domain Controller Domain Controller Domain Controller Domain Controller Domain Controller
T T
i i
0O 0O
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= =l = ™
3 3 = <
® ? 0 > >
=1 5 = Electronic Stability = L m = Human Machine
m Engine =) Control ~ Lights = Camera g Interface
i1 0| — ] S
2 2 = - 2
2 2 e «
Battery = 5
m Management m Airbag Doars Radar Head-up Display
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Figure 1.2. Domain centric architecture with different network technolo-

gies for each vehicle segment.

In particular, as it will deepen in the following chapters, Automotive Ethernet needs
a hierarchical domain network architecture with Ethernet Switches like shown in
Figure 1.3.
All these network technologies are not ideal, but each is proper for each different
application, however they will be analysed in the next chapters, with particular
emphasis on Automotive Ethernet.

1.2 Motivations and thesis scope

The large use of electronic components ECUs, actuators and sensors installed in
vehicles, infotainment systems, driver assistance systems and so on have enormously
increased the bandwidth usage for data transmission which cannot be satisfied by

3



Introduction and motivations

I | !r! 1T 10 !!
1 13 13 {3 1

= | | ; i
ajam Cogle = b

=
=
|_ =

- H - il — —
Lo —
N _:I |
> ﬁ pe R h
Communication

Communication
only between x switch | between systems via
: ¢ systems (ECUs) Ethernet Switches
188
v

Figure 1.3. Domain distributed in a future network. Source: [24]

existing in-vehicle network, like CAN, FlexRay, MOST.

Ethernet deployment will satisfy the bandwidth problem and will reduce the cost
in terms of electronics, cablings, network interfaces and onboard computing power.
So, the objective is to guarantee high bandwidth requirements, small latency, good
synchronization and network management requirements with a flexible and scalable

network technology.
Unfortunately, Ethernet can not be used as it is, for example as in local networks,

because: [27]

e It does not meet requirements on EMI (Electromagnetic Interference), RFI
(Radio-Frequency Interference) and stringent temperatures;

e [t can not synchronize the time between different devices;

e It can not be possible to transmit data shared by multiple types of sources (no
control of bandwidth for different streams);

e It can not guarantee a pre-defined latency less than the order of microseconds.

Thanks to a worldwide partnership AUTOSAR (Automotive Open System Archi-
tecture), a non-profit alliance of automotive industry providers OPEN Alliance
(One-pair-Ethernet Alliance) and many other research centers, the Ethernet stan-
dards have been adapted, integrated and modified for the automotive field.

However, Automotive Ethernet needs to be tested in order to avoid late discovery of
problems, so conformance testing, interoperability testing and protocol validation

are needed to validate the network technology.
The testing process has to be reliable and compatible with automotive V-Cycles,

4
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Figure 1.4. V-cycle software development process. Source: [3]

Figure 1.4, for all the development phase and for all components.

The goal of this thesis is to analyse and deepen the Ethernet network in automotive
field and define methodologies and strategies to test and develop ECUs intercon-
nected with Automotive Ethernet for all the seven layers of the Open Systems
Interconnection model (OSI model), shown in Figure 1.5. Finally to understand
how Automotive Ethernet stack and the related real-time protocols (i.e. AVB and
TTEthernet) work, a simulation environment and an open-source framework will
be studied.
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Figure 1.5. Open Systems Interconnection layers (OSI model), protocol
stack of Automotive Ethernet.

1.3 Thesis outline

This thesis is organized in the following chapters:

Chapter 2 will describe, briefly, the usual automotive networks: CAN, LIN, MOST
and FlexRay that are important to understand Automotive Ethernet.

Chapter 3 will introduce, firstly, Ethernet used in local networks, then the rele-
vant subject to this thesis: Automotive Ethernet with differences and integrations
each other. It will be explained the influence of Ethernet in automotive field, all
the OSI model layers, from physical to application layer, in detail, with the main
Application-related Protocols.

Chapter 4 will contain methodologies and strategies to test and validate confor-
mances and performances for ECUs on Automotive Ethernet networks according
to AUTOSAR, OPEN Alliance, Avnu Alliance and other research groups.

In Chapter 5 will be presented an introduction to the simulation environments
(OMNeT++, INET framework, CORE4INET) and an example of Automotive Eth-
ernet simulation with 3 nodes and 1 switch that communicate different types of
traffic (AVB and TTE).

Finally, Chapter 6 summarises the work with an outline of the results and proposes
further works related to Automotive Ethernet, ECU testing and simulations.



Chapter 2
Conventional automotive networks

This chapter describes, briefly, the traditional automotive networks, such as: CAN,
LIN, MOST and FlexRay that are important to understand Automotive Ethernet.

2.1 CAN

One of the first network technologies inside a vehicle was the Controller Area Net-
work (CAN) developed by Robert Bosch GmbH in 1980. Today CAN bus is the
most widely used network technology in vehicles.

Usually, on average, data rate of a CAN bus is between 125 Kbit /s and 500 Kbit /s,
it depends how many nodes are connected. It is used, in particular, for powertrain,
chassis and body domain for its robustness and bounded delays.

CAN is implemented as a shared bus with each node (see Figure 2.1), in fact two
or more nodes can not communicate at the same time without a collision. Conse-
quently, to avoid collisions, an arbitrage mechanism, Media Access Control (MAC),
is needed. CAN uses Non-Return-to-Zero (NRZ) bit representation with a 5 bit as
stuffing. [40]

The bus network is modelled like a logic AND with “1” recessive bit and “0” dom-
inant bit. When all nodes, simultaneously, transmit a message with content 1, the
bus will remain at 1. Instead, when one of the nodes transmits 0, the bus will be set
to 0, allowing the node that sent 0 to continue sending the message, interrupting
the transmission of all other nodes.

So the collisions are solved by a priority-based communication where lowest mes-
sage identifier, contained in the header field of the frames, has highest priority.
CAN uses unshielded twisted pair (UTP) of copper wires where one cable is called
CAN High, the other one CAN Low. The signal between two cables has a voltage
of 2.5V; when a 0 dominant bit appears, CAN High voltage increases the nominal
value by 1V, instead CAN Low voltage decreases, the nominal value by 1V; when
a logic 1 it appears both CAN High and CAN Low have 2.5V. [4]

7
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ECU 2 ) ECUn
CAN High
e =
CAN Low

Figure 2.1. CAN bus.

A standard CAN data frame, which contains up to 8 bytes of data, is shown in
Figure 2.2 where:

1bit 12bit 6bit 0 to 8 bytes 16bit 2bit : 7bit
| | | | | |
I I I I T I T
S Acknowl
SOF Arbitration Control Payload CRC adge EOF

Figure 2.2. CAN data frame.

e SOF': Underline the start of frame transmission;

e Arbitration: first 11 bits are the Identifier ID which sets the priority of data
frame, as explained before, lowest ID means highest priority. The 12th bit is
the Remote Transmission Request equal to 0 for data frame;

e Control: this field contain the Payload length on four bits and more two bits
for the protocol;

e Payload: Data;
e CRC: used to check the transmission, as explained shortly after;
e Ack: acknowledgment for CRC field;

e EOF': seven recessive bits to end the frame.

CAN also owns many error detections like:

8
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e Comparison of CRC field between frame transmitted and received frame;

e Error counters (Transmit Error Counter TEC and Receive Error Counter
REC) modified when a frame is correctly received or it contains an error.

When an error is detected by a CAN node, a particular error frame is sent to every
other node connected to CAN network.[40]

2.1.1 CAN-FD

Particular attention is needed to CAN-FD, the last version of CAN network, with
Flexible Data Rate. In this case the payload increases from 8 bytes of CAN to 64
bytes. This reduces overload and it increases efficiency.

CAN-FD is used for data rates from 2 to 5 Mbps, that data rate is reached because
arbitration is not useful during some part of a frame. (See Figure 2.3).

Classic CAN Arbitration HHH |||||“ ‘ Hl” ” ‘ H| ||” | |”||| Arbitration
Improved Arbitration II[I“IIII Arbitration
CAN FD

Figure 2.3. Arbitration field comparison between CAN and CAN-FD. Source: [66]

This last version shares the same functionalities of classic CAN. Instead, inside a
frame, there is three new control bits: Extended Data Length (EDL), Bit Rate
Switch (BRS), Error State Indicator (ESI). CRC field uses also more check bits to
reduce the risk of undetected errors.

For completeness, there is a most recent CAN version, which is CAN XL with
10Mbps as data rate, but it has not yet been fully developed. [4] [35]

2.2 LIN

For some applications, such as windows, mirrors, seats, air conditioning control and
many others, CAN technology is too expensive and provides too much protection
for these applications that do not require safety and speed. So, in the late 1990s
the LIN Consortium, a set of companies (Volkswagen, BMW, Volvo and Daimler),
developed the Local Interconnect Network (LIN) with a first version released in
November 2002. [40]

LIN was designed with 1-wire unshielded with a data rate limited to 20 Kbit/s, it

9
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operates at nominally 12V with binary symbols: dominant 0 and recessive 1. [4]
It is a simple Master/Slave bus system with two types of ECUs: a single LIN Master
and many LIN Slaves, as shown in Figure 2.4. The Slave ECUs can transmit
only after being queried by the Master ECU with a corresponding header. The
scheduling is pre-defined in the design phase in a schedule table, which contains
the frame list that have to be sent and the scheduled time period, in fact each frame
is transmitted inside a time period, called Frame Slot. [40]

LIN Slave 1 LIN Slave 2 LIN Slave 3
‘ Slave Task ‘ ‘ Slave Task ‘ ‘ Slave Task
LIN Master — :
Slave Task
Master Task

Figure 2.4. LIN bus.

Regarding to LIN frame, shown in Figure 2.5, the following fields are contained:

11bit 8bit 8bit 0 to 8 bytes 8bit

Break SYNC ID Payload cs

Figure 2.5. LIN frame.

e Break: this field informs all nodes that a message is transmitting. It is always
transmitted by the master, as token;

e SYNC: field for synchronization. It is always transmitted by the master, as
token;

e ID: message identification. The ID is univocally defined up to 64. It is always
transmitted by the master, as token;

e Payload: data field. It can be transmitted by the slave or by the master;

e Checksum: 8 bits for error detections. It can be transmitted by the slave or
by the master.

10
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2.3 MOST

Around the 2000s, with the advent of first navigation systems, complex audio sys-
tems, Bluetooth, advanced displays, the data traffic is increased. Companies like
BMW, Harman/Becker and SMSC formed the MOST Cooperation, developing the
Media Oriented Serial Transport (MOST) technology. [67]

MOST has been developed for optimizing the transport of audio-video data because
CAN and LIN networks can not guarantee high bandwidth for that purpose. In
particular MOST150, the last MOST technology, can reach 150 Mb/s, supporting
Ethernet Packet Channel with Internet Protocol (IP) functionalities.

MOST relies on all layers of OSI model. As physical layer, it usually runs on plastic
optical fiber (POF) cable to avoid electromagnetic compatibility problems and to
guarantee electrical isolation. However, MOST150 can support also coaxial cable.
Both physical layers have advantages in terms of bandwidth, but they are too ex-
pensive. In fact, this reason and many other, shown later, led to a rapid decrease
in the use of MOST technology.

Since this technology is synchronous based on Time Division Multiple Access (TDMA),
all nodes have the same clock to avoid collisions.

MOST uses ring topology, as shown in Figure 2.6, with one ECU which works
as timing master, allowing the synchronization, through synchronization messages,
with all the other ECUs. Master ECU starts unidirectional communication with
the next node, the latter will transmit the frame to next node, until it reaches the
recipient. [4]

MOST Ring

Figure 2.6. MOST ring topology.

In Figure 2.7 is shown a MOST150 frame with four main fields:
11
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Control

Ch SYNC ASYNC MOST Ethernet Packets

Figure 2.7. MOST150 frame.

e Control Channel: used for controlling network operations;

e SYNC Channel: used to exchange audio-video in a synchronous manner.
(Analog and digital audio-video);

e ASYNC Channel: used to transmit packages asynchronously. (Internet
traffic and information from the navigation system);

e MOST Ethernet Packets: introduced in MOST150 for IP data.

2.4 FlexRay

In the 2000s a consortium of major companies (BMW, Bosch, Daimler and many
others) developed FlexRay protocol. The goal was to develop a time-triggered
communication standard for safety-critical and time-critical automotive applica-
tions like all X-by-Wire systems (e.g. brake-by-wire, steer-by-wire and so on),
powertrain and chassis controls.

As shown later there are many advantages and disadvantages in FlexRay, but many
companies have stopped or are stopping using it, shifting their focus to Automotive
Ethernet.

The technology is based on cycles, which are a combination of two types of win-
dows: time-triggered (static) and event triggered (dynamic). The first one uses a
Time Domain Multiple Access (TDMA) protocol, where there are many identical
slots divided in time. If a node does not have to transmit, a null frame is sent, so
that something is always received. [35]

The second one uses Flexible Time Division Multiple Access (FTDMA), where time
is divided in sub-slots and each station can initiate communication within its sub-
slot.

Regarding to the topology this network is very flexible, it can be used: linear bus,
active and passive stars and point to point, as shown in Figure 2.8 and Figure 2.9.
Topology can be also redundant using dual channels. [40] [67]

A FlexRay frame format, shown in Figure 2.10, consists in three parts: header,
payload and footer section. In the header part there are:

e Status Bit: it represents the start of the frame which can be null frame, sync
frame, startup frame;
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FlexRay node FlexRay node FlexRay node FlexRay node FlexRay node

Channel1l

Channel 2

Figure 2.8. FlexRay linear bus topology.

FlexRay node FlexRay node FlexRay node

FlexRay node e

FlexRay node

Figure 2.9. FlexRay star topology.

e Frame ID: unique identifier of the frame;

e Length: length of the data section;

e Header CRC: error checking of the header section;
e Cycle: number of the cycle.

Instead, the footer section is composed by the CRC field for checking errors in the
payload.

2.5 Comparison

A small summary to compare all the network technologies previously analyzed,
with respect to Automotive Ethernet, is shown in Table 2.1.
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Sbit 11bit 7bit 11bit 6bit 0 to 256 bytes 24bit
| | | | | |
I I I I I I
SB Frame ID Length Header CRC Cycle Payload CRC
Figure 2.10. FlexRay frame.
Technology Advantages Disadvantages
- Low cost;
- Robustness, safe, reliable;
- Error capabilities: error counters, CRC | - Reduced data rates: between 125Kbit /s
fields; and 5-10Mb/s for CAN-FD and CAN-XTL;
CAN - Flexibility: CAN bus is multi-master, | - Low efficiency: very low payload 8 byte
there is no need to add special purpose | for classic CAN, 64 bytes for CAN-FD,
node (like switches), so a new node can | consequently high overhead.
be easily added or removed [4];
- Simulators and tools simple to use.
- Reduced data rates: up to 20 Kbit/s;
- The lowest cost of all network technolo- | - The messages are scheduled in time.
LIN gies; Consequently, the master can not start
- Easy to implement. immediately a communication;
- Low error detection capabilities.
- Very high bandwidth (150 Mbit/s) re- | TO.O expensive due to optic fiber and
spect to CAN. LIN: coaxial cable;
MOST —pImmunit t(; elec’troma netic compati- | - Low flexibility;
o Y & P - Silicones for MOST are only developed
bility problems.
by one company.
- Dual redundant channels; - Bandwidth of only 20 Mblt/ 5
FlexRay . . - No protocol support for infotainment;
- Flexible in topologies. . .
- Complicated to implement.
- Very high data rate: 10Mbps to 10Gbps; | - Cost of new technology higher than a
- Robustness: differential signal, smart | more mature one (it will settle down),
) modulation and filtering; plus the cost of switches;
Automotive e . . - . .
—.—— | - Flexibility in topologies; - Adding flexibility means adding cost for
Ethernet . .
E— - Many protocols, standards and applica- | switches;
tions; - Test tools are not so obvious. They will
- Reductions in vehicle weight and cost. | be analysed in a future chapter.

Table 2.1.
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Chapter 3

Automotive Ethernet

This chapter introduces, firstly, Ethernet used in local area networks, then the
relevant subject to this thesis: Automotive Ethernet with the differences and inte-
grations each other. It will be explained the influence of Ethernet in the automotive
field, all the OSI model layers, from physical to application layer, with the main
dedicated Application Protocols.

3.1 Standard Ethernet

Ethernet network, the most used Local Area Network (LAN) in the word, was
developed in the early 70’s by Xerox PARC which needed a connection between
computer, internet and printer. Xerox opened the technology to everyone, conse-
quently, in 1983, the 802.3 Project, inside the Institute of Electrical and Electronics
Engineers (IEEE), was created. Over the years IEEE 802.3 added, and continues
to add, new Ethernet Standards. The IEEE 802 project structure defines three
layers, as shown in Figure 3.1: [4§]

e Physical Layer (PL):
— 10 Mbit/s Ethernet: it uses the Carrier Sense Multiple Access with Colli-
sion Detection (CSMA/CD)! protocol;

— Fast Ethernet: evolution of the previous generation. It uses a full-duplex
transfer and a star center (switch) configuration. In fact, each received
frame is retransmitted only to the recipient line and not to all;

LCSMA /CD: protocol that allows to detect any collisions in the network. Carrier sense listens
to the channel before transmitting, if it detects no signals it transmits. Collision detection checks
for collisions during transmission. If a collision is detected the transmission is interrupted and is
delayed after a random time established by a backoff algorithm.

15



Automotive Ethernet

IEEE 802 Osl

Upper layers Network

IEEE 802.3 Logical Link Control
Data Link

802.3 802.11 802.5 Other
CSMA/CD WLAN Token LANs

PHY
UTP, STP, optical fiber, radio, ...

Figure 3.1. IEEE 802 project levels structure.

— Gigabit Ethernet: evolution of Fast Ethernet with the possibility of using
half-duplex transmissions with hub or full duplex with switch;

— 10 Gigabit Ethernet: evolution exclusively full duplex.
There are different types of networks, XBaseY, depending on the bandwidth X,

length of a network segment and type of transmission medium Y. For example
10-Base-T is a 10 Mbit/s network on unshielded twisted pair (UTP).

e Medium Access Control (MAC): it is responsible for how the nodes access
the network, to control packet losses and how to handle a collision;

e Logical Link Control (LLC): it hides the type of MAC protocol used (lower
layer) and works as an interface to the upper layer (network);

According to IEEE 802.3 standard, the Ethernet frame, shown in Figure 3.2, is
composed of the following fields:

7Bytes  1Byte 6Bytes : 6Bytes 2Bytes 0 to 1500Bytes I0 to 46Bytes | 4Bytes |
| | | | |
| [ I I | [ T T 1
Destination
Preamble | SFD Source Address | Length LLC-PDU Pad FCS
Address

Figure 3.2. IEEE 802.3 Ethernet frame.

e Preamble: used to synchronize the signal between origin and destination;
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Start of Frame Delimiter: it is a 10101011 sequence which indicates the
start of frame;

e Destination and Source Address: indicate address of the recipient and
sender station respectively;

e Length: length of the next field;
e LLC-PDU: payload of the transmitted data;
e Pad: it guarantees a minimum length;

e Frame Check Sequence: it contains the Cyclic Redundancy Check (CRC)
to check errors.

3.2 From Standard Ethernet to Automotive Eth-
ernet

As anticipated in the introduction, IEEE 802.3 Ethernet was born to guarantee very
high speed, but as it was, it could not guarantee strictly requirements in terms of la-
tency, jitter, congestion, guaranteed bandwidth and message arrivals, consequently
it could not be used for real-time or multimedia applications. Moreover traditional
Ethernet is too noisy and it has too interference for automotive applications.

For these reasons, the automotive industry has taken some parts of IEEE 802.3
Ethernet and changed others. For weight and cost reasons the 4-pair single direc-
tion cable is substituted by a single pair bi-directional UTP cable for both transmit
and receive. Mainly the changes are in the physical layer using, as it will be seen,
the Broadcom BroadR-Reach technology, promoted by OPEN Alliance, which per-
mits full-duplex communication, ideally doubling the throughput, unlike CAN, LIN,
Most, FlexRay.[4] Main differences are shown in Table 3.1.

Besides data link and physical layers also other layers have to be taken into account,
from network layer to application layer.

The first vehicle with Automotive Ethernet was released in 2008 by the BMW
Group for diagnostic purposes. Later in 2013 the new BroadR-Reach 100Base-T1
physical layer was used in BMW’s X5.

For this purpose, in time, three Automotive Ethernet use cases (generations) can
be considered: [13]

e First generation = Diagnostics Over IP (DolP): used to synchronize the
signal between origin and destination;

e Second generation = ADAS and Infotainment: for camera systems and
infotainment applications;
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Automotive Automotive
Ethernet Ethernet Ethernet
100Ba§‘2'2T3X (IEEE | 4 00Base-T1(IEEE | 1000Base-T1(IEEE
) 802.3bw) 802.3bp)
Data Rate 100 Mbps 100 Mbps 1000 Mbps
Signal MLT3 PAM3 at 66.667 Mb/s | PAMS3 at 750 Mb/s
Modulation 4B/5B 4B/3B, 3B/2T 80B/81B
Length 100m 15m 15m
Connector RJ45 Depends on the Depends on the
manufacturer manufacturer
Cable Two twisted pairs One twisted pair One twisted pair
single direction bi-directional bi-directional

Table 3.1. Main differences between Ethernet and Automotive Ethernet. [32]

e Third generation = Ethernet Network Backbone: communication between
ECUs in a hierarchical way as a scalable solution with different data rate.

Consequently, new protocols for different use cases (generations) have been devel-
oped, as shown in Figure 3.3.

First generation Second generation Third generation
%)
<
2
E__I Diagnostic, ECU flashing, Infota.lnment and Driver Backbone Automotive
8 Reaiview Careias Assistance Systems Ethernet
< (ADAS)
Video Communication Time-triggerend
5 Interface (ISO 17215) Ethernet (TTEhernet)
w
3
-~ O
¥ g AVB First Gen AVB Second Gen
Sa
I

Energy-Efficient

Diagnostic over IP
Ethernet (IEEE 802.3az)

Partial Networking

1 Gigabit
Automotive
Ethernet

100 Base-Tx Ethernet BroadR-Reach
(IEEE 802.3u) (OPEN Alliance)
100 Base-T1

Data Link Layer
Physical Layer

2010 2015 2020

Figure 3.3. Protocols for different use cases (generations) of Automotive
Ethernet. Source: [27]

In the following sections, according to OSI model, will be covered in detail:
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— Physical layer technologies for 10 Mbps, 100 Mbps and 1 Gbps;

— MAC frame and VLAN;

— Internet Protocol (IP);

~ TCP/UDP;

— Dedicated Application Protocols (SOME/IP, AVB/TSN, TTEthernet, DoIP).

3.3 Physical Layers

To overcome the bandwidth issue, in these years, many Ethernet standards have
been developed. In this section they will be analysed with emphasis on different
data rates: 10 Mbps, 100 Mbps and 1 Gbps. In Figure 3.4 is shown a time horizon
of the various standards.

Diagnostic

Low resolution Cameras Connected Car, Infotainment ADAS and Autonomous Driving
purposes
2008 2013 2017 2019 2021 2024 2025 2026+
100BASE-TX 100BASE-T1 1000BASE-T1 2.5/5/10GBASE-T1 10G+

Figure 3.4. Time horizon of Automotive Ethernet Standards.

3.3.1 100 Mbps and 1000 Mbps networking technologies

100BASE-T1 The most used Fast Ethernet standard for local area networks,
100BASE-TX, is based over two pairs of unshielded twisted pairs (UTPs). One
pair is used for transmission and the other one for reception, establishing a 100
Mbps full-duplex communication. Instead, 100BASE-T1, born as BroadR-Reach
and standardized by IEEE as 802.3bw, provides well established limits on EMC,
EMI, temperature-grade and uses a single UTP cable, as shown in Figure 3.5, for
bidirectional signal (meaning low cost and low cabling weight).

Differences between the two communication methods are shown in Figure 3.6.
Respect to 100BASE-TX (standard Ethernet cable), BroadR-Reach cable can achieve
80% cost reduction and 30% weight reduction according to Open Alliance and
Broadcom publications. For these reasons 100BASE-T1 has taken over, particu-
larly in the automotive field. As it will be seen 100BASE-T1 can also support
communication of audio/video using AVB/TSN standard, it can support different
data types with many priorities.

Comparing the requirements of I00BASE-T1 on Electromagnetic Interference (EMI)
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Figure 3.5. BroadR-Reach cable and connector. Source: [4].

100 Mbps

— 100 Mbps TX ! I{: :}I !? 100 Mbps TX =

Dual Simplex PHY 1/O

I oo i s

100 Mbps
Full Duplex Full Duplex
MAC /O (MII) MAC /O (MII)
Full Duplex PHY /O
o 100Mbps X 100 Mbps oy 100 Mbpe TX —
100 Mbps RX 100 MbQS 100 Mbps RX

Figure 3.6. Difference between 100BASE-TX and BroadR-Reach 100BASE-T1
communications. Source: [4].

and Electromagnetic compatibility (EMC) with respect to CAN interface, which is
currently the most widespread technology, as shown in Figure 3.7, both are below
the maximum limits imposed by the Comité International Spécial des Perturbations
Radioélectriques (CISPR) 25 Class 5 Annex G [5] and TC8 Open Alliance [44].
Another difference between 100BASE-TX and 100BASE-T1 regards to signaling
and modulation. The first one uses Multi-Level Transmit MLT3 (tension levels: -1,
0, +1, 0) with 4bit/5bit as modulation on 125 Msymbols/sec.

Instead the second one uses Pulse Amplitude Modulation PAM3 (three tension lev-
els: +1, 0, -1) with 4bit/3bit, 3bit/2ternary symbols, as modulation on 66.66Msym-
bols/sec. This to achieve 66.66 M symbol/s+3B /2T = 100Mbps. A coding example
on 4B/3B, 3B/2T, PAMS3 is shown in Figure 3.8.
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Figure 3.7. Emission tests. Source: [35].

As said, since 100BASE-T1 uses a single pair cable, hybrid circuit and echo can-
celer, to distinguish between transmitted /received signals are needed, as shown in
Figure 3.9.

The hybrid circuit permits the two-way communication on the same wire pair with
master and slave principle with a handshake process for start-up. This process uses
signals:

e SEND_Z: transmission of all zeros;
e SEND I: transmission of PAM3 (-1V, 0V, 1V) idle signals;

e SEND_N: transmission of PAM3 data signals or idle signals.
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Mil 0000 0101 0011 1001 0111 0111
4B3B 000 001 010 011 100 101 110 111
32T L -10 11 0-1 01 11 10 11
PAMS3 nd] T 41 0-1 Lol 1-1 100 1

+1 T

|

1

0 L

Figure 3.8. Coding example on 4B/3B, 3B/2T, PAM3.

Master PHY Slave PHY

Twisted
Pair Cable

—— ——> —»

l

Transmitter

Master Signal
—
Slave Signal g Echo Canceler Echo Canceler A
MDI Signal i t
—
T At l l +__/ N T
‘ \—b“i - — —> —|:}—b —>

Figure 3.9. Echo cancellation and hybrid block diagram. Source: [49].

Initially, the Master goes from SEND_Z to SEND_I state, transmitting PAMS3 idle
signals, at the same time the Slave remains on SEND_N state. Then, the Slave
goes to SEND_I state with Master on SEND_I. Finally, if Master and Slave validate
the start-up process, both go to SEND_N state, however the process restart. An
example of process is shown in Figure 3.10. [60]

A typical 100BASE-T1 implementation is shown in Figure 3.11 where, instead of
transformers (case of 100BASE-TX), two capacitors to reduce the dimensions are
placed.
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Figure 3.10. Link startup process: Master (yellow, pink) and Slave (blue, green).

Switch between SEND_Z, SEND_I, SEND_N. Source: [60].

PCB

MCU RGMII

X [3:0]

[

100 BASE-T1
PHY

Figure 3.11. 100BASE-T1 implementation. Source: [49].

Twisted Pair Cable

Regarding to the 100BASE-T1 frame, is practically the same as IEEE 802.3 stan-
dard Ethernet, shown in Section 3.1, with Start of Stream Delimiter (SSD) at the

beginning and END of Stream Delimiter (ESD) at the end of frame. [60]

1000BASE-T1 The bandwidth increasing, the birth of autonomous driving, the
use of many sensors and the need for redundancy, during the years, led to switch
to a 1Gbps technology such as 1000BASE-T1 standardized by IEEE 802.3bp.

1000BASE-T1 uses Pulse Amplitude Modulation PAM3 (three tension levels: +1, 0,
-1) with 3bit/2ternary symbols as modulation on 750Msymbols/sec, this to achieve

23




Automotive Ethernet

750M symbol /s x 3B /2T = 1000M bps.

3.3.2 10 Mbps networking technology

10BASE-T1S With the advent of new sensors applications and ECU develop-
ments, a 10Mbps Ethernet PHY was born that can be used for:

e ECUs that require faster communication than CAN-FD, but lower then 100Mbps
of 100BASE-T1 for cost and energy reasons;

e Simple, redundant sensors and actuators network (only 1 connector at ECU
per bus line like shown in Figure 3.12);

e As a replacement for legacy networks such as FlexRay.

D Ultrasonic
sensor unit

. Side radar
sensor unit

. Front radar
sensor unit

Figure 3.12. Sensor network example on 10BASE-T1S.

In particular IEEE 802.3cg defines PHY 10BASE-T1S, a low-complexity pair, where
“S” means short length of 15-25m (there is another PHY 10BASE-T1L for long
distance, 1km, but not useful for automotive applications).

10BASE-T1S is on single twisted pair and uses 4B5B encoding, its peculiarity is
that it supports three different operating modes: [72]

e Point-to-point 15m with optional full duplex;
e Point-to-point 15m with mandatory half duplex;

e 25m optional half duplex multidrop, it supports bus architectures (like CAN),
using Physical Layer Collision Avoidance PLCA (a CSMA/CD extension) to
improve performance in stress condition.

Full duplex and multidrop options are in mutually exclusive.

As said the principal reason for using 10BASE-T1S is the cost, due to the mul-
tidrop topology and a simplified PHY design. In case of a multidrop topology only
one PHY per end node ECU is used, instead of two for traditional Ethernet, less
connectors and switches. This saves (N — 2)/(2N — 2) PHYs with N number of
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Traditional switched Ethernet

#0 #1 #2 #3 #4
pC pC pC puC pC
Switch Switch Switch Switch Switch
PHY | PHY PHY | PHY PHY | PHY PHY | PHY PHY | PHY
Multidrop— bus topology
#0 # #2 #3 #4
pcC
Switch HC pc e e
PHY | PHY PHY PHY PHY PHY
Figure 3.13. Difference between traditional switched Ethernet and
10BASE-T1S as multidrop topology.

nodes. [35] The difference is shown in Figure 3.13.

In Figure 3.14 cost and data rate are compared with the target that will be reached.
Different shared
systems

Rate
Switched
Ethernet system
10 Gbps
Legacy networks require lower
1 Gbps data rate, but also cost
significantly less. Target for CFI 1000
100 Mbps subject is 50% of 100BASE-T1 ‘ . BASE-T1
10#?15% by
10 Mbps ‘ BASE-T1
1 Mbps A FlexRay
ACAN-FD
100 kbps
HS-CAN
10 kbps
LIS A Relative
system
0.5 1 (log.scale) costs

Figure 3.14. Comparison between cost and data rate of different
technologies. Source: [14]
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PLCA can offer easily and bounded channel-access time by means of a Round-
Robin schedule that it does not allow collisions and permits throughput of about
10Mbps in stress condition. In Figure 3.15 is shown the PLCA mechanism, where
the units transmit their own packets in sequence of the node IDs. The first unit,
head node, that has ID equal to zero, starts every cycle with a signal (Beacon) that
inform all the other nodes to restart timers and counters. For transmitting every
unit uses its Transmit Opportunity (TO), if it does not use it, the unit with the
increasing ID can start when the TO time expires. [35]

AN X2 e X2 e 2 X2 e o xR
© QL0 ; o TN : o ; o ISR : o 'asp Q?,0
%e:b Q‘?‘* 5\\6 Q‘?‘* 5{\6 ‘5\\3 Q\?‘\\ S\\e WP q\?\*

| 1 TR

\ J
|

PLCA bus cycle

Figure 3.15. PLCA mechanism.

PLCA being an extension of CMSA/CD, a comparison of bandwidth and access
latency between CSMA /CD + PLCA and CSMA /CD only is shown in Figure 3.16.

10BASE-T1 has not yet been implemented on vehicles, but extensive tests have
been done by Open Alliance members.

3.4 IEEE Ethernet MAC and VLAN

While the previous section dealt with physical layer, here we will move one level
on the stack architecture, dealing with the Media Access Control (MAC) sublayer.
Since two or more devices can access simultaneously to the bus, collisions can occur.
All Ethernet controllers have a collision detection function to stop a transmission.
To prevent another collision, a node can transmit only after the expiration of a
random time thanks to a backoff algorithm. The compete method to access the
bus is called Carrier Sense Multiple Access Collision Detection (CMSA/CD), talked
about in the previous sections. However, in our case, since IEEE 100BASE-TX,
IEEE 100BASE-T1 and 1000BASE-T1 use a full duplex communication, collisions
do not occur in these physical media.

In order to send data and to communicate between nodes, they must have an iden-
tifying address that is unique. In IEEE 802 scheme, the MAC address is defined in
six hexadecimal bytes with the first three assigned to each hardware manufacturer
and the other three used by each manufacturer to assign the address to their prod-
ucts.
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Figure 3.16. Comparison of bandwidth and access latency between CSMA /CD
+ PLCA and CSMA/CD only. Source: [72]

To extend the classic addressing Virtual Local Area Network (VLAN) can be used,
especially in automotive applications. VLAN addresses permit to create virtual
networks on top of physical network and to delimit communications, defining do-
mains for different applications and use cases. An ECU can be part of more than
one application domains and VLANs. The Virtual LAN is also a basis for security
reason due to its firewall function, because, for instance, a certain browser applica-
tion cannot access to car internal data, even if the data goes on the same wires.
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In Figure 3.17 is shown a VLANs example where, for instance, if diagnostic in-
terfaces are considered, the diagnostic packets receive the diagnostic VLAN tag.
Inside a car, this traffic is recognized as diagnostic traffic and not as car internal
traffic. [35]

ADAS ECU Infotainment ECU Telematics ECU
Car internal _Carinternal Browser .Carinternali Backend
subsystem subsystem 5u‘b51,r5tem i interface

Diagnostici Gateway
subsystem g

Diagnostic Diagnostic
subsystem 3 suksw,rstem :
T

Configured VLAN for
external traffic

~ tf

\ Carinfrastructure_ *
switch Configured
VLANs per port

External diagnostic o Wireless external

system (tester) connections Car-to-X
= = = VAN diagnostics

=« = V| AN external connections
/AN internal communication
w==ummz=is External IP connection

Car

A
1
I
1

-,

Figure 3.17. VLANSs example. Source: [35]

It is also important to point out that VLAN permits to have different priorities for
each message routed to the Ethernet switches for better real-time communications.
A transmitted message always contains an origin address and a destination address.
As specified in previous sections, in automotive field, Ethernet frames II, shown in
Figure 3.18, are used. See Section 3.1 for further insights.

7Bytes 1Byte 6Bytes 6Bytes 4Bytes 2Bytes 0 to 1500Bytes I0 to 46Bytes  4Bytes |
| | | | | | | |
I T T 1 T | T T T 1
Destination | Source MAC Type CRC
Preamblel |(SER MAC Address Address VIAN Tag Field Hatd Fad Checksum

TPID | TCI

Figure 3.18. Ethernet frame with VLAN Tag.

In automotive field applications the frame contains also VLAN extension in the
VLAN Tag that contains:
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e TPID: Tag Protocol identifier, 2 byte that highlights the frame format;
e TCI: Tag Control information, 2byte divided into:

— PCP: Priority Code Point, to indicate a priority level of the frame;

— DEI: Drop Eligible Indicator, to have a possibility of ignoring the frame
in case of congestion;

— VEI: VLAN ID, to indicate the VLAN number between 0 and 4096.

3.5 Internet Protocol IP

There are no particular differences regarding Transmission Control Protocol (TCP),
User Datagram Protocol (UDP) and Internet Protocol (IP) in automotive industry,
in fact the ability to reuse all protocols is a great advantage.

The IP protocol provides a network message transfer service without previously
establishing a connection and without providing guarantees on the actual transfer
of TP datagrams. The essential functionality of IP is addressing, identifying and
locating hosts and packages from source to destination address.

An TP datagram is composed by a header and a payload. In case of IPv4 (32bit),
the header, shown in Figure 3.19, contains the following fields: [48]

Version HLEN Type of Total
service length

Identification Flags REREIACnE
offset

TlmeT:I'rT- Hye. Protocol Header checksum

Source IP address

Destination IP address

Options

Padding

Figure 3.19. Header part of IP datagram.

e Version: it specifies the protocol IP version (4 in this case);
e HLEN: header length in multiples of 32 bits;

e Type of service: it specifies how and precedence the receiving host should
treat the datagram;
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Total length: total length, in byte, of the IP datagram;
Identification: it identifies univocally the datagram (if fragmented);
Flag: 3 bits used for protocol and datagram fragmentation control;

Fragment offset: offset, in 8 bytes, of a particular fragment relative to the
beginning of the original IP packet;

TTL: Time To Live of the packet, necessary to avoid indefinite persistence on
the network in case it is not possible to deliver it to the recipient;

Protocol: higher level protocol that originated the datagram;
Header checksum: checking for header errors;

Source IP address;

Destination IP address;

Options: for more specific uses of the protocol;

Padding: filling field to ensure multiple 32bit header length.

IPv6 uses 128bit instead of 32bit for addresses, but currently solutions with IPv6
are not mature enough yet.

Even if the number of active nodes can change, an in-vehicle network is a closed
system because the maximum number of nodes is established a priori. Since a car
have to be restarted many times during a day, there is a time issue which requires a
quick start of all nodes, therefore static IP configurations are recommended. How-
ever, there are also some applications that require dynamic IP.

To assign IP addresses inside a vehicle four methods can be used: [35]

Static: The IP addresses are assigned during the development phase of the
ECU, consequently each ECU with the same function will have the same 1P
address regardless of the car on which it is implemented. Obviously, there
must not be two ECUs with the same function and consequently IP:

Pseudo-dynamic: The ECU produced has no IP address, it will receive it
statically during assembly;

Dynamic: Required when the vehicle communicates with the outside world,
for instance, for diagnostic tester;
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e Multiple: A single ECU uses many IP addresses, for instance, for diagnostic
purposes where if the address was single, it had to be changed every time
it was connected with external world. An example is shown in Figure 3.20
where the dynamic IP addresses y and z are assigned only when the External
diagnostic system (tester) is connected with dynamic IP address .

Static IP Static IP
address 1 address 2

hd

w \\\\*I_______j T TT TR -7 P |
\\\ ~ Dynamic i Dynamic -7 ,/l
1 | P
[ [

SN IP address y

Car infrastructure

switch

Car

. X I )
External diagnostic I. Dynamic

system (tester) =7 IP address x DHCP Server
i ———- External y

e infrastructure kbbbt o
switch

€ ———— 2 Diagnostic traffic in EXTERNAL dynamic IP Cluster
<€ > Application traffic in internal CAR static IP
cluster

Figure 3.20. Example of multiple IP addressing. Source: [35]

The switches of OSI layer two, using MAC addresses have lower latency and can only
be implemented on hardware, compared to a more complex, larger and expensive
in software, router of OSI layer three. Consequently, currently dedicated router
chips for the automotive field are not available, contrary to switches. [35]

3.6 TCP/UDP

At transport layer the main protocols used are Transmission Control Protocol
(TCP) and User Datagram Protocol (UDP). The first one is connection-oriented
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and the second one is connectionless. Both protocols carry segments, called Trans-
port Protocol Data Units (TPDU). Since the lower IP layer carries units of various
applications, ports, acting as an interface between the applications and the IP layer,
are defined. Port number and IP address make up a socket.

UDP protocol The objective of User Datagram Protocol (UDP) is to multiplex
more information flows on a single UDP flow, checking for errors only at the nodes.
The transfer is connectionless, so out of sequence deliveries can happen and there is
no connection establishment. It is also not possible to perform segment loss checks,
as they are not numbered.

However, having connectionless transmission results in faster transmission than
TCP protocol. It is also possible to send segments in Multicast or Broadcast mode.
A header of an UDP segment is shown in Figure 3.21, where the following fields
appear: [48]

Source port Destination port

UDP length Checksum

Figure 3.21. Header of UDP segment.

e Source port;
e Destination port;
e Length: in bytes of the entire UDP segment;

e Checksum: error detection for the UDP segment.

An example for data transmission between two ECUs, in UDP protocol, is shown
in Figure 3.22 where it is possible to see that acknowledgments are not generated.

TCP protocol The objective of Transmission Control Protocol (TCP) is to
improve the underlying connectionless IP protocol service by providing a reli-
able connection-oriented service, multiplexing multiple streams into a single TCP
stream.

In contrast to UDP, in case of loss, duplication or out of sequence deliveries seg-
ments, the TCP protocol reconstructs the flow thanks to an appropriate numbering
of the segments. In this case Broadcast or Multicast mode are not possible to use,
because the connection must be between two ECUs.

A header of an TCP segment, which proves its reliability, is shown in Figure 3.23
where the following fields are used: [48]
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ECUA

Figure 3.22. Example of UDP data transmission.

o 82t i

ECUB

Source port

Destination port

Sequence number

Acknoledgment number

HLEN | Reserved | Code bits Window
Checksum Urgent pointer
Options
Padding

Figure 3.23. Header of TCP segment.

Source port;

Destination port;

Sequence number: order number of the first data byte of the segment;

Acknowledgement number: order number of the next byte that the com-

munication expects to receive with the next message;
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e HLEN: header length;
e Code bits: 6 bits of flags:

— URG" it indicates the presence of urgent data;
— ACK: it indicates whether the matching number is valid or not;

— PSH: informs the receiver to deliver the data to the application; immedi-
ately, regardless of the buffer;

— RST': connection reset, connection refusal or message;
— SYN: to establish a TCP connection;

— FIN: to release a TCP connection.
e Window: number of bytes the source can accept (flow control);
e Checksum: error checking;
e Urgent Pointer: location (offset) of urgent data;
e Options: particular functions.

The connection between two nodes, as in Figure 3.24, is established through a three-
way handshake procedure where, firstly, an ECU A sends request for connection
establishment for ECU B, specifying the Sequence Number. The ECU B sends the
acceptance of the connection also specifying the sequence number. Finally, ECU A
sends the final acknowledgement of acceptance.

ECUA ECUB

Figure 3.24. Opening TCP connection between two ECUs.
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Regarding to data transmission of TCP segments, an example is shown in Figure
3.25. The ECU A sends the data X to ECU B, this answers with an acknowledg-
ment and data Y. Finally ECU A acknowledges data Y.

ECU A Ac ECUB
Kﬁag
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SEQ™ T
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SEQ g
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Ak, :Btu
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Figure 3.25. TCP data transmission.

At the end, the connection is closed, as in figure 3.26, where the ECU A sends
the request with flag FIN, the ECU B acknowledges. Then also ECU B sends the
request with flag FIN and also ECU A acknowledges.
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ECUA ECUB

Figure 3.26. Closing TCP connection between two ECUs.

3.7 Application Protocols

In this subsection will be described the most used application-related protocol in
automotive field, such as: SOME/IP, AVB/TSN, TTEthernet and DolP.

3.7.1 SOME/IP

Scalable service-Oriented MiddlewarE over IP (SOME/IP) was designed by BMW
group in 2011 and it was implemented in series production cars at BMW in 2014.
From version 4.1 of AUTOSAR it has become an integral part of it providing scal-
ability, flexibility and adaptability. However, in addition to AUTOSAR, it shall be
implemented on different operating system like OSEK and even embedded devices
without operating system.

SOME/IP works as middleware, like shown in Figure 3.27, in the sense that makes
the network transparent to the software exchanging data, doing as an intermediary
between different applications. The message communications and function calls
between software are implemented just once to better test the modules.
SOME/IP allows applications to communicate providing service-oriented commu-
nication over a network, in this way the sender sends his message only when at
least one recipient has requested it so that the network does not have to process
useless data. On the contrary, in a signal-oriented transmission the data is sent by
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Figure 3.27. SOME/IP middleware. Source [9].

the sender when values are updated regardless of the need of the receiver.
SOME/IP is defined on client-server architecture, there are several communication
methods between client and server: [35][9]

e Request and Response: the client sends a request for calling a function;
the server replies with the result of the function;

e Fire and Forget: the client sends a request for calling a function, but the
server does not reply;

e Event service: the client subscribes for a service, then the service sends pe-
riodically, or when there is a change, information. (Similar to CAN network);

e Field service: with getter and setter methods fields can be read or modified.
When a field is changed, a notification is sent.

The four communication methods, which rely on UDP and TCP sockets, are shown
in Figure 3.28. To determine if a service is available or not SOME/IP-SD (Service

Client Server Client Server Client Server  Client Server

- e
‘yonse guent

Request/Response methods Fire & Forget methods Events Fields

!

Figure 3.28. SOME/IP communication methods: Request and Response,
Fire and Forget, Events, Fields.
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Discovery) is used. Especially in start-up phase of the car, Service Discover is
very useful for simplifying, reducing the time, since each ECU can communicate its
availability. At the same time it is also useful for detecting undetected ECUs that
fail and for saving energy by supplying it only to ECUs that need it.

Due to its short initialization time, SOME/IP is suitable for ADAS and infotain-
ment systems, but it cannot be used for strictly real time applications yet, such as
motor control.

SOME/IP and SOME/IP-SD headers are shown in Figure 3.29. The fields of
SOME/IP header mean: [1]

SOME/IP header SOME/IP-SD header

Message ID

Length

SOME/IP header
Request ID

Protocol Interface | Message

Ret Cod
Version Version Type ERLEAcE

Flags Reserved

Length of Entries Array

Entries Array

Length of Options Array

Options Array

Figure 3.29. SOME/IP and SOME/IP-SD headers.

Message ID: used to identify the Remote Procedure Call to a method of an
application or to identify an event;

Length: from the next header field to the end of the payload;

Request ID: to differentiate between multiple calls of the same method;

Protocol Version: SOME/IP version;
e Interface Version: Major Version of the Service Interface;

e Message Type: used to differentiate different types of messages (e.g. RE-
QUEST, REQUEST_NO_RETURN, RESPONSE, ERROR, ...);
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e Return Code: to signal to report whether a request has been successfully
processed.

SOME/IP uses a decentralized approach where each ECU offers and requests avail-
ability to all other ECUs in broadcast mode.

3.7.2 AVB/TSN

Ethernet can not be used for real-time communications or for multimedia purposes
because it is not able to guarantee bounded latency, bandwidth allocation, end-
point synchronization. In 2005, IEEE 802.1 created Audio Video Bridging Task
Group (AVB Task Group) with the scope of creating a collection of standards to
meet all these needs. Firstly, the group focused on audio and video communication,
subsequently, in November 2012, changing its name to Time-Sensitive Networking
Task Group (TSN Task Group), they studied protocols for safety critical applica-
tions that require stringent timing requirements in terms of: low latency, synchro-
nization, no noticeable jitter. At the time of writing many TSN sub-standards are
still under development, however the main and most important standards, overview
shown in Figure 3.30, will be covered here.

Control/Streaming Applications

Streaming Media API TCP/IP

g IEEE 1733 Protocol
° Layer-3 AVB Transport Protocol Stack
° IEEE 1722
:6: Layer-2 AVB Transport Protocol
§< IEEE 802.1 Qav Legac
0 IEEE 802.1AS LG ol L Ethornet
<>t . Rules for AVB frames

Precision Time Protocol
IEEE 802.1 Qat

Stream Reservation Protocol
IEEE 802.3 Physical Layer

Figure 3.30. Overview of AVB protocols. Source: [57]

As in Figure 3.31, it can be possible to have hybrid networks with some AVB
nodes, inside AVB domains, and others not AVB domains, but only AVB-capable
end point and switches can transmit or receive AVB traffic.

The first standard, IEEE 1722-2011[17], shows how two AVB nodes communicate.
Firstly, AVB packet is composed by the following fields:

e Header: type of AV data;
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Figure 3.31. Hybrid network with AVB domain and not. Source: [36]

e Stream ID: specific data stream derived from MAC address of Talker;

e Presentation Time: maximum time when a packet must be received at the
Listener;

e Payload Information: format of the payload;
e Payload.

A packet, shown in Figure 3.32, lies on the first two layers and not on higher layers
of OSI model to reduce the processing time and consequently latency. The AVB
communication works between talker, source of data, and listener, consumer of data
like shown in 3.33. In IEEFE 1722-2016[19] version more data types are supported.
[35]

Synchronization between talker and listener nodes is described in IEEE 802.1AS-
2011[18] standard with the generalized Precision Time Protocol (gPTP). A node,
the Grandmaster, provides all other nodes a synchronization clock as common
reference global time with an accuracy of better than 1us and precision of some
nanoseconds. This node is chosen, dynamically, among those that have the best
clock in the AVB network thanks to the Best Master Clock selection Algorithm
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Ethernet packet with IEEE 1722 packet as payload

Preamble | sFp| DESUNANON | o Address | 902-1Q header

Kedelriss (VLAN) Ethertype Payload FCS

(P E IEEE 1722 streaming data packet i

AVB Presentation | Payload

Header Stream ID Time Information
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Figure 3.32. IEEE 1722 streaming data packet.

AVB Talker AVB Switch AVB Listener AVB Listener
Ethernet MAC Ethernet MAC Ethernet MAC
and VLAN Edemet AL and YLAN and VLAN and VLAN

Ethernet Ethernet Ethernet
Ethernet PHY PHY PHY PHY Ethernet PHY Ethernet PHY

Figure 3.33. AVB topology: Talker and Listener.

(BMCA) where the clock of each node is cyclically checked with the current grand-
master and eventually replaced with the best one. The algorithm also deals with
the so called Clock Spanning tree, contains all the paths between AVB nodes, so
that the whole network knows the propagation delays (Link Delay) of the different
paths. In Figure 3.34 is shown a gPTP domain with a grandmaster. The Link
Delay is computed:
(T4—-T1)— (T3 —-1T72)
2

as shown in Figure 3.35. Then this delay will be used for clock synchronization
between master and slave exchanging Sync and Follow up packets as in Figure
3.36. Typically, the node locations and the link lengths do not change between car
ignitions, so delay values are fixed and saved.[35] Since in 2011 version a change of
Grandmaster takes too time (more than 200ms) by BMCA algorithm, with a new
standard version: IEEE 802.1AS-2020(23], redundant Grandmasters, redundant
Clock Spanning trees and multiple gPTP are implemented.

To allocate bandwidth for each application, thanks to IEEE 802.1Qat[16] Stream
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Figure 3.34. gPTP domain. Source: [37]
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Figure 3.35. Link delay.

Reservation Protocol (SRP), the Talker makes itself available to stream data to all
AVB nodes. If a Listener is interested, it communicates it and a reserved stream
is established. Certainly it is necessary to guarantee availability of reserved band-
width, the maximum allowed is 75% for AVB streams (the remaining is used for
Best-Effort traffic). This distributed architecture, where all switches have to check
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Master Slave
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Figure 3.36. Sync and Follow up packets.

individually if the bandwidth is available, is time consuming. So IEEE 802.1Qcc(22]
specifies a more advanced SRP as centralized network management.

Regarding to traffic, it is possible to define Class A streams (highest priority) and
Class B streams or its own user-defined class, as shown in Table 3.2.[35]

Traffic Class Transmission Period Expected Latency (7 hops)
Class A 125us 2ms
Class B 250us 50ms

Table 3.2. Priority classes.

IEEE 802.1Qav[15] manages the allocation priority of streams. The Forwarding
and Queuing of Time Sensitive Streams (FQTSS) standard takes care of creating
message queues and then forwarding them according to the order of priority, split-
ting between time-critical and non-time-critical traffic, and applying the Credit-
Based Shaper (CBS) to avoid traffic overloads and to not block the bus in presence
of low priority data as shown in Figure 3.37. Since high jitter provides low qual-
ity communication with frame jumps, it is possible to have continuous streams,
more uniform, thanks to CBS. In Figure 3.38 an example of AVB traffic shaping is
shown: when the credit is greater than or equal to zero the AVB-Queue can start
its transmission, in such case the credit will have a negative fixed slope; instead
when a frame is waiting in queue the credit will have a positive fixed slope; in case
of empty queue the credit is equal to zero. [12]

The scheduling of packets transmission between stations and switches is standard-
ized in IEEE 802.1Qbv[21], thanks to Time Aware Shaping (TAS). Since time
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Figure 3.38. AVB traffic-shaping. Source: [38]
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guard bands allows not to start new frames, in addition, with IEEE 802.1Qbu[20],
also preemption is implemented to minimize bandwidth losses due to guard bands
(it can not send anything in the guard time). In this case, as in Figure 3.39, the
interrupted frame is restored later. The minimum fragment size is 64 bytes. [12]

Conflict: transmission of best effort frame |
infringes time-critical slice 1 J
I Cyele n — =I; - Cycle n+1 ‘*I
:4 1 >t 2— »le —1 >§= 2 ——b-:
| 1 New frame |
| VLAN priority X Other VLAN priority | VLAN priority X |  Other VLAN priority | .
| i I | 5 I e
| Start of frame | End of frame | lime ¢
' transmission ' transmission !
I:l New frame VLAN priority X :l Other VLAN priority
VLAN: virtual local area network
Frame is interrupted, guard The cycle is switched back to time slice 2, and
band can be minimized the interrupted frame transmisison is restored.
“ Cycle n _ - -I {:_vclje n+l -]!
P P/ |
(e—1 > 2 — 1 >t 2 >
I . I : ] I
j . I
VLAN priority X Other VLAN priority H VLAN priority X Other VLAN priority R
: : i | Time ¢
: : ; |
| | S > |
Frame transmission interrupt
i Frame . VLAN priority X i Guard band | Other VLAN priority
VLAN: virtual local area network

Figure 3.39. Guard bands and frame preemption. Source: [12]

3.7.3 TTEthernet

Time-Triggered Ethernet (TTE or TTEthernet), standardised by the Society of
Automotive Engineers (SAE) AS6802 [11] in 2011, extends, remaining compatible,
the classical IEEE 802.3 Ethernet to meet requirements of fully deterministic com-
munication with guaranteed constant latency, bandwidth, jitter and fault tolerant
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synchronisation to real-time applications.

TTEthernet operates on OSI layer 2, with a frame format compatible with IEEE
802.3 Ethernet, and on many physical layers like 100Base-T1S on the automotive
case, it can coexist with other Ethernet network, traffic classes or services, such as
AVB; since its backward compatibility. [69][62]

To satisfy different real-time and safety needs, three traffic and message types are
provided: [69][2]

e The first class, time-triggered (7'T), has the precedence over all other traffic
classes. Packets are sent at scheduled and predefined times. In this case
delays and precisions are certainly guaranteed and predefined. So this class
is suitable for brake-by-wire, steer-by-wire and all other stringent real-time
systems, specifically in chassis and powertrain domain where vehicle stability
and dynamics are crucial from a safety point of view;

e In the second one, rate-constrained (RC), real-time requirements are less
stringent compared to the previous traffic class. In this case a predefined
bandwidth is guaranteed and time requirements have defined upper bounds.
This class is suitable for multimedia or safety-critical applications with highly
reliable communication, but moderate (not stringent) temporal constraints.
In case of stringent requirements T'T class must be used;

e In the third one, best-effort (BE), the packets are sent in best-effort manner
(like in classical Ethernet networks), and therefore there is no guarantee if and
when the messages can be transmitted and with what delays. In this case
packets are transmitted in a FIFO queue on the remaining bandwidth with
lower priority with respect to TT and RC classes. This class is suitable for all
legacy IEEE 802.3 Ethernet traffic without any requirement in terms of time

(QoS).

In the example of Figure 3.40 a dataflow integration between different frames (T'T,
RC and BE) is shown. Sender 1 sends TT frames, periodically, with 3ms of period
and BE frames. Sender 2, instead, sends TT frames, periodically, with 2 ms of
period and both BE and RC frames. At the Switch 1 the TT frames are scheduled
with period 6 ms, corresponding to the Least Common Multiple (LCM), instead
RC and BE frames are not subject to a predetermined schedule. [58]

There is one last message type, called Protocol Control Frame (PCF), for establish-
ing and maintaining synchronization. These messages, obviously, have the highest
priority. Clock synchronization is fundamental for T'T frames, for this purpose,
sender, switch and receiver always transmit clock synchronization messages in a
hierarchical master-slave architecture in a distributed fault-tolerant way, similar to
IEEE 1588 Precision Time Protocol previously treated.
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Figure 3.40. Dataflow integration between TT, RC and BE frames. Source: [58]

Comparison between TSN and TTEthernet Both IEEE 802.1 AVB/TSN
and Time-triggered Ethernet use real time approach to provide support for time
triggered communication. The two protocols have different critical levels and re-
quirements. While the first one allows the synchronous reproduction of the frame
and, thanks to its signaling protocol, the dynamic recording of the data flow; the
second one, suitable for safety-critical application, owns an offline configured sched-
ule table with better determinism and precision of time in communication. Both
use Time-Division-Multiple Access (TDMA).

In general, TSN has more flexibility to adapt configurations modification and band-
width equity (reserved based on the actual demand) than TTE, on the contrary
TSN is only appropriate for soft-real time applications, unlike TTE, because it
does not have fault-tolerant clock synchronization and it admits a low-granularity
scheduling mechanism. [33]

For an in-depth comparison, please refer to the paper: [71].

In summary, it is advisable to use:

— AVB/TSN for multimedia, infotainment, driver assistance and soft real-time
applications;

— TTE for stringent real-time uses, such as chassis and powertrain applications
like vehicle stability, agility and dynamics.
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3.7.4 DolP

Diagnostics over IP (DolP), standardized on SO 13400[25], has had an important
impact in diagnostic area of Automotive Ethernet enabling communication between
ECUs and an external tester using IP, TCP and UDP protocols, this to identify
and resolve faults, flashing ECUs. AUTOSAR is the software architecture for
implementing the communication between ECUs and the external tester. [30]
Instead of Unified Diagnostic Services (UDS) on CAN, that support max data
rated of 500kbps, DolP supports data rates up to 100Mbps, so it is suitable for all
applications that require fast data transfer.

DolIP supports on-board and off-board communications. The first one warns the
passengers by activating on-board warning, the second one instead stores the fault
to be retrieved, subsequently, only in a garage by a mechanic.

An example of vehicle network architecture is shown in Figure 3.41, where a DolP
Gateway is needed to save the effort and cost of integrating DolP stack in every
ECU separately.

. DIAGNOSTIC
TESTER TOOL

=

T —
il

DolP Gateway

Ethernet

Diagnostic Request
Diagnostic
Response

Figure 3.41. DolP network architecture. Source: [10]

As shown in Figure 3.42, in the communication sequence, the diagnostic tester
enables the sending of Diagnostic Request, then the recipient ECU process this
request and reply with an acknowledge at the tester. In this process the DolP
Gateway works as intermediary, forwarding requests and responses to the respective
ECUs and testers. A DolP message is shown in Figure 3.43.
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Chapter 4

ECUs on Automotive Ethernet:

testing and validation

This chapter describes, according to many automotive companies with its white
papers, existing methodologies and strategies for testing and validating intercon-
nected ECUs on Automotive Ethernet.

4.1 Testing and Validation

As mentioned previously in Section 1.2 Automotive Ethernet needs to be tested,
the goal is to avoid late discovery of problems, for safety reason, but also to save
money and time, in fact it is important not only to find an error, but to find it
as soon as possible, according to the automotive V-Cycles, in Figure 1.4, for all
the development phase and for all components. It must also be said that testing
the TCP/IP stack is much more complex than other protocols such as CAN or
FlexRay, however it must be done to increase the quality, reliability and safety of
the vehicle. To augment the re-use, quality and reduce the cost, testing has to be
under standardization. So OPEN Alliance created standardized tests for its Techni-
cal Committee number 8 (TC8) for IPv4, ARP, DHCP, ICMP, IPv4 AUTOCONTF,
UDP, TCP and SOME/ITP.

Following the V-Cycle model on testing and validation phase, firstly, component-
level testing has to be done to evaluate an ECU as a separate entity with respect
to the other ECU, but with accessible communications data. Then, network-level
testing to evaluate all communication functions and consequently system-level test-
ing to examine all the requirement specifications with all ECUs connected. Finally
in-vehicle acceptance test and maintenance to also solve the cases of error code in
malfunctions. [35]

As explained in previous sections Automotive Ethernet, which is often used for
safety-critical systems, only has new PHY layers, but everything behind it is pretty
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much taken from standard Ethernet with related testing methodologies. However
there are new protocols and applications which are to be tested. Since the au-
tomotive field, with Automotive Ethernet, has different requirements than local
networks, with standard Ethernet, it is good to start testing the network from ev-
erything that is already well established for the IT industry. [55]

According to many white papers [55][27][70] tests can be divided into three major

types:

— Conformance and interoperability testing: studies if a device under test
(DUT) works in conformance with the requirements;

— Negative testing: studies the response to the system when there are errors
or unexpected signals;

— Performance testing: studies throughput, latency, frame loss, jitter and
various performance parameters.

In particular, at component level, OPEN Alliance has made available Automotive
Ethernet ECU Test Specification regarding conformance and interoperability test-
ing [44]. Instead performance testing is usually done according to the Internet
Engineering Task Force (IETF) Request for Comments (RFC) 2544, called Bench-
marking Methodology for Network Interconnect Devices [51]. In addition, since
Automotive Ethernet uses layer 2 switches, RFC 2889 is used to test them [28].

4.2 Conformance Testing

In IT industry, nowadays, all protocols are well standardized and tested, so the com-
pliance and interoperability testing phases are shortened. For the automotive field,
on the other hand, it is quite the opposite, because Automotive Ethernet is still
new and under development. Consequently, OPEN Alliance has made available
Automotive Ethernet ECU Test Specification (TC8) [44] regarding conformance
and interoperability testing. In this Test Specifications is checked if a device under
test (DUT) works in conformance with the requirements. Open Alliance also sug-
gests the test process, in Figure 4.1, to have a reliable communication between two
ECUs starting from the test specifications.

From 2020 the Open Alliance test specifications are divided respecting the OSI level
architecture: Layer 1 [41], Layer 2 [42] and from Layer 3 to 7 [43]. In general, a
large number of tests for the protocol layers in Figure 4.2, are carried out for each
function in an automated way.

Layer 1 For Layer 1, referred to 100Base-T1, tests are divided into:[41]

e [nteroperability: Link-up time, Signal Quality, Cable diagnostics;
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Standardization Body

L1 Test Specification 217
provides provides

Test House 2 Test House 1

deliver

Test Report Test Report

Conformance Conformance
Test Test

requests requests

requests

conformance

Tier1-ECU2 Tierl1-ECU1

Test Report Test Report

ECU2 ECU1
Specification LRl specification

GOAL

v

Reliable communication between
ECU1 - ! ECU2
ECU1 and ECU2

Figure 4.1. Test process for two ECUs starting from test speci-
fications. Source: [44][31]

e Physical Medium Attachment (PMA) sublayer: Transmitter Electrical Speci-
fications.

Layer 2 For Layer 2 the tests are [42]: VLAN Testing, Address Learning, Filter-
ing of incoming frames, Time synchronization, Quality of Service, Configuration.
In Figure 4.3 is shown an example of Address Learning which check if switch sup-
ports reading the learned Address Resolution Logic (ARL) table!'. In this case, but
also in all other cases of layer 2 tests is used the standard test setup for switching
shown in Figure 4.4.

Layer 3-7 For Layer 3 to 7 the test is divided into: [43]

e Address Resolution Protocol (ARP): Packet Generation, Packet Reception;

! Address Resolution Logic (ARL) table: Internal table to the switch containing the correspon-
dence between MAC addresses and ports of the switch)

52



ECUs on Automotive Ethernet: testing and validation
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TCp

Transport DHCPv4
uDP

IPv4
Network ICMPv4
Address Resolution

'1'1|

Address Learning

Data Link General
VLAN
Physical gy

Interoperability

o—__.

50 100 150 200 250 300 350 400
Number of Tests

Figure 4.2. Tests number for each test groups. Source: [65]

Internet Control Message Protocol Version 4 (ICMPv4): Error Handling, ICMP
Types;

Internet Protocol Version 4 (IPv4): 1Pv4 Header, IPv4 Checksum, IPv4 Time
to Live, IPv4 Version Number, IPv4 Addressing, [Pv4 Fragments, IPv4 Re-
assembly;

Dynamic configuration of IPv4 Link Local Address: Introduction, Address Se-
lection, Defense and Delivery, Announcing an Address, Conflict Detection and
Defense, Link-Local Packets Are Not Forwarded, Healing of Network Parti-
tions;

User Datagram Protocol (UDP): UDP Message Format, UDP Datagram Length,
UDP Padding, UDP Fields, USER Interface, Introduction, Invalid Addresses;

Dynamic Host configuration Protocol Version 4 (DHCPv4) Client: Summary,
The Client-Server Protocol, Client-server interaction — allocating a network
address, Client parameters in DHCP, DHCP usage, Constructing and sending
DHCP messages, Initialization and allocation of network address, Reacquisi-
tion and expiration;

Transmission Control Protocol (TCP): Connection Establishment and Basic
Exercising of the State Machine, Processing and Generating TCP Checksums,
Processing Unacceptable Acknowledgements and Out of Window Sequence
Numbers, Processing TCP RECEIVE Calls Received from the Application
Layer, Processing TCP ABORT Calls Received from the Application Layer,
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Synopsys

Prerequisites

SWITCH_ADDR 001: Address Learning read ARL table
Check if switch supports reading the learned ARL table.

The DUT allows reading the ARL table.

Test setup Standard test setup for switching

Test Input

Parameters  |n/a

1. Through any vendor specified means have the DUT delete its dynamically
learned Address Table entries.
2. Wait 10 seconds.

Test Procedure 3. From the test station, send at least 2 untagged and at least 2 tagged frames
to each of the DUT ports, each frame with a different, valid source MAC
address and each of the tagged frames with a different valid VLAN tag
according to the VLAN configuration of the corresponding port.

4. Through any vendor specified means, read the learned MAC address table.
T 4. The read table correctly lists the MAC addresses and the corresponding ports
Pass Criteria .
as learned in step 3.

Reference n/a

Notes The ARL table MAY contain additional addresses that have been learnt from frames that

have been generated from applications behind the internal ports.

Figure 4.3. Layer 2 test, called: "SWITCH_ADDR _001: Ad-

dress_Learning read_ARL _table”. Source: [42]

TCP Packet Flag Generation in Response to Receiving Invalid Packets, Pro-
cessing TCP Flags, Closing a TCP Connection, Processing of TCP MSS, End
of Option List, and NO-Operation Options, Processing Out of Order Segments
and Delayed ACKs, Retransmission Timeout, Generation of Zero Window
Probes, Nagle Algorithm, Use of the Urgent Pointer, Connection Establish-
ment, Header, Sequence Number, Acknowledgment, Control Flags;

Scalable service-Oriented MiddlewarE over IP Protocol (SOME/IP): Message
Format, Service Discovery Messages, Service Discovery Communication Be-
haviour, Some/IP Basic Functionality, Specification of the SOME/IP on-wire
format, Remote Procedure Call Protocol (RPC) specification, Enhanced Testa-
bility Service test cases.

In Figure 4.5 is shown an example of IPv4 Header test case which check if DUT
generates an [Pv4 Packet with a Total Length greater than or equal to 20. In this
case, but also in most other cases of layers 3-7 tests is used the test setup shown in
Figure 4.6.

All these tests are subdivided in many subtests. Open Alliance test solutions,
obviously, work at component-level. Regarding network-level tests and validations,
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Figure 4.4. Layer 2 Standard test setup for switching. Source: [42]

currently, Open Alliance does not provide anything due to the high complexity and
variety of configurations and architectures. Thus there are no general specifications,
but individual test solutions are required. [63]

4.3 Performance Testing

As said in IT context Ethernet is well standardized and there are many performance
testing methodologies available. Since Automotive Ethernet is quite similar to
standard Ethernet, except for PHY layers and some new protocols, it is good to
start testing the new networks from everything that is already well known from the

IT world, i.e. RFC 2544 and RFC 2889. [53]

4.3.1 RFC 2544

Although with different requirements, more stringent in the automotive field, to
test the performance of a network the following parameters are usually considered:

e Throughput: amount of data transmitted between two points, measured in
bits or packets per second;

e Latency: time taken by the data to reach one point to another;

e Frame loss: packets lost to reach the destination;
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IPv4_HEADER_01: Ensure that the DUT generates an IPv4 Packet with a Total Length greater
than or equal to 20.

Ensure that
when the DUT is requested to generate an IPv4 packet,
then the DUT generates an IPv4 Packet

Synopsis

ynop containing an IPv4 Header

containing a Total Length
indicating a value greater than or equal to 20.
Prerequisites None
Test setup Topology 1
Test Input
P Check section general Input Parameters

Parameters

1. TESTER: Send an ICMPv4 Echo Request.
Test Procedure 2. DUT: Generates an ICMPv4 Echo Reply including a Total Length Frame in the IPv4
Header greater or equal to 20

2. DUT: Generates an ICMPv4 Echo Reply including a Total Length Frame in the IPv4

Pass Criteri
ass Lntera Header greater or equal to 20

Test Iterations

Reference Derived from RFC791, section 3.1

Notes

Figure 4.5. Layers 3-7 test, called: "IPv4_ HEADER_01: Ensure that
the DUT generates an IPv4 Packet with a Total Length greater than
or equal to 20”. Source: [43]

<Tlface-0> <DlIface-0>
—
—
- Control channel for the \_
stub
HOST-1 put

ECU

Figure 4.6. Layers 3-7 Simulated Topology. Source: [43]

e Back-to-back Frames: number of frames in the longest burst of frames, at
the highest throughput, the node can support without frame loss.

In 1999 Internet Engineering Task Force (IETF) created the Request for Comments
(RFC) 2544, called Benchmarking Methodology for Network Interconnect Devices
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[51] defining, univocally for all vendors, a set of tests to measure the performance
of an Ethernet network. The test setups used for all tests, with separate sender
and receiver or a tester which supports both functions, are shown in Figure 4.7.

oo +
| |
Hommmmm e | tester R +
| | | |
| Fom e + |
| |
| Fommmmmma o + |
| | | |
oo > | DUT |------oo oo +
| |
R Sy +
oo + Fommmm e + oo +
| | | | | |
| sender |-------- > | DUT e >| receiver |
| | | | | |
oo + Fommmm e + oo +

Figure 4.7. RFC2544 test setup. Source: [51]

All the following tests must be performed using a number of different frame sizes,
i.e. 64, 128, 256, 512, 1024, 1280, 1518.

Throughput test Throughput test is used to test if the network is capable of
carrying traffic at the increasing specified transmission rate, without frame losses.
Firstly, driver side requests at receiver side MAC learning frames. This will be sent
through frame IP from RFC2544 module to CPU. Then, the driver informs the
receiver that a test is ready and waits for an acknowledgment.

The transmission rate used, at this moment, is:

Ry = CIR+ EIR

where CIR stands for Committed Information Rate and means guaranteed mini-
mum bandwidth (represented in green colour), instead EIR stands for Excess In-
formation Rate and means extra bandwidth (represented in yellow colour).

After the sending of all throughput test traffic, with a specific frame size, the re-
ceiver reports:

— If test is passed or failed;

— Number of green and yellow frames received;
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— For each frame: size, rate, duration;
— Total elapsed time.

Finally, if the number of received frames (yellow and green) is equal to the number
of generated frames, the step test is passed. If a step is not passed or if there is an
error, the transmission rate is reduced by RFC2544 RateStep at:

Ri = Rifl—RQ * R&teStep/lOO

The process ends when the step rate Ri is greater than 10% of RO or when two
consecutive steps pass.

In fact, to pass an entire test, for a specific frame size, two consecutive step tests
must have passed; instead to fail an entire test at least one of the two step tests
must have failed.[51][61]

An example of throughput measurement is shown in Figure 4.8. Instead in Figure
4.9 is shown an example of throughput test results.

— Transmissicn
= rate of traffic
A Passing Test in Binary Mode A Failing Test in Binary Mode

= xzn) |
P>
o o o

Max Rate, Throughput measurement |, or 100% reached Throughput measurement or 0% reached.
Start of End of Start of End of
Test Test Test Test

Figure 4.8. TIterations in the Throughput measurement. Source: [34]

Latency test Latency tests are executed at the same time and same number of
steps as throughput tests.
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Status Pass

Elapsed Time 217210ms

StepLength 10000 ms

Step Direction Frame Size Actua TxRate Test StepDuration TxFrames RxGreen Frames RxYellowFrames Test Step Result
1 NE->FE 64 bytes 1000000 bps 14020 ms 18382 18382 0 pass
2 NE->FE 64 bytes 1000000 bps 14020 ms 18382 18382 0 pass
3 NE>FE 128 bytes 1000000 bps 14020 ms 9469 9469 0 pass
4 NE-=FE 128 bytes 1000000 bps 14020 ms 9469 9469 0 pass
8 NE->FE 256 byles 1000000 bps 13000 ms 4807 4807 0 pass
6 NE->FE 256 bytes D00 14020 ms 4807 4807 0 pas
T NE->FE 512 bytes 14020 ms 2422 2422 0 pass
8 NE-=FE 512 bytes 13000 ms 2422 2422 0 pass
9 NE->FE 1024 bytes 13000 ms 1215 1215 0 pass
10 NE->FE 1024 bytes 13000 ms 1215 1216 0 pass
i NE-=FE 1280 bytes 13000 ms 973 973 0 pass
12 NE-=FE 1280 bytes 14030 ms 973 973 0 pass
13 NE->FE 1518 bytes 14020 ms 821 821 0 pass
“ NE->FE 1518 bytes 14020 ms yal 821 0 pass
15 NE->FE 9000 bytes 13010 ms 138 138 0 pass
16 NE->FE 9000 bytes 13010 ms 138 138 0 pass

Figure 4.9. Throughput test results. Source: [61]

Latency value is computed as the time at which a specific frame is received minus
the time at which a frame is fully transmitted.

Latency = Received_Timestamp—Sent_Timestamp

The RFC says that the test must be repeated at least 20 times and an average is
taken into consideration.
The test contains:

— If test is passed or failed (Traffic Loss or not);

— Number of green and yellow frames received;

For each frame: size, rate, duration;

Total elapsed time.

In Figure 4.10 is shown an example of latency test results.

Frame Loss test Frame loss test is used to test if the network is capable of carry-
ing traffic at the increasing specified transmission rate, with limited and acceptable
green CIR frame losses and without out of sequence frames.

As for the throughput tests, driver side requests at receiver side MAC learning
frames. Then, the driver informs the receiver that a test is ready and waits for an
acknowledgment.

Also for frame loss test, the transmission rate used, at this moment, is:

Ry = CIR(green) + E1R(yellow)
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Status Pass
Elapsed Time 217210 ms
Step Length = 10000 ms

Step Direction Frame Size Actual TxRate Test Step Result
NE->FE 64 istes 1000000 bps pass
NE-=FE 64 bytes $000000 bps pass
NE->FE 128 byies 1000000 bps pass
NE-=FE 126 bytes 1000000 bps pass
NE->FE 256 byles 1000000 bps pass
NE-=FE 25 byes 1000000 bps pass
NE-=FE 512 bytes 1000000 bps pass
NE-*FE 512 byles 000000 bps pass
NE-=FE 1024 bytes 1000000 bps pass
NE-=FE 1024 bytes 1000000 bps pass
NE->FE  1380byes 1000000 bps pass
NE-=FE 120 bytes 1000000 bps pass
NE-=FE 1518 bytes 399999 bps pass
NE->FE  1518byles 999999 bps pass
NE->FE 9000 byies 1000000 bps pass
NE->FE %000 byes 1000000 bps pass

ki
oy o

Figure 4.10. Latency test results. Source: [61]

After the sending of all throughput test traffic, with a specific frame size , the
receiver reports:

— If test is passed or failed;

— Number of green and yellow frames received;
— Frame loss ratio;

— Out-of-sequence events;

— For each frame: size, rate, duration;

— Total elapsed time.
The test is passed if Frame Loss Rate (FLR), computed as
FLR = (TxFrames — ReGreenFrames)/TxFrames

is less than a defined Frame Loss Ratio during the first two consecutive test steps
AND Out of Sequence counter is equal to 0.

Also for this test if a step is not passed or if there was an error, the transmission
rate is reduced by RFC2544 RateStep at:

Ri = Rifl—R() * R&teStep/lOO

The process ends when the step rate Ri is greater than 10% of Ry or when two
consecutive steps pass.

In fact, to pass an entire test, for a specific frame size, two consecutive step tests
must have passed; instead to fail an entire test at least one of the two step tests
must have failed. [51][61]

In Figure 4.11 is shown an example of frame loss test results.
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Status Pass

Elapsed Time 217210 ms

StepLength | 10000 ms

Step Direction Frame Size Adud TxRate Test Step Duration TxFrames RxGreen Frames RxYellowFrames Frameloss Ratio Out-of-SequenceEvents Test Step Result
dl NE->FE 64 ntes 1000000 bps 14020 ms 18382 18382 o 0.00 0 pass
2 NE->FE 64 byles 1000000 bps 14020 s 18382 18382 ] 000 o

3 ME-=FE 126 bytes 1000000 bps 14020 ms 9469 9489 0 0.00 0

4 ME-=FE 128 byles 1000000 bps 14020 ms 5465 9469 0 oo 0

5 NE=FE 256 bytes 1000000 bps 13000 ms 4807 4807 ] .00 0

& ME>FE 256 bytes 1000000 bps 14020 ms 4807 4807 0 0.00 1

7 NE-=FE 512 bytes 1000000 bps 14020 ms 2422 2422 0 0.00 ]

§ NE=FE 512 byies 1000000 bps 13000 ms 2422 2422 [ 0.00 1]

9 NE-=FE 1024 bytes 1000000 bps 13000 ms 1215 1215 0 000 o

10 NE-=FE 1024 bytes 1000000 bps 13000 ms 1215 1215 )] 0.00 0

il NE->FE 1280 bntes 1000000 bps 13000 ms 973 973 L} 0.00 0

12 NE-=FE 1280 bytes 1000000 bps 14030 ms 473 473 0 0.00 0

13 NE-=FE 1516 byes 999999 bps 14020 ms 821 21 0 0.00 0

1 MNE-=FE 1518 bytes 999999 bps 14020 ms vl a1 0 000 0

15 NE=FE  9000byes 1000000 bps 13010 ms 138 13 ] 0.00 ]

16 NE->FE G000 bytas 1000000 bps 13010 ms 138 138 0 0.00 1]

Figure 4.11. Frame loss test results. Source: [61]

Back-to-back Frames test This test is used to test if a network supports burst
transmission up to a specified limit, helping to determine the node buffer capacity
at the highest possible speed, measuring the longest burst where there are no lost
packages.

Back-to-back frames is executed after all other tests. As for throughput and frame
loss tests, driver side requests at receiver side MAC learning frames. Then, the
driver informs the receiver that a test is ready and waits for an acknowledgment.
The traffic is tested at CIR rate with, initially,

BurstSize = Committed BurstSize(CBS) + ExcessBurstSize(EBS)

The driver sends, at defined CBS rate, as many frames as possible of a specified
size, in such a way that leaking buckets become nearly empty. This value is:

0.99 * BurstSize

Bucket F'ill = min BurstSize — 1.5 x FrameSize
The number of frame required is

CIR
LineRate — CIR

N
> FrameSize(i) < BucketFill = {1+
i=0

which means a large burst to empty the CBS + EBS leaky bucket.
Current cycle is passed if FLR is less than an acceptable ratio, where

FLR = (TxFrames — RxGreenFrames)/TxFrames
If current cycle is failed a decreased new
BurstSize; = BurstSize; 1—BurstSizeg x RateStep/100

is used. [61]
The test contains:
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In Figure 4.12 is shown an example of Back-to-back test results.

If test is passed or failed;

Number of green and yellow frames received;

Frame loss ratio;

For each Burst step: size, rate, duration;

Total elapsed time.

4.3.2 RFC 2889

Since Automotive Ethernet uses layer 2 switches, RFC 2889, created in 2000, it can

be used, extending RFC 2544, to test them.
62

[Satus | Fail HE

'Elapsed Time | 618010 ms

E L_ﬁﬂ il | 10000 ms

‘Step Diection Frame Size Burst Size  Test Step Duration  TxBurst  RxGreen Frames RuYdlowFrames  FrameLoss Ratio  Test Step Result
1 ME->FE 64 Intes EAD00 bites  M280ms 10315 18639 i} 402 fail

2 ME->FE 64 intes 44800 bytes 11230 ms 19036 18534 i} 261 fail

k! ME->FE 64 bytes ZEE0 bytes N0 ms 18756 18538 0 116 fail

4 NE->FE 64 bytes B400 bes Nl me 18475 18475 o 0ol pass
5 NE->FE  64bytes BA00Byes MWAOms 18475 18475 ] om pass
& ME->FE 128 bytes E4000 bybes 11270 ms 9550 5661 o a9 fail

T NE->FE 128 bites 44800 bytes 11280 ms 9806 %61 o 250 fail

b NE->FE 128 bytes 25600 bytes MO ms 262 %61 ] 1.05 Fail

9 NE->FE  i28byes  G00byes  N20ms LT %17 0 000 prass
10 NE-=FE 128 bytes B400 byres.  HZBOme 9517 AT 1] 000 pass
il NE->FE 256 byles B4000 byes -~ 1280 ms 5052 4B5T o 386 fal
12 NE->FE 256 bytas AED0 bypes 11280 e 4578 4BET ] 243 fail
3 NE-=FE 256 buyes 25600 bytes 270 ns 4505 4B56 o 1.00 fanl
H ME-=FE 255 bytas B400 bytas N2 ms 4831 4831 o 0.00 mss
5 NE->FE 256 byles B0 bytes.  HZT0 s 4831 4831 ] 0.00 pass
6 ME->FE 512 bytes EA000 bybes Y270 ms 2545 2448 o a8t fail
ir ME->FE 512 bytes 44800 bkes T Oms 508 4B o 238 fail
] MNE->FE 512 bites 25600 hbas  NZ70ms T 2448 o 093 fail
] NE->FE 512 bytes B400 bybes HET0ms 33 33 o 000 pass
20 ME->FE 512 bytes B400 bntes HaTdms 2433 2433 o 0.00 Ess
Pl NE->FE 124 byes  B4000 bytea 10250 ma 1276 1228 o 376 fail
ol NE->FE 102 byes 44800 bybes 10250 ms 1254 12e8 ] 23 fail
B NE->FE  1024bywes 25600 bytes 10250 ms 130 1228 ] nes fail
.| MNE-*FE 1024 byles G400 bges 10250 ms w20 1220 i} 000 [ass
% NE-=FE 1024 bytes 6400 bytos -~ 10250 ms 1220 1220 ] 000 pss
. NE->FE 1280 byes 64000 byres  HZT0 ms 2 983 o 382 fail
i NE-=FE 1280 byles 44800 bytes U0 me 007 %3 ] 23 fail
28 NE-*FE 12860 bytes 25600 bytes  TZT0 ms "2 %63 o a3 fail
. NE->FE 1280 bwes G400 byes HIOms Lp urr o 0.00 Rss
0 NE->FE 1280 byes G40 byes HZT0ms 9T 9T ] 0.00 Ess
kil ME->FE 1518 bytes BADOD btz HETOms 862 829 o 33 fail
I  NE>FE  i518byes 44800 bytes NT0ms 2L 29 o 2% fail
B ME->FE 1518 byes . 25600 bytes  HZT0ms 83T 829 o 096 fail
H NE->FE 1518 byes G400 bytes N0 ms ard B24 i} (R ] pass
3 MNE->FE 1518 bytes 400 bytas o me a B4 i} 000 Eass
36 NE->FE bl byes 64000 byes 10250 s 4 138 o 417 fail
kT NE->FE 9000 byles 44800 bytes 10250 ms I 138 ] 28 fail
E NE->FE 9000 byes 25600 bybes 10250 ms “o 138 o 143 Fail
3 NE->FE 9000 bwes B400 byes 10250 ms i3 138 ] 07 fil

Figure 4.12. Back-to-back Frames test results. Source: [61]
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RFC 2889 is called LAN Switch Benchmarking Methodology and, extending RFC
2544, provides methodologies to benchmark switching devices, congestion control,
latency, forwarding performance, address handling and address filtering.

Using the general test setup described above in RFC 2544, it contains, for dif-
ferent port traffic patterns, traffic loads and frame size, the following test types:
28] [54] 26]

Fully meshed throughput, frame loss and forwarding rates: To test if the switch
can handle fully meshed traffic for different traffic loads. Fully meshed means
from all ports to all ports. In fact the test result shows how many frames are
transmitted from all the ports and how many are received on all the ports
with the percentage of lost frames, so forwarding rate and throughput;

Partially meshed one-to-many/many-to-one: Instead of sending traffic from all
ports to all ports, it is sent from one-to-many ports or many-to-one port. In
this way it can be determined the maximum rate of reception and forwarding.
Test result shows forwarding rate for each frame size;

Partially meshed multiple devices: In this test two switches under test are
connected in series to test if they can handle traffic between all ports of multiple
devices. Test result shows throughput and forwarding rate for each frame size;

Partially meshed unidirectional traffic: This test is used to show how the switch
handles unidirectionally the traffic between one half test ports to the other
half. Unidirectionally means that the transmit ports do not receive frames
and the receive ports do not transmit them. Test result shows throughput and
forwarding rate for each frame size;

Congestion control: To test if and how the switch handles congestion control
mechanism, for example if the congested port also affects the non-congested
port. The test provides frame loss percentage and forwarding rate for each
frame size;

Forward pressure and maximum forwarding rate: The tests are divided in two
parts. The first part overloads the switch and measure the forward pressure,
sending traffic at interframe gap (time pause between packets) of 88 bits (IEEE
802.3 standard permits more than 96 bits). If the switch transmits the traffic
at less than 96bits, forward pressure is detected. The second part shows the
maximum forwarding rate as the highest forwarding rate;

Address caching capacity: The test uses binary search with the purpose of
establishing the address table (between MAC address and switch ports) size
of the switch;

o Address learning rate: The test provides the address learning rate transmitting

frames with multiple address;
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e Errored frames filtering: Test if the switch filters frames with some errors,
such as CRC, oversize, alignment, undersize, dribble bit and so on;

e Broadcast frame forwarding and latency: The test shows the maximum rate
to which broadcast frames are received and forwarded. So throughput and
latency for each frame size and load.
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Chapter 5
Simulations

This chapter is very useful to understand how the Automotive Ethernet stack and
the related real-time protocols (i.e. AVB and TTEthernet) work through sim-
ulations. All the simulation environment and the related frameworks used are
open-source.

5.1 Simulation environment

For simulating Automotive Ethernet will be used: (Objective Modular Network
Testbed in C++) OMNeT++, which is a simulation library, INET, a framework
supporting communication networks and (Communication over Real-time Ethernet
for INET) Core4INET which is an extension of INET for real-time Ethernet on
Automotive field.

5.1.1 OMNeT++

OMNeT++[45] is a discrete event network simulation framework, used in many
applications, such as: queueing networks, communication networks, multiproces-
sors systems, performance evaluation and so on. Although OMNeT ++ is often
known as a network simulator, in reality, by itself, it is not because it includes
the infrastructure and tools to simulate, but not the components to model, specif-
ically, computer, ECU, queueing networks. For this purpose INET framework and
Core4INET will be used. [46]

A model in OMNeT++ is composed by: simple modules, compound modules, con-
nections and parameters.

In network simulations, simple modules are implemented in C++ and represent
sources and sinks, for example protocol entities, such as TCP, routing tables and so
on. Compound modules, instead, are more simple modules together or, hierarchi-
cally, many other compound modules, such as hosts or routers. Connections link
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input, output and in/out gates to exchange messages. Finally parameters are used
to configure data of the modules.

An OMNeT++ project consist of: its (Domain Specific Language) DSL in a .ned
(Network Topology Description) file containing the architecture of the network,
viewable both textually in the editor and graphically in the IDE; .in: file contain-
ing simulation settings and parameters.

After simulating, results are created in a folder where scalar and vector data can
be extrapolated and then plotted graphically.

5.1.2 INET & CoRE4INET

INET [47] is an open-source framework contains many models for all protocols
(Ethernet, TCP, UDP, IP, ...) according to all OSI layers. For design and validate
new networks or protocols INET is useful, in fact many research groups, like CoRE,
they took it as a basis and extended. [68]

CoRE[6] is a research group of Hamburg University of Applied Sciences (HAW-
Hamburg) founded by Prof. Dr. Franz Korf and Prof. Dr. Thomas C. Schmidst.
This research group created (Communication over Real-Time Ethernet for INET)
CoRE4INET (GitHub:[7] and paper: [56]), which is an extension of INET, that
supports many automotive real-time protocols like those shown in this thesis (i.e.
AVB/TSN, AS6802 TTE).

Since NED language, used usually in OMNeT++, is a bit complex and long,
CoREdinet also supports an Abstract Network Description Language (ANDL) as
plug-in. The advantage is that it is possible to write less code lines respect to NED
file and then the compilation from ANDL to NED and INI files will be automatic
by Eclipse Xtext!.

An overview of the simulation environment is shown in Figure 5.1.

5.2 Automotive Ethernet simulation

The objective of simulations is to understand how automotive real-time (AVB,
TTE) and not real-time messages (Best-Effort) transit at the same time, while
finding the time limits under overload conditions.

Using the aforementioned environment and related frameworks, it was chosen to
simulate:

— Ethernet AVB (with one class A message and one class B message), usually
used for multimedia, driver assistance systems and all applications which re-
quire latency and jitter in the order of some millisecond;

IXtext: open-source framework for developing programming and domain-specific languages.[8]
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CoRE4INET

- Best Efford Crosstraffic
- IEEE 802.1Q / IEEE P802.1p VLANSs and Priorities

- TSN (Time Sensitive Networking)
- AVB / SRP (Audio/Video Bridging)
- AS6802 (Time-Triggered Ethernet)
- IP over Realtime-Ethernet

- Ethernet
- Internet Protocol

IDE and Simulation kernel

Figure 5.1. Overview of the simulation environment. Source: [7]

— AS6802 TTEthernet (with one time-triggered message and some best-effort
messages to allow cross traffic), used in powertrain, chassis domains, au-
tonomous driving, X-by-wire applications to ensure latency of less than 100us
and jitter in the order of microseconds;

— Best-effort frames, allowing cross-traffic by increasing payloads, to analyse the
robustness of real-time Ethernet protocols (i.e. AVB, TTEthernet). In general
cross-traffic increases latency by 500% and jitter by 14x compared to having
no background tasks.[57]

Following the simulation workflow, shown in Figure 5.2, file .andl was written:

network small_network {
devices {
node nodel;
node node?2;
node node3;
switch switchl;

}
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- OMNeT++:

Network Simulation Simulation Simulation

Generation Configuration Simulation

description configuration _ model _ results

Figure 5.2. Simulation workflow from network description (.andl file) to result
analysis (.elog/.sca/.vec files). Source: [6]

connections {
segment default {
nodel <—> {ethernetLink linkl {bandwidth 100Mb/s;
length 20m;}} <—> switchl;
node2 <—> {ethernetLink link2 {bandwidth 100Mb/s ;
length 10m;}} <—> switchl;
node3 <—> {ethernetLink link3 {bandwidth 100Mb/s;
length 5m;}} <—> switchl;
}
}

communication {
message streaml {
sender nodel;
receivers node3;
payload 350B;
period 125us;
mapping {
default : avb {id 1; srClass A;};
¥
}
message stream?2 {
sender node2;
receivers node3;
payload 350B;
period 250us;
mapping {
default : avb {id 2; srClass B;};
¥
}
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message tt_traffic {
sender nodel;
receivers node2, node3;
payload 46B;
period bHms;
mapping {
default : tt { ctID 100; };
h

}

message crosstrafficl {
sender nodel;
receivers node2;
payload 1500B;
period uniform (200us,500us);
mapping {
default : be;
h

}

message crosstraffic2 {
sender node2;
receivers node3;
payload 1500B;
period uniform (200us,500us);
mapping {
default : be;
}

}

message crosstraffic3 {
sender mnode3;
receivers nodel;
payload 1500B;
period uniform (200us,500us);
mapping {
default : be;
ki

}
}
}

The network, called ” small_network” is composed by three nodes and one switch,
everything connected with links of 100Mb/s as bandwidth (100Base-T1) of differ-
ent lengths (20m, 10m, 5m), as shown in Figure 5.3. A reasonable propagation
delay of maximum 5ns/m of latency is considered.
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O small_network

node1

node3

switch

node2

Figure 5.3. ”small_network” topology.

Nodel sends to node3 AVB messages of class A (payload 350Byte) every 125us,
instead node2 sends to node3 AVB messages of Class B (payload 350Byte) every
250us. Regarding TTE, nodel sends to both node2 and node3 Time-Triggered
messages (payload 46Byte) with bms as period, instead nodel sends messages to
node2 in Best-Effort manner with uniform period between 200us and 500us. Same
Best-Effort messages are sent from node2 to node3 and from node3 to nodel.

By combining AVB and TTEthernet traffic, as in Figure 5.4, obviously, it is ex-
pected that the tt_traffic (Time-Triggered) messages have highest priority overall.
Then stream1 (class A AVB) will have higher priority than stream?2 (class B AVB).
Finally crosstraffic1,2,3 messages will have lowest priority due to their Best-Effort
mode, suitable for all legacy IEEE 802.3 Ethernet traffic without any requirement
in terms of time (QoS).

[ 1 >
Time-triggered mTlme?éd
Virtual Links (VL) Scagdu\er
Time-triggered + AVB + Best-Effort Egress
AVB ~
CIass—A_ VL Prio Prio Prio  Prio
AVB 3 3 J -
Class-B 1]
T[T 1T
Best- &= b Priority
S C—
Dataflow —»

Controlflow - - ->

Figure 5.4. AVB, TTEthernet and Best-Effort traffic together. Source: [50]
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By generating the network from the .andl file, the .in: and .ned files are created
one for each node and switch and one for the entire network. Inside every .ned file
are imported from libraries (C++) all the pieces to implement the protocols and
the stack, instead inside .ini file are present all configuration parameters such as
the node name, payload, period, MAC, type of message (AVB, TT or BE) and so
on.

As an example file .ned of a node is shown, graphically, in Figure 5.5, instead file
.ned of a switch is shown in Figure 5.6. Regarding file .ini, below, in Figure 5.7, is
shown that of nodel (the others change only in the type of message sent/received
and in the time period).

*nodel.ned 3

O nodel

app[numApps] @
vi_100_ctc

interfaceTable @

srpTable

srpPrdtacol sync scheduler

avbABuffer[nynPorts] avbBBuffer[numPorts]

encap phy[n’uTwPorts]
Figure 5.5. Nodel file .ned.

Inside switch1_AddresTable.txt, read from switch.ini, are contained all MAC ad-
dresses, in this case:

C6-92-3E-8F-18-8F  nodel
5A-0E-48-39-2D-28  node2
BA-51-C1-88-8B-DD  node3

The network has been simulated by testing different payloads of the Best-Effort
messages to check cross-traffic. Values used are: 648, 128B, 2568, 5128, 10248,
12808, 150085.

Figure 5.8 shows the transit of packets starting from 5ms (time at which the first
TTE packet is generated) from one node to another passing through the switch.
In Figure 5.9 is shown the latency for AVB and TTE communications for increasing
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switchl.ned 2

gswwtcm

[ ® O @ =) )

/swtch srpProtocol sync scheduler vI_100_p_1_ctc vi_100_p_1
# avbABuffer[sizeof(ethg)] @
< @ D’ vl_100_p_2_ctc vi_100_p_2

phy[sizeof(ethg)] avbCTC

checkedBuffer[numBuffer]
avbBBuffer[sizeof(ethg)]

=

srpTable

macTlable interfaceTable

Figure 5.6. Switch file .ned.

Cross Traffic frame size of Best-Effort messages. From the results it can be seen
that TTE has constant very low latency regardless of the increase in cross-traffic
and remains independent from the other streams respecting its determinism. In-
stead, latency below 2ms, for AVB suitable applications, is equally guaranteed, but
the increase in cross-traffic has a strong impact.

This configuration has a balanced throughput for each node as shown in Figure
5.10 and obviously there is no dropped packet.

Now trying to show the limit of AVB and TTEthernet protocols, some other cross-
traffic message and AVB stream is added to overload the whole network. In this
case 100Mbps bandwidth is nearly saturated as shown in Figure 5.11, in fact there
is some AVB packet dropped. Regarding to latency of TTEthernet is still guar-
anteed (41us,42us,43us) also in case of an overloaded network, because its fully
deterministic and predictable communication delays and precisions are certainly
guaranteed and predefined. The traffic generated by critical messages will always
take precedence over traffic generated by non-critical messages.

Instead, regarding AVB, latency grows and many messages are dropped when
adding more messages to overload the network.

Summarizing, Table 5.1 shows the results of the simulations mentioned above.
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node’l.ini

network = small network
** nodel.phy[*].mac.address = "(6-92-3E-8F-18-8F"
** nodel.numlpps = 4

# Sink app for message "crosstraffic3”:
** nodel.app[3].typename = "BGTrafficSinkApp"
** nodel.app[3].srcAddress = "BA-51-C1-88-8B-DD"

# Source app for AVB message "streaml”:

** nodel.app[@].typename = "AVBTrafficSourceApp”
** nodel.app[@].streamID = 1

** nodel.app[@].srClass = "A"

** nodel.app[®].intervalFrames = 1

** nodel.app[@].payload = 358Byte

# Source app for TT message "vl 106":

** nodel.app[1].typename = "TTTrafficSourcefpp”
** nodel.app[1l].action_time = 4980106ns

** nodel.app[1].payload = 46Byte

** nodel.app[1l].ct_id = 1600

** nodel.app[1].period = "period[1]"

** nodel.app[1].buffers = "v1 108"

# Source app for BE message "crosstrafficl”:

** nodel.app[2].typename = "BGTrafficSourcefpp”

** nodel.app[2].destAddress = "SA-OE-48-39-2D-28"

** nodel.app[2].payload = intWithUnit(uniform(15@0Byte, 1580Byte))
** nodel.app[2].sendInterval = uniform(2.0E-4s, 5.0E-4s)

** nodel.app[2].startTime = 0 s

** nodel.bgIn.destination_gates = "app[3].in"
** nodel.phy[0].shaper.tt_buffers = "v1 100"

# Virtual Llink input configuration for TT message "vl 188":
** nodel.vl_ 108 ctc.receive window_start = sec_to tick(@ns)
** nodel.vl 100 ctc.receive window end = sec_to tick(@ns)
** nodel.vl 108 ctc.permanence_pit = sec_to_tick(@ns)

# Virtual link output configuration for TT message "vl_188":
** nodel.vl 100.destination_gates = "phy[@0].TTin"

** nodel.vl _100.ct_id = 100

** nodel.vl 100.period = "period[1]"

** nodel.vl_100.sendWindowStart = sec_to_tick(108ns)

** nodel.vl 100.sendWindowEnd = sec_to tick(7781ns)

Figure 5.7. Nodel file .ini.
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Figure 5.8. Transit of messages on the network.
Simulations Max AVB | Max TTFE AVB TTE
increasing the Latency Latency Packets Packets
network overload (1s) (11s) dropped dropped
1 TTE, 2 AVB 160 41 No No
1 TTE, 2 AVB, 3 BE 353 41 No No
1 TTE, 2 AVB, 6 BE 389 41 No No
1 TTE, 2 AVB, 12 BE 533 42 Yes (15) No
2 TTE, | AVB, 12 BE 693 42 Yes (too No
high)
Yes (too
43 . No
i 1 high)
Yes (too
43 high) No

Table 5.1.
with increasing traffic.
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End-to-end Latency [ps]

Figure 5.9.
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Figure 5.10.

Throughput of each node in regular conditions (no overload).
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Figure 5.11.

Throughput of each node in overload conditions.
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Chapter 6

Conclusions and future

developments

It is certainly possible to understand that Automotive Ethernet needs to be used in
the vehicle as soon as possible due to the above-mentioned benefits. An overview
of all protocols, standards and differences with other automotive networks was
provided. Testing and validation methodologies have been provided for ECUs in-
terconnected over Ethernet and three nodes exchanging real-time (AVB, TTE) and
non-real-time messages (BE) have been simulated, studying their advantages and
limits, thanks to open-source frameworks available from a research center at the
University of Hamburg.

However, before being put into the vehicle, ECUs on Ethernet need to be tested and
physically simulated. For these purposes there are many boards and test benches
provided by Vector, Xena, Keysight, NXP, Texas Instruments and other testing
companies with a cost ranging from $249 to $6000 for something more professional.
A possible future development of this thesis could be to use these boards or test
benches to be able to test and simulate, in practice, two or more ECUs connected
on Automotive Ethernet with the methodologies mentioned in this thesis. An-
other important development can be test and simulate mixed network with CAN,
FlexRay and Ethernet protocols.
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