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Summary

Low-frequency electromagnetic compatibility and interference (EMC/EMI) cir-
cuit simulations are often based on quasi-static, eddy-current approximations of
Maxwell’s system [1] and require ad-hoc solvers to be employed. The need for
relying on approximate physics stems from the instability of standard full-wave
Maxwell solvers when the frequency decreases. The focus of this thesis has been
to work on and extend a formulation capable of overcoming this limitation and
performing exact modelling of circuits with a full-wave Maxwell solver [2]. Based
on the Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) equation, this full-
wave formulation is well-conditioned, stable and accurate over a broad frequency
range. This result is obtained by exploiting primal and dual quasi-Helmholtz
projectors that allow for an adequate frequency rescaling of the solenoidal and
quasi-irrotational components of the system. The eddy current regime is included in
the range of applicability of this solver which answers to the strong industrial need
for efficient modelling of eddy currents with the significant advantage that, unlike
standard eddy current solvers, the stabilized formulation is capable of handling
multi-scale scenarios in which incompatible approximations of the physics would
need to co-exist. The resulting scheme is also compatible with multiply connected
geometries, allowing modelling of complex and realistic circuits. One of the most
promising applications of this technology is the study of the behaviour of an elec-
tronic equipment in terms of emission, immunity to radiation, and coupling. These
electromagnetic compatibility properties are known to be of crucial importance in
the design phase of electronic systems.

In this work, the formulation has been validated against analytic scattering
models, both in near and in far field, for exciting plane waves oscillating in a wide
range of frequencies to ensure that it remains accurate and stable under the most
extreme modelling conditions. After this preliminary check, we tackled the problem
of modelling of the electromagnetic fields on some canonical circuital structures for
which analytical solutions are known, in order to further verify the performances
of the solver. To this end, a different kind of excitation has been implemented,
capable of modelling the enforcement of a potential difference. We successfully
managed to extract system-based parameters, such as voltages and currents, that
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made it possible to estimate the impedance of the structures under test, both
inductive and capacitive. The results obtained are in excellent agreement with what
expected from circuit theory. Finally, a new line of investigation into strategies for
the numerical integration of the Green’s function dampened behaviour in highly
lossy media has been opened. The promising results achieved from this analysis
will allow to further broaden the range of frequencies and conductivities over which
the model can be efficiently exploited and ensure that the solver can perform even
on the most challenging-to-model media that can be encountered.
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obtained (a) without singularity extraction and (b) with singularity
extraction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

x



4.4 Relative error on the electric field (left) and the magnetic field (right)
between numerical and analytical solutions. Measured scattering is
in direction [θ, φ] =

è
3π
4 ,

π
6

é
. . . . . . . . . . . . . . . . . . . . . . . . 53

4.5 Electric dipole radiating from inside the spherical surface Γ1: relative
error on the exterior scattered electric field (left) and norm of the
interior scattered electric field (right). . . . . . . . . . . . . . . . . . 54

4.6 Electric dipole radiating from inside the toroidal surface Γ2: relative
error on the exterior scattered electric field (left) and norm of the
interior scattered electric field (right). . . . . . . . . . . . . . . . . . 55

4.7 Electric dipole radiating from outside the spherical surface Γ1: rela-
tive error on the interior scattered electric field (left) and norm of
the exterior scattered electric field (right). . . . . . . . . . . . . . . 55

4.8 Electric dipole radiating from outside the toroidal surface Γ2: relative
error on the interior scattered electric field (left) and norm of the
exterior scattered electric field (right). . . . . . . . . . . . . . . . . 56

4.9 Magnetic dipole radiating from inside the spherical surface Γ1: rela-
tive error on the exterior scattered magnetic field (left) and norm of
the interior scattered magnetic field (right). . . . . . . . . . . . . . 56

5.1 Representation of the RWG functions’ component normal to the
defining edge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.2 Representation of the RWG functions’ component parallel to the
defining edge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.3 Example of mesh required for the implementation of the delta voltage
gap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.4 Example of mesh required for the implementation of the finite width
voltage gap (the gap region lies between the red lines). . . . . . . . 62

5.5 Circuital model of the structure under test: RL circuit. . . . . . . . 63
5.6 A mesh of the structure under test, a torus. . . . . . . . . . . . . . 63
5.7 Representation of surface S1 and contour C1 = ∂S1. . . . . . . . . . 64
5.8 Representation of surface S2 and contour C2 = ∂S2. . . . . . . . . . 64
5.9 Relative error between voltages and currents evaluated from the two

Maxwell’s equations against mesh refinement. . . . . . . . . . . . . 67
5.10 Electric field magnitude and direction inside the torus excited with

a voltage gap of V0 = 1mV in the plane z = 0. . . . . . . . . . . . . 68
5.11 Electric field magnitude in a cross section of the torus excited with

a voltage gap of V0 = 1mV, on the plane y = 0. . . . . . . . . . . . 68
5.12 Electric field magnitude in the plane z = 0 in many cross sections.

Azimuth angle φ is from direction x̂ to ŷ. . . . . . . . . . . . . . . . 69
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Chapter 1

Introduction to
Electromagnetism

1.1 The Maxwell’s system
The whole electromagnetic theory rely on a set of two equations, called the Maxwell’s
system. Given an open surface S bounded by a closed contour C, these equations
read

˛
C

E(r, t) · dl = − d

dt

¨
S

B(r, t) · dS −
¨
S

M(r, t) · dS (1.1)
˛
C

H(r, t) · dl = d

dt

¨
S

D(r, t) · dS +
¨
S

J (r, t) · dS. (1.2)

Definitions and units of the quantities involved are the following:

E is the electric field, V/m;

H is the magnetic field, A/m;

D is the electric flux density, A·s/m2;

B is the magnetic flux density, V·s/m2;

J is the electric current density, A/m2;

M is the magnetic current density, V/m2.

These equations are valid in any extended region of space (no continuity conditions
are required). They are known as the Maxwell’s equations in integral form.
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Introduction to Electromagnetism

Stokes’ theorem, which reads
¸
C

A ·dl =
˜
S
(∇×A) ·dS with A being a generic

vector field, is exploited to move to the differential form:

∇ × E(r, t) = − d

dt
B(r, t) − M(r, t) (1.3)

∇ × H(r, t) = d

dt
D(r, t) + J (r, t). (1.4)

Since flux integrals of these quantities are involved (and then simplified), some
conditions need to be verified for these expressions to be valid: the vector fields
should be «single-valued, bounded, continuous functions of position and time and
exhibit continuous derivatives» [3]. Such conditions hold true if the surface S and
its contour C lie in a homogeneous medium.

In these equations, the electric current density J accounts for both conduction
current, which obeys Ohm’s law (J c = σE), and impressed current, source of
the system. The term d

dt
D represents instead the electric displacement current.

By symmetry, contribution d
dt

B can be denoted as magnetic displacement current.
Magnetic current density M is usually introduced in the Maxwell’s system in order
to preserve symmetry and duality properties, even if magnetic currents and charges
have not been observed in nature.

Finally, it is necessary to mention the equations relating fields and flux densities,
called constitutive equations,

B(r, t) = µ H(r, t) (1.5)
D(r, t) = Ô E(r, t), (1.6)

where the quantities denoted as µ and Ô are respectively the permeability and
the permittivity of the medium in which field propagation occurs. These are in
general tensor quantities and show complicated dependence on position, on time,
on frequency, and on the field itself. A commonly used simplification is to consider
µ and Ô as constant scalars. Moreover, µ = µ0 µr, Ô = Ô0 Ôr, where µ0 and Ô0 are
permeability and permittivity of vacuum, whose values are

µ0 = 4π × 10−7 H/m

Ô0 = 1
µ0 c2

0
Ä 8.85 × 10−12 F/m.

Speed of light in vacuum, denoted as c0, is one of the seven fundamental constants
established in the International System of Units, of value 299,792,458m/s.
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1.2 – Continuity and divergence equations

1.2 Continuity and divergence equations
Assumption of conservation of the electric charge is based on experimental evidences.
It is translated in the continuity equation"

S

J (r, t) · dS = − d

dt

˚
V

ρe(r, t) dV, (1.7)

where S is a closed surface enclosing the volume V , ρe is electric charge density,
in A·s/m3. Equivalently, the differential form, obtained from divergence theorem
(
!
S

A · dS =
˝

V
∇ · A dV ), reads

∇ · J (r, t) = − d

dt
ρe(r, t). (1.8)

By duality, also conservation of magnetic charge follows, leading to the magnetic
charge continuity equation in integral and differential forms"

S

M(r, t) · dS = − d

dt

˚
V

ρm(r, t) dV (1.9)

∇ · M(r, t) = − d

dt
ρm(r, t), (1.10)

where the quantity ρm denotes the magnetic charge density, in V·s/m3. From the
Maxwell’s system and the continuity equations, two more equations can be derived.
They can be written in integral form,"

S

B(r, t) · dS =
˚

V

ρm(r, t) dV (1.11)
"
S

D(r, t) · dS =
˚

V

ρe(r, t) dV, (1.12)

or, equivalently, in differential form,

∇ · B(r, t) = ρm(r, t) (1.13)
∇ · D(r, t) = ρe(r, t). (1.14)

These equations relating flux densities and charges are sometimes called divergence
equations, with reference to the operator involved in their differential form.

1.3 Maxwell’s equations in frequency domain
Any time-harmonic vector, i.e. with time-dependence of cosinusoidal form, can be
written as the sum of its in-phase and in-quadrature components:

V(r, t) = V Í(r) cos(ωt) − V ÍÍ(r) sin(ωt) = Ù{(V Í(r) + jV ÍÍ(r)) ejωt}.

3



Introduction to Electromagnetism

In the previous notation, the complex vector (V Í + jV ÍÍ) = V is called phasor
and, given the angular frequency ω, contains the same amount of information of
the original vector V . Assuming time-harmonic dependence of all the quantities
involved in the Maxwell’s system, it is possible to rewrite them in terms of their
phasors. Once noticed the property

d

dt
V(r, t) = Ù(jωV (r) ejωt),

real part operators and complex exponentials can be simplified to obtain finally

∇ × E(r, ω) = −jωB(r, ω) − M (r, ω) (1.15)
∇ × H(r, ω) = jωD(r, ω) + J(r, ω). (1.16)

In the previous expressions, quantities in roman letters represent the complex
phasors of the respective real-valued vector fields in time domain.

It is interesting to notice that the same frequency-domain representation of the
Maxwell’s system can be obtained through the Fourier transform of time-domain
quantities involved. It suggests the fact that equations 1.15 and 1.16 are not
valid for time-harmonic fields only, but for any IR integrable field with a generic
spectrum.

1.4 Electric and Magnetic fields in free space
Solution of the Maxwell’s system coupled with properly boundary conditions can
be very complicated. An analytic solution can be found only in few special cases.
The most important between them is the so called radiation in free space, i.e. an
homogeneous and infinitely extended region of space, as it will be clear in the
following chapter.

1.4.1 Potentials for electric sources
Consider the Maxwell’s equations in free space in frequency domain form, equations
1.15 and 1.16. Assume that the source of the system is of electric type only,
magnetic current M and magnetic charge ρm do not come into play. Equation
1.13 states that the magnetic flux density is solenoidal. By consequence, it can
be expressed as the curl of another vector field, by virtue of the vector calculus
identity ∇ · (∇ × A) = 0,

B(r) = ∇ × A(r). (1.17)
Equation 1.17 sets the curl of the vector field A, while its divergence is still to be
defined. Inserting eq. (1.17) into eq. (1.15), one obtains

∇ × (E(r) + jωA(r)) = 0.
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1.4 – Electric and Magnetic fields in free space

By recalling that ∇ × ∇φe = 0, an irrotational field can be written as the gradient
of a scalar field. So it is possible to write

E(r) + jωA(r) = −∇φe(r). (1.18)

Just the gradient of φe is known, so, as A, it is not determined uniquely, but
possible choices differ from a constant field.

From equation 1.18, it is clear that the electric field scattered by the electric
current and charges, sources of the system, can be expressed in terms of the vector
field A(r) and the scalar field φe(r), called respectively electric vector potential
and electric scalar potential, with units V·s/m and V.

A closed form relation between potentials and sources can be found easily from
manipulation of the equations seen so far. By using the definitions of the potentials,
second Maxwell’s equation (1.16) reads

∇ ×
A

1
µ

∇ × A(r)
B

= jωÔ [−jωA(r) − ∇φe] + J(r),

which, by using some vector identities, can be rewritten as

∇2A(r) + k2A(r) = ∇(jωµÔφe(r) + ∇ · A(r)) − µJ(r), (1.19)

where the wave number amplitude k = ω
√
µÔ is introduced. In second place,

divergence equation 1.14 can be expressed as

∇ · (−jωA(r) − ∇φe(r)) = −ρe(r)
Ô

,

which, adding the quantity k2φe = −jω(jωÔµφe) at both sides, becomes

∇2φe(r) + k2φe(r) = −ρe(r)
Ô

− jω(jωµÔφe(r) + ∇ · A(r)). (1.20)

Since only ∇ × A is imposed from eq. (1.17), divergence of the vector potential can
be set freely. A common choice is the one that allows to simplify the right hand
sides (RHSs) in equations 1.19 and 1.20, called the Lorenz gauge:

∇ · A(r) = −jωµÔφe(r). (1.21)

Under this condition, vector and scalar electric potentials are such to satisfy the
inhomogeneous Helmholtz equation in vector and scalar form respectively:

∇2A(r) + k2A(r) = −µJ(r) (1.22)

∇2φe(r) + k2φe(r) = −ρe(r)
Ô

. (1.23)
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1.4.2 Potentials for magnetic sources
Consider now sources of magnetic type only. The potentials for magnetic sources,
F and φm, can be found by following similar steps as in the electric sources case.
In this respect, the electric flux density is solenoidal, so it can be written as

D(r) = −∇ × F (r). (1.24)

By replacing eq. (1.24) into eq. (1.16), the relation between magnetic field and
magnetic potentials is clarified as

H(r) + jωF (r) = −∇φm(r), (1.25)

where F is the vector magnetic potential, in A·s/m, φm is the scalar magnetic
potential, in A. By imposing the Lorenz gauge,

∇ · F (r) = −jωµÔφm(r), (1.26)

the relations between potentials and sources are expressed as Helmholtz equations
in vector and scalar form:

∇2F (r) + k2F (r) = −ÔM(r) (1.27)

∇2φm(r) + k2φm(r) = −ρm(r)
µ

. (1.28)

1.4.3 Green’s function and scattered field
In order to find an analytic solution for the potentials described so far, it is necessary
to solve the inhomogeneous Helmholtz equation. Green’s function approach will be
exploited to this purpose [4]: it consists of looking for the solution of the problem
under study in case of point source excitation, represented by a Dirac delta function.
This solution is called Green’s function or fundamental solution, denoted with the
letter G. Then, the solution of the original Helmholtz equation will be obtained
by convoluting G with the actual source, by virtue of superposition principle. In
formulae, the Green’s function satisfies

∇2G(r) + k2G(r) = −δ(r). (1.29)

This equation admits unique solution just if the boundary condition of outgo-
ing waves only is imposed at infinity, called Sommerfeld’s radiation condition.
Expression of the three-dimensional free space Green’s function is

G(r) = e−jk|r|

4π|r|
. (1.30)
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By convoluting both sides of eq. (1.29) with the right hand sides of equations 1.22,
1.23, 1.27, 1.28 and comparing what obtained with the just mentioned equations,
potentials A, φe, F , φm are respectively obtained as

A(r) = µ

˚
rÍ∈IR3

G(r − rÍ)J(rÍ)dV Í (1.31)

φe(r) = 1
Ô

˚
rÍ∈IR3

G(r − rÍ)ρe(rÍ)dV Í (1.32)

F (r) = Ô

˚
rÍ∈IR3

G(r − rÍ)M (rÍ)dV Í (1.33)

φm(r) = 1
µ

˚
rÍ∈IR3

G(r − rÍ)ρm(rÍ)dV Í. (1.34)

Summing up the contributions, electric and magnetic fields scattered from both
electric and magnetic sources are written as

E(r) = −jωA(r) − ∇φe(r) − 1
Ô
∇ × F (r) (1.35)

H(r) = −jωF (r) − ∇φm(r) + 1
µ

∇ × A(r) (1.36)

or equivalently, given the Lorenz gauge considered, as

E(r) = −jωA(r) + 1
jωµÔ

∇∇ · A(r) − 1
Ô
∇ × F (r) (1.37)

H(r) = −jωF (r) + 1
jωµÔ

∇∇ · F (r) + 1
µ

∇ × A(r). (1.38)

1.5 Maxwell’s equations in statics
The Maxwell’s system and the scattering equations seen so far can be specialized for
the static and quasi-static regimes. The first arises when the simulation frequency
is exactly zero; we name quasi-static regime instead a frequency regime in which
particular approximations can be taken, better specified in the following.

1.5.1 The static regime
In case the frequency is exactly zero, electric and magnetic fields are fully decoupled
and the Maxwell’s system reads

∇ × E(r, ω) = −M (r, ω) (1.39)
∇ × H(r, ω) = J(r, ω). (1.40)
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Assuming to work with physical (electrical) sources only, eq. (1.39) states that
the electric field is irrotational. It follows that the static electric field over simply
connected domains is conservative:˛

C

E · dl = 0. (1.41)

In this case, the notion of electric potential φe is introduced and widely exploited
in circuit analysis. Indeed, in this context, independence of potential difference,
or voltage, from the path along which is measured (eq. (1.41)) is better known as
Kirchhoff Voltage Law (KVL) [5]. It is to be noticed that the relation E = −∇φe
obtained is just a specialization of eq. (1.18) in the static case and with electric
sources only.

Kirchhoff Current Law (KCL) [6, 7], the other pillar on which circuit analysis is
based, is derived instead from eq. (1.40). Recalling the definition of current flowing
through an open surface So enclosed by the contour Co and applying the Stokes
theorem, a relation with the circulation of the magnetic field is obtained:

I =
¨
So

J(r) · dS =
¨
So

(∇ × H(r)) · dS =
˛
Co

H(r) · dl. (1.42)

Relations in 1.42 are also valid for a close surface Sc, whose enclosing contour
Cc vanishes. From this consideration, it is clear that the total current flowing
through the close surface Sc, given by the difference between ingoing and outgoining
currents, is null.

1.5.2 The quasi-static regime
For frequencies different from zero, Kirchhoff voltage and current laws are not valid
anymore, but a coupling is observed between electric and magnetic fields:

˛
C

E(r) · dl = −jω
¨
S

B(r) · dS (1.43)

I =
¨
S

J(r) · dS =
˛
C

H(r) · dl − jω

¨
S

D(r) · dS. (1.44)

The coupling term jω
˜
S

B(r) · dS in eq. (1.43) can be safely neglected if its
modulus is lower than the smallest value of voltage we want to measure in the
circuit. In the same way, the term jω

˜
S

D(r) · dS in eq. (1.44), which takes
into account displacement electric current, can be neglected if lower than the
smallest value of current to be measured. It is clear that the possibility to perform
these simplifications depends on the source as well as on the object under test, in
particular on its dimensions and physical parameters [8].
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Simplification of eq. (1.43), which leads to the KVL, is customarily called electro-
quasistatic approximation (EQS), while simplification of eq. (1.44), which brings to
the KCL , is named magneto-quasistatic (MQS) approximation. Summing up, the
Maxwell’s system, given electric sources only, under the electro-quasistatic regime
is reduced to

∇ × E(r, ω) = 0 (1.45)
∇ × H(r, ω) = jωD(r, ω) + J(r, ω), (1.46)

under magneto-quasistatic regime to

∇ × E(r, ω) = −jωB(r, ω) (1.47)
∇ × H(r, ω) = J(r, ω). (1.48)

It’s interesting to notice that in both regimes the coupling between electric and
magnetic induction is neglected. The choice of the approximation to be used is
dictated by considerations about static fields: if, in static conditions, the electric
field is dominant with respect to the magnetic field, the EQS approximation could
be suitable to represent the problem; if, vice versa, the magnetic field is dominant,
the MQS approximation should be taken into account. Typical examples of the two
situations just described are respectively a capacitor excited by a voltage generator,
whose plates result charged in static conditions but no current flows between them,
and an inductor excited by a current generator, in which the circulating current is
responsible for the magnetic field generation.
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Chapter 2

Integral equations and
preconditioning

2.1 Integral equation formulation

2.1.1 Boundary conditions
Differential form of the Maxwell’s system is not valid in presence of material
discontinuities, since the fields or their derivatives are not continuous at the
boundaries between different media. Some relations between the interior and
exterior limits of the electric and magnetic fields at these boundaries can be derived
from the Maxwell’s system in integral form, valid in any case.

Consider the region of space Ω1 and its smooth boundary Γ, characterized by
the outgoing unit surface normal vector n̂. The limits of the fields at the boundary
outside and inside the region Ω1 are denoted with the superscripts 0/1. They satisfy
the following boundary conditions:

n̂ × (E0 − E1) = −ms (2.1)
n̂ × (H0 − H1) = js (2.2)
n̂ · (D0 − D1) = ρe,s (2.3)
n̂ · (B0 − B1) = ρm,s. (2.4)

In the previous equations, the subscript s represents surface quantities: surface
current densities, in A/m and V/m, and surface charge densities, in A·s/m2 and
V·s/m2.

These two couples of conditions are not independent; usually, just the first of
them is explicitly enforced in the definition of an integral equation. Moreover, it’s
important to recall that surface currents and charges are vanishing in case of real
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materials, leading to the well-known conditions of continuity of tangential traces of
the fields and of normal components of the flux densities. Instead, the surface of a
perfect electric conductor (PEC) can support surface electric currents and charges;
surface magnetic currents and charges are theoretically possible on the surface of a
perfect magnetic conductor (PMC).

2.1.2 The surface equivalence principle
The surface equivalence principle states that the electromagnetic field inside a
source-free region Ω is completely determined if the tangential traces of the electric
and magnetic fields are known over the surface Γ = ∂Ω. It is commonly exploited
in the building of boundary integral equations, to reformulate the original problem
into a new, equivalent, free-space scattering problem, whose analytic solution has
been derived in section 1.4.

Consider for example the problem of scattering from the object Ω1, with material
parameters (Ô1, µ1), subject to an excitation from the outside region Ω0 = R3\Ω1,
characterized by (Ô0, µ0) (fig. 2.1) . The boundary between regions Ω0 and Ω1 is
the surface Γ, characterized in each point by the outgoing (with respect to Ω1)
unit surface normal vector n̂. The excitation (Einc,H inc) induces some currents
in the interior of Ω1, (j,m), which in turn are the sources of the scattered fields
(Esc,Hsc). Evaluation of the scattered field from a knowledge of the incident field
is the so-called direct scattering problem.

In order to determine the total field, given by superposition of incident and
scattered field, not only currents (j,m) are to be retrieved, but also the scattering
operators, i.e. the Green’s function, specific to geometry and material parameters
under test, to link the scattered fields to their sources. In general, this information
is not available for non-canonical geometries of the scatterer.

It is to be noticed that free-space electromagnetic scattering solution has been
presented in section 1.4. Surface equivalence principle can be exploited to conduct
the original problem to the one of free-space scattering. To this purpose, it is
desirable to replace true fields inside the scatterer (E,H) and true (eventual)
surface current densities (js,0,ms,0) at the boundary with some other quantities,
denoted as (EÍ,H Í), (js,ms) containing the same amount of information, such as
the fields outside are left unchanged. In particular, equivalence of new and original
problems in Ω0 holds if the boundary conditions

n̂ × (E0 − EÍ1) = −ms (2.5a)
n̂ × (H0 − H Í1) = js (2.5b)

are satisfied. A favorable choice is the so-called Love formulation: interior fields are
set to zero (scattered fields are such to balance the incident ones), so that unknown
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Figure 2.1: Original direct scattering
problem.

Figure 2.2: Love equivalent formula-
tion of the original exterior scattering
problem.

surface current densities have to satisfy

n̂ × E0 = −ms (2.6a)
n̂ × H0 = js. (2.6b)

Since electric and magnetic fields inside Ω1 are null, material parameters of the
scatterer can be replaced with (Ô0, µ0) of background medium without affecting the
problem. So, a free-space scattering problem is obtained: scattered fields outside
(Esc,Hsc) can be reconstructed from scattering of the fictitious surface currents
(js,ms) through formulae 1.37 and 1.38. Since currents (js,ms) are defined on a
surface instead than on a volume, electric and magnetic vector potentials can be
rewritten as

A(r) = µ

¨
rÍ∈Γ

G(r − rÍ)js(rÍ)dS Í (2.7)

F (r) = Ô

¨
rÍ∈Γ

G(r − rÍ)ms(rÍ)dS Í. (2.8)

2.1.3 The electric and magnetic field integral equations
Electric and magnetic field integral equations (EFIE and MFIE) are two of the
most common integral equations in computational electromagnetics; they are based
respectively on boundary conditions 2.1 and 2.2.

Given the scattering problem presented in section 2.1.2 reformulated by means
of the Love formulation of the surface equivalence principle, boundary conditions
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are written as

n̂(r) × (Einc(r) + Esc(r)) = −ms(r) (2.9a)
n̂(r) × (H inc(r) + Hsc(r)) = js(r). (2.9b)

Scattered fields (Esc,Hsc) can be expressed more explicitly by means of radiation
formulae 1.37 and 1.38 containing potentials in eq. (2.7) and eq. (2.8). Special
care must be taken in this operation, since the potentials’ expressions contain a
singularity when evaluated on the boundary Γ.

Before exploring potentials’ behaviour at the boundary, it is convenient to
manipulate some of the terms in eq. (1.37) and eq. (1.38) by means of vector
calculus identities. The following identities can be obtained:

∇ ·
¨
rÍ∈Γ

G(r − rÍ)f(rÍ)dS Í =
¨
rÍ∈Γ

G(r − rÍ)∇Í · f(rÍ)dS Í (2.10)

∇ ×
¨
rÍ∈Γ

G(r − rÍ)f(rÍ)dS Í =
¨
rÍ∈Γ

∇G(r − rÍ) × f(rÍ)dS Í (2.11)

where f stands for js or ms and primed operators are taken with respect to the
primed variable rÍ.

Jump relations

Boundary integral equations’ formalism take advantage of the concepts of single
and double layer potentials [9–11], defined as

(Sv)(r) =
¨

Γ
G(r − rÍ)v(rÍ)dS Í r ∈ R3\Γ (2.12)

(Dv)(r) =
¨

Γ
γÍ

1G(r − rÍ)v(rÍ)dS Í r ∈ R3\Γ (2.13)

where γÍ
1 represents the normal derivative operator. S andD are harmonic operators:

they represent a solution of the Laplace equation for any r ∈ R3\Γ, for any density
function v. Well known properties of these potentials are the following:

• the single layer potential is continuous across Γ: [Sφ] = 0;

• the double layer potential is discontinuous across Γ: [Dψ] = ψ.

• the normal derivative of the single layer potential is discontinuous across Γ:
[γ1Sφ] = −φ;

• the normal derivative of the double layer potential is continuous across Γ:
[γ1Dψ] = 0.
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More rigorous formalism and proofs of the results given in this section can be found
in [9, 10]. From the jump relations just mentioned (from the first and the third in
particular), it is clear that the tangential traces of the terms A(r) and ∇∇ · A(r)
in equation 1.37 are continuous across the boundary. More formally, given r0 ∈ Γ,

lim
r→r0

n̂(r) × A(r) = n̂(r0) × A(r0) (2.14)

lim
r→r0

n̂(r) × (∇∇ · A(r)) = n̂(r0) × (∇∇ · A(r0)) . (2.15)

On the other hand, the tangential trace of the curl of F is discontinuous across Γ
and the jump height is given by the tangential trace of ms(r). So, for r ∈ Ω0/1,

lim
r→r0

n̂(r) × (∇ × F (r)) = ±1
2ms(r0)

+ n̂(r0) × p.v.

¨
rÍ∈Γ

∇G(r − rÍ) × ms(rÍ)dS Í. (2.16)

Similar results can be obtained also for the terms in equation 1.38 relative to
magnetic scattering. Finally, tangential traces of the scattered fields (Esc,Hsc)
evaluated in points r approaching the surface Γ from outside are rewritten as

n̂(r) × Esc(r) = −jkηn̂(r) ×
¨

rÍ∈Γ
G(r − rÍ)js(rÍ)drÍ

+ η

jk
n̂(r) × ∇

¨
rÍ∈Γ

G(r − rÍ)∇Í · js(rÍ)drÍ

− 1
2ms

− n̂(r) × p.v.
¨

rÍ∈Γ
∇G(r − rÍ) × ms(rÍ)drÍ (2.17)

n̂(r) × Hsc(r) = −jk

η
n̂(r) ×

¨
rÍ∈Γ

G(r − rÍ)ms(rÍ)drÍ

+ 1
jkη

n̂(r) × ∇
¨

rÍ∈Γ
G(r − rÍ)∇Í · ms(rÍ)drÍ

+ 1
2js

+ n̂(r) × p.v.
¨

rÍ∈Γ
∇G(r − rÍ) × js(rÍ)drÍ, (2.18)

where η is the impedance of background medium. By substituting these expressions
in equations 2.9a and 2.9b, the electric and magnetic field integral equations are
obtained. In order to shorten these expressions, it is convenient to introduce surface
integral operators.
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Surface integral operators

The electric field integral operator Tk is defined as a linear combination of the
vector and the scalar electric potential operators, TA,k and Tφ,k:

Tk = −jkTA,k + 1
jk

Tφ,k (2.19)

(TA,kf)(r) = n̂(r) ×
¨

Γ
Gk(r, rÍ)f(rÍ)drÍ (2.20)

(Tφ,kf)(r) = n̂(r) × ∇
¨

Γ
Gk(r, rÍ)∇Í · f(rÍ)drÍ. (2.21)

The magnetic field integral operator Kk is defined as

(Kkf)(r) = n̂(r) ×
¨

Γ
∇Gk(r, rÍ) × f(rÍ)drÍ. (2.22)

Given the above definitions, the EFIE and MFIE relative to the exterior problem
can be written as

−n̂ × Einc = η Tk js + 1
2 ms − Kk ms (2.23)

n̂ × H inc = −1
η

Tk ms + 1
2 js − Kk js. (2.24)

In these equations, the surface operators operate on the surface currents (js,ms)
and are evaluated on the surface Γ. Solution of the system given by eq. (2.23) and
eq. (2.24), which can be rewritten in matrix block form asA

η Tk I
2 − Kk

I
2 − Kk − 1

η
Tk

BA
js

ms

B
=
A

−n̂ × Einc

n̂ × H inc

B
, (2.25)

provides information about the fictitious surface currents, from which the scattered
fields in Ω0 can be evaluated. Once the quantities (js,ms) are determined, the
exterior scattering problem is considered solved.

2.1.4 The PMCHWT integral equation
The Poggio-Miller-Chang-Harrington-Wu-Tsai equation [12] is an integral formu-
lation which allows to solve at once the interior and the exterior scattering by a
penetrable dielectric object.

In the following we will consider a dielectric scatterer Ω1 with parameters (Ô1, µ1)
subject to an excitation from the outside region Ω0 characterized by (Ô0, µ0). The
formulation can be applied to bodies with finite conductivity σ, such that electric
permittivity Ô1 = Ô0Ô

Í
r − jσ/ω can take complex values.
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Figure 2.3: Application of surface
equivalence principle, exterior problem.

Figure 2.4: Application of surface
equivalence principle, interior problem.

The original problem is solved by means of the superposition principle in the
Love formulation: at first, the exterior problem is considered (fig. 2.3), in which
the excitation is turned on; then the interior one, with excitation off (fig. 2.4). The
boundary conditions relative to the exterior problem are written as

−n̂0 × Einc = η0 Tk0 js,0 + 1
2 ms,0 − Kk0 ms,0 (2.26)

n̂0 × H inc = − 1
η0

Tk0 ms,0 + 1
2 js,0 − Kk0 js,0, (2.27)

with js,0 = n̂0 × H0, ms,0 = −n̂0 × E0. EFIE and MFIE relative to the interior
problem read instead

0 = η1 Tk1 js,1 − 1
2 ms,1 − Kk1 ms,1 (2.28)

0 = − 1
η1

Tk1 ms,1 − 1
2 js,1 − Kk1 js,1, (2.29)

with js,1 = n̂1 × H1, ms,1 = −n̂1 × E1. Given the continuity of the tangential
traces of the fields at the boundary and since n̂0 = −n̂1 =: n̂,

js,0 = −js,1 =: js (2.30)
ms,0 = −ms,1 =: ms. (2.31)

This fundamental step allows to recognize that the exterior and interior problems,
independent of each other, share the same unknown variables js and ms. So, it is
possible to sum the two sets of equations, canceling the identity terms, to reach
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the final formulation
−n̂ × Einc = η0 Tk0 js + η1 Tk1 js − Kk0 ms − Kk1 ms

−n̂ × H inc = 1
η0

Tk0 ms + 1
η1

Tk1 ms + Kk0 js + Kk1 js.
(2.32)

More compactly, under block matrix form, it readsA
η0 Tk0 + η1 Tk1 −(Kk0 + Kk1)

Kk0 + Kk1
1
η0

Tk0 + 1
η1

Tk1

BA
js

ms

B
=
A

−n̂ × Einc

−n̂ × H inc

B
. (2.33)

2.2 The boundary element method
Integral equations presented in the previous sections can be solved numerically
by means of the boundary element method (BEM), a technique which applies the
method of moments to a boundary value problem.

Consider for example the electric field integral equation for PEC materials,
η Tk js = −n̂ × Einc. (2.34)

Null electric field inside a PEC object, leading to null magnetic surface current, is a
condition required to assume finite current inside the object. Tk is a linear operator;
the unknown current js and the RHS b := (−n̂ × Einc) are functions in the space
{Γ → C3}. By means of the method of moment, the problem is transformed into
the linear system

ηT j = b (2.35)
where the matrix T is the discretization of the EFIO; the arrays j and b represent
instead a discretization of the vector fields js and b. What is meant by discretization
in this context is better explained in the following.

First of all, in order to numerically solve the boundary integral equation (BIE)
in eq. (2.34), it is necessary to discretize the surface Γ, usually by means of flat
triangular elements; the outcome of this operation is called mesh. The level of
accuracy by which a mesh approximates Γ is mainly dictated by the average edge
length h. It should be chosen in such a way to satisfy at the same time the
Nyquist-Shannon sampling theorem, h < λ/2, with λ wavelength, and the need to
capture a satisfactory amount of geometrical details of the surface. The elements
of the mesh serve as domain of the basis functions used for discretization of the
current and of the RHS.

The steps toward construction of the linear system in 2.35 are the following: the
unknown current js is approximated as a linear combination of Ns basis functions,
called source basis functions, sn:

js(r) Ä
NsØ
n=1

jnsn(r). (2.36)
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These basis functions are vectorial (sn : Γ → R3), while the coefficients jn are
complex scalars, so that the linear combination in 2.36 can be a valid approximation
of js. Substituting eq. (2.36) in eq. (2.34), by linearity

η
NsØ
n=1

jnTk sn Ä b. (2.37)

The objective is to find the unknown coefficients jn such as to minimize the error1
b − η

qNs
n=1 jnTk sn

2
, called residual. To this purpose, the residual is tested against

a set of Nt basis functions, called test basis functions, tm, and the result of each of
these operations is imposed to be nullK

tm, b − η
NsØ
n=1

jnTk sn

L
= 0

⇐⇒ η
NsØ
n=1

jn étm, Tk snê = étm, bê

⇐⇒ η
NsØ
n=1

Tmn jn = bm

⇐⇒ ηT j = b. (2.38)

Finally, solution of integral equation in 2.34 can be found numerically by solving
the linear system in 2.35, where the left hand side (LHS) matrix and the RHS are
given by

Tmn = étm, Tk snê (2.39)
bm = étm, bê . (2.40)

2.2.1 Basis functions
Consider a closed surface Γ, characterized in each point by the outgoing unit normal
n̂. It is discretized by a triangular mesh containing NV vertices, NE edges and NF

flat triangular faces. The genus of Γ is the number of handles, denoted as NH . For
such a geometry, Euler’s formula

NE = NV +NF + 2NH − 2 (2.41)

holds true. Local basis functions, such as Rao-Wilton-Glisson (RWG), Buffa-
Christiansen (BC), loop or star basis functions shown in the following, have local
support and are defined on the edges, or on the vertices, or on the faces of the
mesh. By contrary, global loops are based on the handles of the geometry and span
the entire mesh.

19



Integral equations and preconditioning

Rao-Wilton-Glisson basis functions

Rao-Wilton-Glisson, or Raviart-Thomas, basis functions are defined on the edges.
Given notation in fig. 2.5, for any oriented edge ei defined by the boundary vertices
v±
i , the RWG definition is

fi(r) =



r − r+
i

2A+
i

r ∈ c+
i

r−
i − r

2A−
i

r ∈ c−
i

(2.42)

where A±
i is the area of the triangle c±

i . Normalization adopted in definition 2.42
is such that the flux integral through the defining edge equals one. It is to be
noticed that another common normalization also includes multiplication by the
length of the defining edge, li, as in the original paper in which this function has
been introduced [13].

A significant property of the RWG basis functions is about continuity at the
defining edge. It is easy to demonstrate that the component of fi normal to the
edge ei is continuous across it; moreover it is constant along the edge at the value

|fi(r ∈ ei) · n̂i| = 1
li
, (2.43)

where n̂i is the unit vector normal to the edge ei. By contrary, the parallel
component of fi at the edge is discontinuous.

From continuity of the normal component, it derives the fact that the RWG
basis function is div-conforming, i.e. its divergence is bounded (not containing
Dirac deltas). In particular, its divergence is piece-wise constant patches and reads

∇ · fi(r) =



1
A+
i

r ∈ c+
i

− 1
A−
i

r ∈ c−
i

. (2.44)

Whereas, the discontinuity of the tangential component is translated in the prop-
erty of curl-non-conformity: curl of an RWG basis function is not bounded. By
performing a rotation of an RWG basis function through the n̂× operation, a
curl-conforming, but not div-conforming, basis function is obtained.

Buffa-Christiansen basis functions

Buffa Christiansen basis functions, introduced in [14], are local functions defined on
edges. They are defined on a barycentric refinement of the original mesh, obtained
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2.2 – The boundary element method

Figure 2.5: Notation used for the defi-
nition of RWG functions.

Figure 2.6: Rao-Wilton-Glisson basis
function.

by subdividing each triangular face into six new faces, whose vertices lie at the
original vertices or at the middle points of the original edges or at the vertex
obtained from the intersection of the medians. The BC basis function defined on
the edge ei is built as linear combination of all the RWG basis functions defined on
the edges with one (and only one) of the boundary vertices on ei.

BC basis functions, denoted with the letter g, are div-conforming by construction.
Moreover, they are quasicurl-conforming, in the sense explained in [15]: the Gram
matrix linking BC and rotated RWG functions is well conditioned. Rotated BC
functions, n̂ × g, are instead curl- and quasidiv-conforming.

Loop basis functions

The loop basis functions are local functions defined on vertices. The loop function
on the vertex vj can be expressed as

Λj(r) = ∇ × n̂(r)λj(r) = n̂(r) × ∇λj(r) (2.45)

where λj is the scalar piece-wise linear Lagrange basis function, equal to one on vj
and null on all the other vertices, also called pyramid function [16].

A loop function can also be defined as linear combination of all the RWG
functions defined on the edges containing vj, as

Λj(r) =
NeØ
i=1

Λijfi(r), (2.46)

where the coefficients Λij are defined as

Λij =


+1 vj = v−

i

−1 vj = v+
i

0 otherwise
. (2.47)
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These coefficients can be collected to form the matrix Λ ∈ RNE×NV , which represents
the loop to RWG transformation matrix: elements in column j are the coefficients
of loop function Λj expressed as linear combination of the RWG functions.

The fundamental characteristic of the loop basis functions is the fact of being
solenoidal, as can be simply derived from its definition 2.46 and eq. (2.44).

Star basis functions

The star basis functions are local functions defined on faces. The star function
on the face cj can be expressed as linear combination of the three RWG functions
whose defining edges lie on the boundary of cj:

Σj(r) =
NeØ
i=1

Σijfi(r), (2.48)

where the coefficients Σij are defined as

Σij =


+1 cj = c+

i

−1 cj = c−
i

0 otherwise
. (2.49)

Matrix Σ ∈ RNE×NC obtained in this way is the star to RWG transformation
matrix. From Λ and Σ definitions, it follows that the columns of these matrices
are orthogonal:

ΣTΛ = 0. (2.50)

It is interesting to notice that the function obtained by substituting the three
RWG functions building the star with the corresponding BC functions is solenoidal
[16]. It can be expressed as

�j(r) = ∇ × n̂(r)λbarj (r) = n̂(r) × ∇λbarj (r), (2.51)

where λbarj is a piece-wise linear, cell centered, function associated to the cell cj.

Global loops

Global loops are global basis functions defined on handles. Each handle induces
two global loops, called toroidal and poloidal, represented for a torus in figure 2.9.
On the triangular discretization considered so far, global loops can be defined as
linear combination of RWG functions:

Hj(r) =
NeØ
i=1

Hijfi(r) (2.52)
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Figure 2.7: Loop basis function. Figure 2.8: Star basis function.

Figure 2.9: Global loops on a torus (NH = 1): toroidal in orange, poloidal in
blue.

where matrix H ∈ RNE×2NH is the global loop to RWG transformation matrix.

Computation of H matrix requires a computationally expensive algorithm based
on graph theory. A lighter alternative is to evaluate the columns of H as the
null-space of the outer and inner magnetic field integral operator, K± I

2 . Theoretical
reasons behind this operation are explained in [17].

The peculiarity of global loops defined as in 2.52 is that of being solenoidal
functions. Consider now global loops defined on the surface Γ (not discretized).
Such functions are harmonic: they satisfy the Laplace equation or, equivalently,
they are at the same time both solenoidal and irrotational. Global loops defined in
2.52 as linear combination of RWG functions are just solenoidal instead, because
curl operator cannot be represented with regularity in the RWG domain.
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2.2.2 Discretization of operators and RHS
Testing procedure introduced in section 2.2 consists in an inner product computation.
For a, b : Γ → C3,

éa, bê =
¨

Γ
a(r) · b(r)dS, (2.53)

where the overline denotes complex conjugation.
A fundamental step in the discretization of an integral equation is the choice of

source and test basis functions, derived from regularity considerations about the
operator to be used.

Examine again the example of the EFIE for PEC: it is commonly discretized by
means of RWG f as source and rotated RWG n̂ × f as test basis functions. By
consequence, the RHS is tested against rotated RWG functions, to obtain

Tmn = én̂ × fm, Tk fnê (2.54)
bm = én̂ × fm, bê , (2.55)

where then the n̂× in the testing is simplified with the one contained in definitions
of T k and b. Similarly, the (PEC)-EFIE can be discretized by means of BC g as
source and rotated RWG n̂ × g as test basis functions, leading to

Tmn = én̂ × gm, Tk gnê (2.56)
bm = én̂ × gm, bê . (2.57)

Also the identity operator can be discretized by means of some source and test
basis functions. The outcome of this operation is called Gram-matrix, or specifically
mix-Gram matrix in case source and test basis functions are of different types, and
reads

Gmn = étm, snê . (2.58)
Finally, it is worth mentioning a common trick exploited in discretization of Tφ,k

operator to get rid of the gradient present in its definition. Testing to be evaluated
is

Tφ,mn = én̂ × fm, Tφ,k fnê

=
¨

Γm
dr(n̂(r) × fm(r)) ·

A
n̂(r) × ∇

¨
Γn
drÍGk(r, rÍ)∇Í · f(rÍ)

B
(2.59)

where Γm and Γn are the supports of the testing and source basis functions
considered. After simplification of the n̂× operators and by defining the scalar
quantity ψ(r) =

˜
Γn dr

ÍGk(r, rÍ)∇Í · f(rÍ), the above testing reduces to

Tφ,mn =
¨

Γm
drfm(r) · ∇ψ(r). (2.60)
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By applying the vector calculus identity ∇ · (ψfm) = ψ∇ · fm + (∇ψ) · fm,

Tψ,mn =
¨

Γm
dr∇ · (φ(r)fm(r)) −

¨
Γm
drψ(r)∇ · fm(r). (2.61)

By applying divergence theorem and by noticing that the normal component of an
RWG function at the boundary of its domain is null, it follows that the first term
in eq. (2.61) is null, since

¨
Γm
dr∇ · (ψ(r)fm(r)) =

˛
∂Γm

ψ(r) (fm(r) · n̂(r)) · dl = 0. (2.62)

Finally, the gradient in the definition of Tφ,k has been removed and a divergence
operation has appeared to the testing function, so that finally the expression of
Tφ,mn reads

Tφ,mn = −
¨

Γm
dr∇ · fm(r)

¨
Γn
drÍGk(r, rÍ)∇Í · f(rÍ), (2.63)

This discretization operation becomes completely similar to the one of the electric
vector potential operator, apart from the fact that divergence is applied to both
source and test basis functions.

2.2.3 Computational complexity
When solving numerically a problem, an important parameter to take into account
is the computational complexity of the algorithm used, both in terms of time needed
to reach a solution and space, such as the required memory. A numerical scheme
is considered scalable if its complexity grows linearly or quasi-linearly with the
number of unknowns. Unfortunately, this is not the case of the boundary integral
equations presented so far, to be solved by means of the BEM, as it will be shown
in the following.

Consider again the (PEC)-EFIE example in equation 2.34, to be solved nu-
merically on a mesh with Ne edges. Solution of the problem is obtained in three
steps:

1. evaluation of T matrix. If computed explicitly element by element, time
complexity is O(N2

e );

2. evaluation of b vector, in time complexity of O(Ne);

3. solution of the linear system in 2.35. If it is solved for the current vector
explicitly as η j = T−1b, time complexity is the one of matrix inversion, O(N3

e ).
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It follows an overall complexity of O(N3
e ), leading to an unaffordable solution time

for increasing number of unknowns. Moreover, also the matrix storage complexity
of O(N2

e ) constitutes an issue toward scalability.
This problem can be overcome by solving the linear system iteratively: the

solution is sought inside the Krylov subspace, as span{b,Tb,T2b, ...,Tkb}:

η j = T−1b Ä
kØ
i=1

αiTib. (2.64)

Time complexity in this case is given by the product of the number of iterations k
necessary to reach the desired accuracy and the cost of matrix-vector multiplication,
naively obtained in O(N2

e ) operations. The effort at this point should be twofold:
from one side, the number of iterations should be kept constant; from the other,
matrix computation’s and matrix-vector product’s cost should be reduced to linear.
Time complexity required in case of success would then be O(k ·Ne) = O(Ne).

The second between these tasks can be achieved by means of many techniques
available in literature, such as the Adaptive Cross Approximation (ACA) [18,
19], the Fast Multiple Method (FMM) [20] and their multi-level versions [21–23].
They allow reduction of matrix evaluation and storage complexity as well as of
matrix-vector product to quasi-linear.

As far as required number of iterations is concerned, the key parameter to take
into account is the matrix condition number. For an invertible matrix A, it is
defined as

cond(A) = ||A|| · ||A−1||, (2.65)
depending on the norm chosen. If Euclidean norm is considered, cond(A) is
also equal to the ratio between the maximum and the minimum between the
singular values of A. The link between condition number and number of iterations
can be perceived by noticing that , by virtue of spectral mapping theorem, the
approximate equality in eq. (2.64) is translated in the approximate equality involving
the eigenvalues of T, λn,

1
λn

Ä
kØ
i=1

αiλ
i
n. (2.66)

It is to be recalled then that eigenvalues and singular values of a matrix A are
related quantities: for A symmetric positive definite (SPD), they are coincident;
otherwise, singular values σn are defined as the square root of the eigenvalues of
the SPD matrix AHA, where the superscript H denotes complex conjugate. By
looking at 2.66, it is clear that the lower the variation range of the singular values
of T (the lower the condition number), the fewer terms in the summation 2.66 are
required to approximate accurately the values 1

λn
. For example, in [24] an upper

bound for the number of iterations is provided, involving the condition number, for
the Conjugate Gradient (CG) method.
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In conclusion, in order to keep the number of iterations k constant and low, it is
necessary to assure condition number of matrix T constant and as low as possible.
This is the target of matrix preconditioning, introduced in the following section.

2.3 Introduction to preconditioning
As already mentioned in the previous section, the condition number of a matrix
is a crucial parameter when solving a linear system: it determines not only the
number of iterations needed to reach a solution through an iterative solver, but also
the achievable accuracy of the solution. Moreover, if the condition number is too
high, the solver cannot reach convergence at all. A matrix is said well-conditioned
if its condition number is low and independent of the problem’s parameters, such
as frequency, number of unknowns, material parameters; otherwise, it is called
ill-conditioned.

Matrix preconditioning consists of finding left and/or right preconditioning
matrices, L and R, such that the condition number of the original matrix left
and/or right multiplied by L, R is lower than the one of the original matrix and
fixed. Assuming to work with both left and right preconditioning matrices, the
linear system Ax = b becomes

LARy = Lb (2.67)

with the original unknown vector x = Ry.
Before proceeding in the illustration of some preconditioning techniques exploited

in the solution of EFIE and MFIE, it is necessary to give some more definitions. An
operator is called compact if its spectrum clusters at zero. Then, given a compact
integral operator A, an integral equation in the form

Aρ = f (2.68)

is called Fredholm integral equation of first kind, whereas the equation

(I + A)ρ = f (2.69)

is a Fredholm integral equation of second kind [25]. Discretization of the operator
in eq. (2.69) has the desirable property of a spectrum clustering at the value
1 (determined by the clustering of the identity operator), which is a favorable
condition in the optics of convergence of a Krylov solver. Being K a compact
operator, a typical example of second kind operator is (I/2 + K), whose eigenvalues
accumulate at 1/2.
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2.3.1 Calderón preconditioning
Calderón preconditioning is based on a couple of identities, which can be easily
derived from the EFIE-MFIE system already introduced. Suppose to apply surface
equivalence principle on a surface Γ in free space, i.e. interior and exterior medium
are the same medium, characterized by impedance η. The exterior scattering
problem is written asA

I
2 − K T
−T I

2 − K

BA
ms

η js

B
=
A

−n̂ × Einc

η n̂ × H inc

B
. (2.70)

Interior scattering problem, obtained by applying the surface equivalence principle
in absence of sources and looking for surface currents such that electric and magnetic
fields outside are null, readsA

I
2 + K −T

T I
2 + K

BA
ms

η js

B
=
A

0
0

B
. (2.71)

Operators in 2.70 and 2.71 are the Calderón projectors, respectively denoted by P−
and P+. More rigorous definitions and proofs can be found in [9] and [11]. From
the property P−P+ = 0, the Calderón identities follow:

T 2 = −I
4 + K2 (2.72)

T K = −KT . (2.73)

In particular, the first of them states that T 2 is a second kind operator and can be
exploited to precondition the EFIO discretization, as done in [15], in which the
integral equation

T 2
k js = T (−n̂ × Einc) (2.74)

is solved instead than Tk js = −n̂×Einc. The conforming discretization of eq. (2.74)
reads

TG−1
mixTj = TG−1

mixb (2.75)

where (Gmix)ij = én̂ × fi, gjê is the well-conditioned Gram matrix linking the
rotated RWG functional space to the BC one. Formulation in 2.75 is immune
from both dense discretization and low-frequency breakdown, but is ill-posed, since
a null-space in statics has been introduced in matrix TG−1

mixT. Application of a
quasi-Helmholtz decomposition to cure the low-frequency current cancellations,
together with the Calderón preconditioning to fix discretization breakdown, leads
to a well-conditioned and low-frequency stable EFIE, presented in [26].
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2.3.2 Quasi-Helmholtz preconditioning
Low-frequency breakdown

Quasi-Helmholtz preconditioning has been widely used to cure the so-called low-
frequency breakdown of the T operator, i.e. the ill-posedness of the (PEC)-EFIE
when decreasing frequency. Solution of this problem, addressed for the first time
in [27], has gained crucial importance in the last years, with the growing impact
of smaller and smaller electronic devices leading to a strong need of efficient and
reliable low-frequency full-wave simulation tools.

Reasons behind the EFIO low-frequency breakdown can be easily understood
from its definition in eq. (2.19): for k → 0, the vector potential related term
behaves as O(k), while the scalar potential one like O(1/k). So, for decreasing
frequency, the first term vanishes (its related information is lost), while the other
one grows unbounded: Tk Ä 1/(jk)Tφ,k, reflecting the decoupling between electric
and magnetic fields toward statics. When trying to solve the linear system in
eq. (2.35), rewritten as è

−η(jk)2 TA + ηTφ

é
j = jkb, (2.76)

it can be noticed that any solenoidal current distribution approximates the solution:
the problem is not well-posed.

From an analytical study of the asymptotic behaviour of the T operator spectrum,
it is derived that the condition number of T scales as O(1/k2): at sufficiently low
frequency, the matrix is almost (numerically) singular and convergence of an
iterative method applied to solve the linear system cannot be reached.

A possible strategy to solve this issue consists in separating the solenoidal
and non-solenoidal current contributions and in rescaling the related blocks of
the system separately, in order to avoid loss of information and reformulate the
problem as well-posed.

Helmholtz decomposition theorem

Any sufficiently smooth and rapidly decaying vector field U can be represented as the
sum of an irrotational and of a solenoidal field. Given the vector calculus identities
valid for any sufficiently smooth scalar field ψ and vector field V , ∇ × (∇ψ) = 0
and ∇ · (∇ × V ) = 0, the Helmholtz decomposition can be written as

U = ∇ψ + ∇ × V , (2.77)

where the first term represents the irrotational component, while the second the
solenoidal one. If U is defined on a two-dimensional surface Γ, this decomposition
can be rewritten by means of surface operators as

U = ∇sψ + n̂ × ∇sξ. (2.78)
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Rotation of 2.78 is still an Helmholtz decomposition:
n̂ × U = n̂ × ∇sψ − ∇sξ (2.79)

where the roles of solenoidal and irrotational components are exchanged.
If the vector field U is discretized, i.e. written as linear combination of basis

functions, such as in eq. (2.36), a complete Helmholtz decomposition is not feasible; a
quasi-Helmholtz decomposition can be performed instead. It consists of a separation
of the field into a solenoidal, U s, and a non-solenoidal, Uns, component:

U = U s + Uns. (2.80)
Two different techniques to perform this decomposition and exploit it to fix the
low-frequency breakdown are presented in the following.

Loop-Star decomposition

Loop, star and global loops, defined respectively on vertices, cells and handles, have
already been presented in this chapter. It can be demonstrated that, for a closed
surface Γ, they span the entire RWG space. From Euler equation 2.41, it can be
deduced that the columns of Λ and Σ matrices are not linearly independent: one
column from Λ and one from Σ should be removed to obtain linear independent
bases. In the following, these cancellations will always be assumed, such that, from
now on, Λ ∈ RNE×(NV −1), Σ ∈ RNE×(NC−1). The decomposition matrix A is defined
as

A = (Λ H Σ). (2.81)
Consider again the (PEC)-EFIE example, discretized as ηT j = b. By taking

AT and A as left and right preconditioning matrices, the linear system to be solved
becomes I

ηATTA y = ATb
j = Ay . (2.82)

The block multiplication ATTA can be easily expanded in

ATTA =

ΛTTΛ ΛTTH ΛTTΣ
HTTΛ HTTH HTTΣ
ΣTTΛ ΣTTH ΣTTΣ

 , (2.83)

where T = −jkTA + 1
jk
Tφ. By recalling the definition of Tφ, given in eq. (2.63),

and the fact that loop functions are solenoidal, it is clear that
ΛTTφ = 0 (2.84)
HTTφ = 0 (2.85)
TφΛ = 0 (2.86)
TφH = 0. (2.87)
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From these considerations, the product ATTA can be rewritten as

ATTA =

ΛT (−jkTA)Λ ΛT (−jkTA)H ΛT (−jkTA)Σ
HT (−jkTA)Λ HT (−jkTA)H HT (−jkTA)Σ
ΣT (−jkTA)Λ ΣT (−jkTA)H ΣT (−jkTA + 1

jk
Tφ)Σ



=

O(k) O(k) O(k)
O(k) O(k) O(k)
O(k) O(k) O( 1

k
)

 .
(2.88)

The conditioning behaviour of this matrix can be studied by means of the Gershgorin
circle theorem.

Theorem 1 (Gershgorin circle theorem). Given a matrix M ∈ CN×N , define, for
any i = 1, ..., N , Ri = q

j /=i |(M)ij| and Di(Mii, Ri) as the closed disk of center
Mii and radius Ri; these last are called Gershgorin disks. Then, all the eigenvalues
of M are in the union of the Gershgorin disks.

From Gershgorin theorem application, two eigenvalues clustering can be identi-
fied: one approaching zero as O(k), the other going at infinity as O(1/k), leading
to a condition number scaling of O(1/k2), as anticipated in section 2.3.2. This low-
frequency breakdown can be cured by including some scalings in the decomposition
matrix:

As =
A

1√
k

Λ
1√
k

H
√
kΣ

B
. (2.89)

Indeed, the block scalings of the preconditioned matrix AT
sTAs becomes

AT
sTAs =

O(1) O(1) O(k)
O(1) O(1) O(k)
O(k) O(k) O(1)

 . (2.90)

From Gershgorin theorem, the eigenvalues of this matrix cluster at constant values
with vanishing radii: the problem is now well-conditioned, in the sense that the
condition number of AT

sTAs is constant in frequency.
The major drawback of this kind of preconditioning is the fact that the loop-star

decomposition introduces another kind of ill-conditioning, related to the mesh dis-
cretization. As analyzed in [16], the condition number ofGΛΣ = [Λ Σ]T G [Λ Σ],
withG being the well-conditioned Gram matrix of the RWG basis, grows as O(1/h2),
leading to a degradation of the condition number of the decomposed (PEC)-MFIE
operator. This issue is related to the fact that the quasi-Helmholtz decomposition
in this case is obtained by means of differential operators, whose spectrum is not
flat. It can be fixed indeed by exploiting projectors, operators characterized by flat
rectangular spectra, as shown in the following section.
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Quasi-Helmholtz projection

Quasi-Helmholtz projectors are operators capable of projecting a vector into the
solenoidal and the non-solenoidal subspaces, orthogonal between each other.

Consider first a vector field x discretized by means of RWG functions: we seek
a mapping operator PΣ such that PΣx = xns, with xns lying in the non-solenoidal
subspace, range of Σ, denoted as R(Σ), and at minimum distance from x. By
virtue of projection theorem, the difference (x − xns) is orthogonal to R(Σ), i.e. it
lies in the nullspace of ΣT , denoted as N (ΣT ):

ΣT (x − PΣx) = 0
⇐⇒ ΣTx = ΣTPΣx. (2.91)

Matrix PΣ = Σ (ΣT Σ)+ΣT , where + represents Moore-Penrose pseudo-inversion,
satisfies equation 2.91. Moreover, it is a projector, i.e. (PΣ)2 = PΣ; more
specifically, it is an orthogonal projector (R(PΣ) ⊥ N (PΣ)) [28]. The projector to
the solenoidal space, denoted as PΛH , is simply defined as its complementary: it
projects on the entire RWG solenoidal subspace, including both local and global
loops. Finally, the quasi-Helmholtz projectors for the RWG functional space have
expressions

PΣ = Σ (ΣTΣ)+ ΣT (2.92)
PΛH = 1 − PΣ. (2.93)

Similarly, the dual quasi-Helmholtz projectors can be defined, projecting respec-
tively on the BC non solenoidal and solenoidal subspaces:

PΛ = Λ (ΛTΛ)+ ΛT (2.94)
PΣH = 1 − PΛ. (2.95)

Quasi-Helmholtz projectors can be exploited to separate the blocks of the
operator corresponding to solenoidal or non-solenoidal source and testing functions
employed and to rescale them independently. The electric field integral operator T,
left- and right- multiplied by the identity I = PΛH + PΣ, is written as

T = (PΛH + PΣ)T (PΛH + PΣ)
= −jkPΛHTAPΛH − jkPΛHTAPΣ − jkPΣTAPΛH

+ PΣ
A

−jkTA + 1
jk
Tφ

B
PΣ, (2.96)

where the simplifications PΛHTφ = TφPΛH = 0 have been enforced.
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Preconditioning of the (PEC)-EFIE by means of quasi-Helmholtz projectors is
obtained for example by means of left and right preconditioning matrices defined as

L = αPΛH + βPΣ (2.97)
R = γPΛH + δPΣ, (2.98)

where the multiplicative coefficients are chosen such as to obtain a well-conditioned
matrix, as in the loop-star decomposition case. Finally, the system to be solved is
written as I

ηLTTR y = LTb
j = Ry . (2.99)

This preconditioning strategy, differently from the previously presented loop-star
decomposition, doesn’t suffer from a mesh discretization ill-conditioning: condition
number of LTTR cannot be higher than cond(T). As already mentioned, it derives
from the non-differential form of the projectors (overall differential contribution
of Σ is cancelled in PΣ expression, fig. 2.10). Another advantage resides in the
fact that explicit detection of global loops is not required. Nevertheless, it is
worth noticing that this benefit is also related to a loss of freedom in the rescaling
coefficients’ choice: global loop related blocks cannot be rescaled independently
from the rest of the solenoidal functions.
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Figure 2.10: Singular values of Λ and PΛH (left) and of Σ and PΣ (right) for a
sphere discretized with 188 vertices, 376 cells and 564 edges.
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Chapter 3

Low frequency stabilization
of the PMCHWT
formulation

This chapter will provide an overview on the low-frequency stabilization strategy
of the PMCHWT integral equation, presented and detailed in [2]. The resulting
formulation, based on quasi-Helmholtz decomposition and preconditioning, is stable
and well-conditioned over a wide range of frequencies and conductivities, including
the eddy current regime, which is the operating regime of numerous applications.

3.1 Eddy current regime
The first Maxwell’s equation (1.1) in absence of magnetic current density states
that a time varying flux integral of the magnetic field over a surface S induces
a proportional circulation of the electric field along C = ∂S, that is a potential
difference. By consequence, if C lies in a conductive medium, a conductive current
flows along it. If a massive conductive object is considered, time-varying magnetic
field induces voltages in it, leading to current loops difficult to predict by intuition;
they are usually referred to as eddy currents [29]. Many well-known physical effects
can be traced back to simple manifestations of the first Maxwell’s equation: for
example, magnetic flux variations induced by a time-varying current flowing in a
conducting wire determine the so-called skin effect.

Many examples of applications exploiting eddy currents can be given, either
based on the related ohmic losses in form of heating, called induction heating,
or depending on the magnetic reaction field generated. Metallurgical treatment,
non-destructive material testing techniques [30], induction motors are just few
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of them. In other contexts, eddy current presence can be completely undesired.
In printed circuit boards (PCBs) manufacturing for instance, unwanted loop
currents contribute to a useless heating up of the board. Moreover, non-uniform
current distributions in conducting lines due to both skin and proximity effects are
detrimental for the metallic material itself, subject to electromigration. Whether
eddy currents are beneficially exploited or undesired, their proper modelling is of
great importance.

If displacement currents are negligible with respect to conduction currents, the
problem is said to be in the eddy current regime, thus characterized by

ωÔ0 ¹ σ. (3.1)

Eddy current solvers look for electromagnetic field distributions satisfying the
Maxwell’s system in its magneto quasi-static approximation eq. (1.47), eq. (1.48)
[1]. Validity of this approximation decreases when increasing the frequency, or
equivalently when increasing the electrical size of the objects under test.

On the one hand, available commercial electromagnetic compatibility and inter-
ference circuit simulators are based, up to now, on the eddy current approximation
in eq. (3.1). A couple of examples are the so-called JKHE and KHJ formulations,
presented in [31]. Recalling that both integrated circuits’ area and clock frequency
increase at a rate of approximately 1.5 every 3 years predicted by the Moore’s
law [32], it is clear that eddy current solvers become less and less reliable with
advancements of technological processes.

On the other hand, the PMCHWT integral equation presented in section 2.1.4,
capable of modelling conductive objects, is a full-wave formulation, hence valid in
any frequency condition. The severe low-frequency breakdown which affects it is
one of the main reasons why it has not been exploited yet for exact electromagnetic
compatibility and interference (EMC/EMI) circuit simulations.

3.2 Background and notation
Given the notation already presented in section 2.1.4, the PMCHWT formulation
reads A

η0 Tk0 + η1 Tk1 −(Kk0 + Kk1)
Kk0 + Kk1

1
η0

Tk0 + 1
η1

Tk1

BA
js

ms

B
=
A

−n̂ × Einc

−n̂ × H inc

B
. (3.2)

Wavenumber inside the scatterer Ω1 takes the complex value

k1 = ω
ñ

(Ô0ÔÍ
r − jσ/ω)µ1 =

ñ
ω2Ô0ÔÍ

rµ1 − jωσµ1 (3.3)

which can be approximated in the eddy current regime as

k1 Ä
ñ

−jωσµ1 = 1 − j

δ
(3.4)
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with δ being the skin depth parameter, defined as δ =
ñ

2/(ωσµ1).
To obtain the BEM linear system, surface currents are discretized by means of

div-conforming RWG source functions, while curl-conforming rotated RWG basis
functions are used as test functions. Finally, the problem is reduced toA

Tupper −K
K Tlower

BA
j
m

B
=
A
e
h

B
(3.5)

where the matrix blocks are given by linear combinations of the matrices which
discretize the interior and exterior EFIO and MFIO

K = Kk0 + Kk1 (3.6)
Tupper = TA,upper + Tφ,upper (3.7)
Tlower = TA,lower + Tφ,lower (3.8)

TA,upper == −jk0η0TA,k0 − jk1η1TA,k1 (3.9)

Tφ,upper = η0

jk0
Tφ,k0 + η1

jk1
Tφ,k1 (3.10)

TA,lower = −j k0

η0
TA,k0 − j

k1

η1
TA,k1 (3.11)

Tφ,lower = 1
jk0η0

Tφ,k0 + 1
jk1η1

Tφ,k1 . (3.12)

Discretization of the continuous electric and magnetic operators are given by

(Kk)mn = én̂ × fm,Kk(fn)ê (3.13)
(TA,k)mn = én̂ × fm, TA,k(fn)ê (3.14)
(Tφ,k)mn = én̂ × fm, Tφ,k(fn)ê . (3.15)

The unknown array contains the coefficients of the RWG expansions of the fictitious
surface currents js, ms; the RHS is given by the testing of the known term in
eq. (3.2) against rotated RWG functions:

(e)m =
e
n̂ × fm,−n̂ × Einc

f
(3.16)

(h)m =
e
n̂ × fm,−n̂ × H inc

f
. (3.17)

3.3 Low frequency asymptotic analysis
In order to enlighten the reasons behind the PMCHWT low frequency breakdown
and identify possible solutions for its regularization, it is necessary to perform a
low frequency asymptotic analysis of all the operators involved in the PMCHWT
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formulation, as well as of the possible excitations. This study is carried out in
the eddy current regime, under the approximation ωÔ0 ¹ σ, and makes use of the
quasi-Helmholtz decomposition presented in section 2.3.2. In particular, application
of the loop-star decomposition matrices to the system in eq. (3.5) results in the
loop-star decomposed system

ZΛHΣ y = bΛHΣ, (3.18)

where the LHS matrix and RHS are given by

ZΛHΣ =
A
AT

AT

BA
Tupper −K
K Tlower

BA
A

A

B
(3.19)

bΛHΣ =
A
AT

AT

BA
e
h

B
(3.20)

with A being the loop-star decomposition matrix previously defined as

A = (Λ H Σ) (3.21)

The following sections will focus more on the method employed to perform the
analysis, rather than on its intermediate results, which can be found instead in [2].

3.3.1 Magnetic field integral operator
The static part of the magnetic field integral operator cancels out when solenoidal
functions (but not both harmonic) are used as testing and source functions [33].
Partial simplifications, which are not considered in this work, also arise in case of
source and test harmonic functions, depending on the relative positions between
source and test global loops [34]. The previous statement can be translated in
matrix form as

ΛTK0Λ = 0, HTK0Λ = 0, ΛTK0H = 0, (3.22)

where K0 represents the discretization of the static part of K operator,

(K0f)(r) = n̂(r) ×
¨

Γ
∇ 1

4π|r − rÍ|
× f(rÍ)drÍ. (3.23)

The asymptotic behaviour ofKk0 , Kk1 andKk0,d, Kk1,d, representing discretizations
of the exterior and interior MFIOs, complete or without their static parts (subscript
d stands for dynamic), can be retrieved by means of an analysis of their kernels. In
particular, given the definition of Kk,

(Kk)mn =
¨

Γ
fm(r)

¨
Γ

∇G(r, rÍ) × fn(rÍ)drÍdr, (3.24)
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3.3 – Low frequency asymptotic analysis

behaviours of Ù((Kk)mn) and Ú((Kk)mn) are the same as Ù(∇Gk) and Ú(∇Gk).
The Green’s function’s gradient can be written in terms of the Maclaurin

expansion of Gk for k → 0,

Gk(R) = 1
4π

C
1
R

− jk − k2R

2 + jk3R2

6 + O(k4)
D

(3.25)

∇Gk(R) = 1
4π

C
∇
3 1
R

4
− k2

2 ∇R + jk3

6 ∇R2 + O(k4)
D

(3.26)

with R = |r − rÍ|. The first terms in 3.25 and 3.26 are frequency independent
and clearly represent the static parts of Gk and ∇Gk. By recalling definitions of
exterior and interior wavenumbers, leading to the scalings k0 = O(ω), Ù(k1) =
O(

√
ω),Ú(k1) = O(

√
ω), it is finally possible to retrieve the asymptotic behaviours

of K = Kk0 + Kk1 and Kd = Kk0,d + Kk1,d which read

||Ù(K)|| = O(1), ||Ú(K)|| = O(ω), (3.27)
||Ù(Kd)|| = O(ω3/2), ||Ú(Kd)|| = O(ω). (3.28)

3.3.2 Electric field integral operator

To study the low frequency behaviour of the diagonal blocks Tupper and Tlower, an
asymptotic analysis of the kernels of TA,k and Tφ,k operators should be performed.
Given the definitions

(TA,k)mn =
¨

Γ
fm(r) ·

¨
Γ
G(r, rÍ) fn(rÍ)drÍdr (3.29)

(Tφ,k)mn = −
¨

Γ
∇ · fm(r)

¨
Γ
G(r, rÍ) ∇Í · fn(rÍ)drÍdr, (3.30)

it follows that (TA,k)mn and (Tφ,k)mn in their real and imaginary parts show the
same behaviours as the Green’s function. It is necessary then to analyze the
Maclaurin expansion of the Green’s function in eq. (3.25).

As far as TA,k is considered, a further care must be taken in case of use of
solenoidal source basis function, of type local or global loop, generically denoted as
l, for which ¨

Γ
l(rÍ)drÍ = 0. (3.31)

Simplification 3.31 applies in particular to the second term in the Green’s function
expansion, spatially constant.
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From these considerations, the following scalings are obtained:

||Ù(TA,k0)|| = O(1), ||Ú(TA,k0)|| =
O(ω3) if fn solenoidal

O(ω) otherwise
, (3.32)

||Ù(Tφ,k0)|| = O(1), ||Ú(Tφ,k0)|| = O(ω), (3.33)

||Ù(TA,k1)|| = O(1), ||Ú(TA,k1)|| =
O(ω) if fn solenoidal

O(ω1/2) otherwise
, (3.34)

||Ù(Tφ,k1)|| = O(1), ||Ú(Tφ,k1)|| = O(ω1/2). (3.35)

Moreover, from definition 3.30, it follows immediately that Tφ,k contribution
vanishes every time a solenoidal function is used as source or test function, translated
in formulae as

ΛTTφ,k = 0, HTTφ,k = 0, Tφ,kΛ = 0, Tφ,kH = 0. (3.36)

Putting together all the considerations seen so far, the following scalings are
obtained:

||Ù(TA,upper)|| =
O(ω2) if fn solenoidal

O(ω3/2) otherwise
, ||Ú(TA,upper)|| = O(ω), (3.37)

||Ù(Tφ,upper)|| = O(1), ||Ú(Tφ,upper)|| = O(ω−1), (3.38)

||Ù(TA,lower)|| = O(1), ||Ú(TA,lower)|| =
O(ω) if fn solenoidal

O(ω1/2) otherwise
, (3.39)

||Ù(Tφ,upper)|| = O(ω−1/2), ||Ú(Tφ,upper)|| = O(ω−1). (3.40)

3.3.3 Quasi-Helmholtz decomposition of the reaction ma-
trix

All the pieces of information collected in the previous sections can be summarized by
writing the various scalings of the nine-by-nine block matrix ZΛHΣ in the following
form:

Ù(ZΛHΣ) = O



ω2 ω2 ω3/2 ω3/2 ω3/2 1
ω2 ω2 ω3/2 ω3/2 1 1
ω2 ω2 1 1 1 1
ω3/2 ω3/2 1 1 1 1
ω3/2 1 1 1 1 1

1 1 1 1 1 ω−1/2


(3.41)

40



3.3 – Low frequency asymptotic analysis

Ú(ZΛHΣ) = O



ω ω ω ω ω ω
ω ω ω ω ω ω
ω ω ω−1 ω ω ω

ω ω ω ω ω ω1/2

ω ω ω ω ω ω1/2

ω ω ω ω ω ω−1


. (3.42)

By definition of ZΛHΣ, first and fourth rows correspond to local loop testing, first
and fourth columns to local loop source functions and so on.

From the application of Gershgorin circle theorem on the quasi-Helmholtz
decomposition of the PMCHWT interaction matrix just obtained, it is possible to
understand the source of ill-conditioning. Indeed, three eigenvalues clusterings can
be identified:

1. one set of eigenvalues going at zero as O(ω), corresponding to the first and
second rows;

2. one set diverging at infinity as O(ω−1), corresponding to the third and sixth
rows;

3. one set constant in frequency, corresponding to fourth and fifth rows.

These scalings, similar to the (PEC)-EFIE ones, lead to a diverging condition
number, increasing as O(ω−2) when moving toward lower frequencies. In conclusion,
the reason behind the ill-conditioning is the inverse frequency scalings of the matrix
diagonal blocks, corresponding to different scalings of the parts of the EFIO related
to the vector and scalar potentials as well as their multiplicative coefficients. As
already seen in the previous chapter it can be effectively cured by separating the
solenoidal and non-solenoidal components of the system and by rescaling them
independently.

3.3.4 Loss of solution accuracy
Evidently, a preconditioning strategy should be capable of handling and curing
the low-frequency breakdown shown previously. However, another problem to be
tackled at low frequency is the loss of digits of accuracy in the solution due to finite
precision arithmetic. The technique presented in [2] to overcome this issue consists
in the identification of the solution components needed to correctly retrieve the
electromagnetic field in near of far field, depending on the application: accuracy
in the evaluation of these components is to be guaranteed by the preconditioning
strategy employed. Clearly, they depend on the excitation chosen; in [2], results
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relative to a plane wave excitation, as well as to capacitive or inductive magnetic
frill lumped excitations are reported.

More precisely, from the system ZΛHΣy = bΛHΣ, the analysis presented so far
can be implemented in the following steps:

1. for a given type of excitation, evaluate the asymptotic scalings of the loop-star
decomposed RHS bΛHΣ;

2. derive the asymptotic scalings of the blocks of Z−1
ΛHΣ;

3. derive the asymptotic scalings of the intermediate solution y by multiplying
y = Z−1

ΛHΣbΛHΣ;

4. from the outcome of previous point, determine the scalings of the scattered
near and far field: the solution components which produce the dominant
components of the scattered fields are the ones that should be preserved.

3.4 Preconditioning strategy
Once the objectives to be pursued are clear, the preconditioning strategy can be
designed. The rescaling coefficients of the different components of the system are
grouped in the diagonal matrices

L = diag(aL, bL, cL, dL, eL, fL) (3.43)
R = diag(aR, bR, cR, dR, eR, fR) (3.44)

and the behaviours of the blocks of LZΛHΣR are studied for different choices of
L, R. The resulting preconditioned matrix should gain a frequency independent
conditioning behaviour. Moreover, the rescaling shouldn’t introduce any nullspace
and should be able to preserve accuracy of the previously identified solution’s
components which determine the dominant components of the scattered fields. The
solution identified in [2] satisfies these requirements for all the considered types of
excitations. The rescaling coefficients chosen are



aL
bL
cL
dL
eL
fL


=



(ωµ0)−1/2

(ωµ0)−1/2

(ωÔ0)1/2

(ωσ)−1/2

(ωµ0)1/2

(ωµ0)1/2


,



aR
bR
cR
dR
eR
fR


=



(ωµ0)−1/2

(ωµ0)−1/2

(ωÔ0)1/2

(ω/σ)1/2

(ω/σ)1/2

(ωµ0)1/2


. (3.45)

It is also important to notice that the coefficients relative to the harmonic
subspace are chosen to be equal to the adjacent loop or star ones; this has been
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enforced to allow the use of quasi-Helmholtz projectors, defined in section 2.3.2.
Finally, the preconditioned system readsA

M1 0
0 M2G

−1

B
Z

A
M3 0
0 M4

B
y =

A
M1 0
0 M2G

−1

B
b (3.46)

where the preconditioning matrices are defined as

M1 = (ωµ0)−1/2 P ΛH + (ωÔ0)1/2 P Σ (3.47)
M2 = (ωσ)−1/2 PΛ + (ωµ0)1/2 PΣH (3.48)

M3 = (ωµ0)−1/2 P ΛH + (ωÔ0)1/2 P Σ (3.49)
M4 = (ω/σ)1/2 P ΛH + (ωµ0)1/2 P Σ. (3.50)

The mix-Gram matrix in eq. (3.46) is defined as

(G)mn = én̂ × fm, gnê (3.51)

where fm and gn represents respectively RWG and BC functions, following the
usual notation. Introduction of this matrix is required to link the rotated-RWG
functional space, over which the operators are defined, to the BC space of the
dual projectors. Its evaluation can lead to an important overhead if computed
trivially; computational complexity can be significantly reduced by means of fast
Gram matrix evaluation techniques recently developed inside the team.

The surface current solution is finally retrieved asA
j
m

B
=
A

M3 0
0 M4

B
y. (3.52)

3.5 Numerical results
In the following chapters, the validity and accuracy of the new formulation is
demonstrated with a variety of experiments. In this section instead, reported
numerical results focus on its conditioning behaviour.

In figure 3.1, a comparison between current densities in each cell of a copper
sphere of radius 1m, excited by a plane-wave oscillating at 1mHz is shown. It
is visible that preconditioning of the PMCHWT, by means of both loop-star
decomposition and quasi-Helmholtz projectors, leads to results comparable with
the ones provided by the two eddy-current solvers considered. Standard PMCHWT
instead, highly ill-conditioned (with a condition number in the order of 1018), does
not provide a correct solution.

In figure 3.2, the condition number of the original PMCHWT formulation, as
well as of its preconditioned versions, is shown as a function of frequency. It
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Figure 3.1: Sphere of radius 1m discretized with 1048 elements, conductivity
5.8 × 107 S/m: electric and magnetic current density amplitude given an exciting
plane wave of frequency 1mHz along −x̂ with B0 = 1T.

is visible that the condition number of the PMCHWT formulation increases as
O(ω2), as predicted theoretically. The preconditioned formulations instead are very
well-conditioned in frequency.

In figure 3.3 instead, the conditioning behaviour is explored as function of
discretization refinement. The conditioning behaviour of the formulation based
on quasi-Helmholtz projectors is the same as the one of the original PMCHWT
formulation: cond(Z) = O(h−2). This property of the PMCHWT operator, which
can be seen as a compact perturbation of a matrix containing linear combinations
of EFIOs on the diagonal blocks [35], follows directly from the conditioning of the
T operator. The loop-star decomposition on the other hand introduces a further
refinement ill-conditioning, so that the condition number scaling of the related
formulation is O(h−4).
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Figure 3.2: Sphere of radius 1m discretized with 1048 elements, conductivity
1 S/m: condition number’s behaviour in frequency.
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Figure 3.3: Sphere of radius 1m, conductivity 1 S/m, excited by a plane wave at
frequency 10 kHz: condition number’s behaviour in discretization refinement.
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Chapter 4

Radiation integrals

As seen in the previous chapters, solving an integral equation means looking for
the tangential traces of the electric and magnetic fields at the boundaries of a
scatterer. From this information then, by means of the equivalence principle, the
electromagnetic field in the whole space can be reconstructed. Operators involved
are the same already analyzed in the construction of the PMCHWT formulation,
but the way in which they are discretized to reach a numerical solution is different.

4.1 Scattering inside and outside
Given the surface equivalent electric and magnetic currents retrieved by solving the
PMCHWT system, js and ms, the electric and magnetic fields scattered outside
or inside the object, denoted respectively by 0 and 1 superscript, are given by

E0/1(r) = −jωA0/1(r) + 1
jωµ0/1Ô0/1

∇∇ · A0/1(r) − 1
Ô0/1

∇ × F 0/1(r) (4.1)

H0/1(r) = −jωF 0/1(r) + 1
jωµ0/1Ô0/1

∇∇ · F 0/1(r) + 1
µ0/1

∇ × A0/1(r) (4.2)

where the potentials take the form

A0(r) = µ0

¨
rÍ∈Γ

Gk0(r − rÍ)js(rÍ)drÍ (4.3)

F 0(r) = Ô0

¨
rÍ∈Γ

Gk0(r − rÍ)ms(rÍ)drÍ (4.4)

A1(r) = µ1

¨
rÍ∈Γ

Gk1(r − rÍ)[−js(rÍ)]drÍ (4.5)

F 1(r) = Ô1

¨
rÍ∈Γ

Gk1(r − rÍ)[−ms(rÍ)]drÍ. (4.6)
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Particular care should be taken in the implementation of these operators, both
in the multiplicative coefficient and in the integrals evaluation, especially in the
low-frequency scattering case.

Initially, the already implemented scattering code has been exploited to obtain
some results. Its main limitation is the fact that complex values of permittivities
are not taken into account, so that interior scattering cannot be evaluated directly.
This can be easily fixed by adding externally a complex scaling of √

Ôr to the first
two terms, so that the coded operations are:

E1(r) = −jk1
1

√
µ1Ô0

µ1 · 1
√
Ôr

¨
rÍ∈Γ

Gk1(r − rÍ)[−js(rÍ)]drÍ

+ 1
jk1

1√
µ1Ô0

Ô0
· 1

√
Ôr

∇∇ ·
¨
rÍ∈Γ

Gk1(r − rÍ)[−js(rÍ)]drÍ

− ∇ ×
¨
rÍ∈Γ

Gk1(r − rÍ)[−ms(rÍ)]drÍ (4.7)

H1(r) = −jk1
1

√
µ1Ô0

Ô0 ·
√
Ôr

¨
rÍ∈Γ

Gk1(r − rÍ)[−ms(rÍ)]drÍ

+ 1
jk1

1√
µ1Ô0

µ1
·
√
Ôr ∇∇ ·

¨
rÍ∈Γ

Gk1(r − rÍ)[−ms(rÍ)]drÍ

+ ∇ ×
¨
rÍ∈Γ

Gk1(r − rÍ)[−js(rÍ)]drÍ. (4.8)

However, this kind of formulation is not suitable to the low frequency regime,
because of numerical cancellations arising both in multiplicative coefficients and in
integral evaluations.

A better alternative is to implement directly 4.1 and 4.2, enforcing, where
needed, the simplifications with the multiplicative coefficients in the potentials. As
far as integral evaluation is concerned, a couple of useful manipulations are

∇∇ · A(r) = µ

¨
rÍ∈Γ

∇Gk(r − rÍ)∇Í · js(rÍ)dr (4.9)

∇ × A(r) = µ

¨
rÍ∈Γ

∇G(r − rÍ) × js(rÍ)dS Í, (4.10)

which can also be moved to the magnetic vector potential case. Moreover, other
simplifications related to the solenoidal components of the currents, jΛH and mΛH ,
and to the Green’s function evaluation should be carefully enforced to move at
extremely low frequency. They are listed in the following.

1. The solenoidal components of the currents do not contribute to the second
terms in equations 4.1 and 4.2.
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2. By expanding in power series the Green’s function, a constant term (with
respect to the space variable) arises. The result of integrating the product of
a constant times a solenoidal function is zero (3.31): this has to be enforced.

3. When evaluating the gradient of the Green’s function, the gradient of the
constant term of its power series expansion (constant with respect to the space
variable) should be enforced to be null.

Finally, the scattered fields are evaluated as

E0/1(r) = −jωµ0/1

¨
rÍ∈Γ

Gk0/1(r − rÍ)[±jΣ
s (rÍ)]drÍ

− jωµ0/1

¨
rÍ∈Γ

GΛH
k0/1

(r − rÍ)[±jΛH
s (rÍ)]drÍ

+ 1
jωÔ0/1

¨
rÍ∈Γ

∇Gk0/1(r − rÍ)∇Í · [±jΣ
s (rÍ)]drÍ

−
¨
rÍ∈Γ

∇Gk0/1(r − rÍ) × [±ms(rÍ)]drÍ (4.11)

H0/1(r) = −jωÔ0/1
¨
rÍ∈Γ

Gk0/1(r − rÍ)[±mΣ
s (rÍ)]drÍ

− jωÔ0/1

¨
rÍ∈Γ

GΛH
k0/1

(r − rÍ)[±mΛH
s (rÍ)]drÍ

+ 1
jωµ0/1

¨
rÍ∈Γ

∇Gk0/1(r − rÍ)∇Í · [±mΣ
s (rÍ)]drÍ

+
¨
rÍ∈Γ

∇Gk0/1(r − rÍ) × [±js(rÍ)]drÍ, (4.12)

where the coefficients of the solenoidal and non-solenoidal current components in
RWG basis are (j/m)ΛH = PΛH(j/m) and (j/m)Σ = PΣ(j/m); the Green’s function
denoted by the superscript ΛH is a modification of G such that, for R = |r−rÍ| → 0,
the constant term of its Taylor expansion is cancelled:

G(R)ΛH
k = 1

4π

5 1
R

− k2R + O(R2)
6
. (4.13)

A final consideration to be pointed out is about the evaluation of the integrals
in eq. (4.11), eq. (4.12) in case the point of evaluation r approaches surface Γ in
rÍ. In such conditions, the kernels become singular, so that singularity extraction
techniques are needed to numerically evaluate the integrals. In particular, a
singularity subtraction approach is implemented, briefly presented in section 6.2.1.
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Its performances are good when used to evaluate near field radiation integrals;
when increasing the distance between scatterer and evaluation points instead,
singularity extraction is not needed any more. Moreover, singularity subtraction
based integration results unstable for increasing values of distances R, so that
its exploitation in far field evaluation leads to dramatic error. So, it is necessary
to implement a control on the distance between scatterer and evaluation points
to decide whether to enforce singularity extraction or not in radiation integrals’
evaluation.

4.2 Numerical results

4.2.1 Scattering from a sphere in far-field
In this section, the far-field scattering from a sphere excited by an incident plane-
wave is considered. The analytic solution of this problem can be found in the
framework of the Mie theory: incident and scattered fields are expanded in terms
of vector spherical waves and enforcement of boundary conditions at Γ allows to
retrieve the unknown coefficients of the series representing the scattered field [36].
This can be used as benchmark to estimate the accuracy of fields evaluated from
eq. (4.11) and eq. (4.12).

They can also be compared with the far field approximations, given by

E0
FF (r) = −jω(AFF (r) − (AFF (r) · r̂) r̂) + jωη0 r̂ × FFF (r) (4.14)

H0
FF (r) = −jω(FFF (r) − (FFF (r) · r̂) r̂) − jω

η0
r̂ × AFF (r) (4.15)

where the vector potentials take the form

AFF (r) = µ0
e−jk|r|

4π|r|

¨
rÍ∈Γ

ejkr̂·rÍ
js(rÍ) dS (4.16)

FFF (r) = Ô0
e−jk|r|

4π|r|

¨
rÍ∈Γ

ejkr̂·rÍ
ms(rÍ) dS. (4.17)

These simplifications of radiation formulae derive from some considerations, valid
in the far-field region, i.e. at observation points r far enough from the object,
R º D, with D characteristic size of the scatterer:

1. assuming the origin of the reference system at the scatterer, R can be approx-
imated as R = |r − rÍ| Ä |r| − r̂ · rÍ;

2. for R → ∞, the second terms in equations 4.11 and 4.12 is negligible with
respect to the others;
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4.2 – Numerical results

3. E0
FF , H0

FF behave locally as plane waves: their radial components are vanish-
ing and need to be cancelled.

When examining far fields, it is customary to deal with radar cross sections.
Given a scatterer excited by an impinging field Einc, the radar cross section is
defined as «the area intercepting that amount of power which, when scattered
isotropically, produces at the receiver a density which is equal to that scattered by
the actual target» [37]. It can be evaluated as

RCS(θ, φ) = 4π|r|2 |E0
FF (r)|2

|Einc(r)|2 (4.18)

independently from the distance.
Numerical results shown in the following represent, for a given φ angle, RCS(θ)

of a sphere of radius 1m, conductivity 1 S/m, excited by an impinging plane wave
propagating in the −ẑ direction with amplitude 1V/m. The green curves represent
analytical solutions, while the blue and red ones display numerical results obtained
from equations 4.14, 4.15 (far field approximation) and 4.11, 4.12. In figure 4.2, it
is visible that relative errors of numerical results (compared against the analytical
ones) decrease with mesh refinement as O(1/h2). Finally, from a comparison
between figures 4.3a and 4.3b, the importance of avoiding singularity extraction
in far field becomes evident. In fig. 4.3b, just the onset of instabilities related to
singularity subtraction are visible; oscillations become much more important when
further increasing the evaluation distance, providing completely wrong results.
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Figure 4.1: Radar Cross Section at
φ = 0 °, distance 1 × 1012 m, given an
exciting plane wave of frequency 0.01Hz
along −ẑ.
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Figure 4.2: Relative error (in norm)
on the Radar Cross Section at φ = 0 °,
distance 1 × 1012 m, given an exciting
plane wave of frequency 100Hz along
−ẑ.
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(a) Integration without singularity ex-
traction
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(b) Enforcement of singularity extraction

Figure 4.3: Radar Cross Section at φ = −15 °, distance 20 km, given an exciting
plane wave of frequency 100 kHz along −ẑ: NF labeled curve obtained (a) without
singularity extraction and (b) with singularity extraction.

4.2.2 Scattering from a sphere in near-field
The Mie theory provides analytical solution also to the near field scattering problem
considered in the previous section, providing a valid benchmark for error estimation
of numerical results. In the following, near scattering from a sphere of radius 1m,
conductivity 1 S/m, excited by an incident plane wave along −ẑ, with amplitude
1V/m is considered. By recalling the way in which the PMCHWT formulation
has been assembled, i.e. as superposition of an exterior scattering problem with
excitation from outside and an interior, source-less, one, it is clear that the total
fields inside and outside are given by

[E/H(r)]outside = E0/H0(r) + Einc/H inc(r) (4.19)
[E/H(r)]inside = E1/H1(r). (4.20)

Total field is simulated in a specific direction, given by [θ, φ]: the error behaviour
is then estimated along ρ (a reference system with the origin in the center of the
sphere is considered, [θ, φ, ρ] denote spherical coordinates: polar angle, azimuthal
angle and radial distance). Simulations shown are at the frequency of 100 kHz,
required for stability of the formulation based on combination of vector spherical
harmonics which provides the analytical solution.

In figure 4.4, the relative error on the electric and magnetic fields is represented
for different mesh refinements (in legend, the number of basis functions, equal
to Ne, is reported). A good converging behaviour is visible, for both inside and
outside fields. This test is also useful to evaluate the minimum distance from
the boundary Γ at which the radiators still provide correct results. The fact that
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4.2 – Numerical results

the analytical solution is correct at indefinitely small distance from Γ (lower than
machine precision) can be deduced from the fact that boundary conditions are
always satisfied, both in tangential and in normal form. Therefore, provided this
reliable benchmark, it is possible to estimate the maximum ρ in the interior of
the object, or equivalently the minimum distance dmin = radius − ρmax, at which
the error is still acceptable, for example lower than 10%. It is obtained that this
minimum distance dmin decreases from 1.4 cm to 2mm when increasing the number
of edges of the discretization from 1,227 to 3,594 ·
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Figure 4.4: Relative error on the electric field (left) and the magnetic field (right)
between numerical and analytical solutions. Measured scattering is in direction
[θ, φ] =

è
3π
4 ,

π
6

é
.

4.2.3 Self-consistency test

Finally, a self consistency test can be considered to further check validity of the
implemented scattering operators. It is based on comparison between a known
field distribution and the numerical scattering from some currents directly derived
from the known distribution, correct by definition. More specifically, the test setup
comprehends an electric dipole scattering in free-space, such that field distribution
is known everywhere from theory [38]. Then, it is possible to assume a surface Γ,
such that the electric dipole lies in its interior. Introduction of this fictitious surface
doesn’t establish any material discontinuity: both interior and exterior media are
free space. By use of surface equivalence principle, the surface currents are defined
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on Γ

ms(r) = −n̂(r) × Ed(r), r ∈ Γ (4.21)
js(r) = n̂(r) × Hd(r), r ∈ Γ (4.22)

such that their radiation Esc, Hsc is opposite to the electromagnetic field radiated
from the dipole, Ed, Hd, in the outside, source-free, region Ω0, while Esc, Hsc

vanishes in the inside region Ω1:

Esc = −Ed, Hsc = −Hd, r ∈ Ω0 (4.23)
Esc = 0, Hsc = 0, r ∈ Ω1. (4.24)

In figures 4.5 and 4.6, relative error on the outside field, |Esc + Ed|/|Ed|, is
shown, as well as the norm of the scattered field inside, |Esc|. Both quantities
decrease with mesh refinement and are constant in a wide frequency range. In
particular, results in figure 4.5 have been obtained for a spherical surface Γ1 with
radius 1m centered in the origin; in figure 4.6 instead, a toroidal surface Γ2 is
considered (with major radius of 1m, minor radius of 0.2m), allowing validation of
the radiators implemented also in presence of multiply connected geometries.
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Figure 4.5: Electric dipole radiating from inside the spherical surface Γ1: relative
error on the exterior scattered electric field (left) and norm of the interior scattered
electric field (right).

Similarly, the complementary test can be performed: the fictitious surface Γ
is assumed such that the radiating dipole lies in its exterior, Ω0. In this case,
surface equivalence principle can be applied by defining ms, js such that the fields
scattered from them are opposite to the ones radiated from the dipole in the interior
(source-free) region Ω1, while they vanish on the exterior region:

Esc = −Ed, Hsc = −Hd, r ∈ Ω1 (4.25)
Esc = 0, Hsc = 0, r ∈ Ω0. (4.26)
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Figure 4.6: Electric dipole radiating from inside the toroidal surface Γ2: relative
error on the exterior scattered electric field (left) and norm of the interior scattered
electric field (right).

Similar results as in the previous case are obtained, shown in figures 4.7 for the
spherical Γ1, fig. 4.8 for the toroidal Γ2.

By considering the field radiated by a magnetic dipole instead, the magnetic
field correctness can be assured. Analogue results as the ones already reported
have been obtained; for sake of brevity, just the ones relative to a magnetic dipole
radiating from inside a sphere are shown in figure 4.9.
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Figure 4.7: Electric dipole radiating from outside the spherical surface Γ1: relative
error on the interior scattered electric field (left) and norm of the exterior scattered
electric field (right).
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Figure 4.8: Electric dipole radiating from outside the toroidal surface Γ2: relative
error on the interior scattered electric field (left) and norm of the exterior scattered
electric field (right).
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Figure 4.9: Magnetic dipole radiating from inside the spherical surface Γ1: relative
error on the exterior scattered magnetic field (left) and norm of the interior scattered
magnetic field (right).

Implementation notes

Some implementation notes related to the test presented in this section are still to
be given. In particular, from what said so far, it is not clear how to retrieve the
coefficients of the expansions

ms(r) Ä
NeØ
n=1

mnfn(r) (4.27)

js(r) Ä
NeØ
n=1

jnfn(r) (4.28)
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where fn are RWG functions. These coefficients are indeed the input to the
radiations, while ms and js are in this case known vector fields, continuous on
Γ. Given ms, js, and an RWG functional space defined on a mesh, two different
strategies can be exploited to find the coefficients mn, jn. The first one is the so
called interpolatory method: the coefficients are just given by the sampling of the
vector fields ms, js on some points of the mesh (for example, on the central point
of the defining edges of fn). This technique allows to minimize the interpolatory
error in the sampling points.

To minimize instead the error norm on the whole surface, the projecting method
is more suited: it consists in testing the residual ms(r)−qNe

n=1 mnfn(r) against the
set of Ne RWG basis functions and imposing the result of each of these operations
to be null, similarly to what done in section 2.2 to build the MoM linear system:K

fm,ms −
NeØ
n=1

mnfn

L
= 0

⇐⇒
NeØ
n=1

mn éfm,fnê = éfm,msê

⇐⇒ Gm = b (4.29)

where G is the RWG-to-RWG Gram matrix, m is the array containing the coeffi-
cients mn, and b is the array whose elements are obtained from the testing of the
vector field ms against the basis functions.
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Chapter 5

Validation on circuital
structures

A good way to test the solver is to apply it to some simple circuital structures in
the low-frequency regime and to verify that the behaviour of the simulated electric
and magnetic fields is consistent with that predicted by circuit theory. Increasing
the ratio between wavelength and characteristic size of the object under test, the
structure under consideration can be approximated as a lumped circuit, so that
simulation’s outcome and analytic results derived from quasi-static approximations
should converge.

5.1 Source modelling
The most natural way to induce an excitation on a circuital structure is to impose
a potential difference at its ends, for example by means of a battery. This can be
modelled by what is known in literature as a voltage gap. Two kinds of voltage
gaps can be enforced: of finite or infinitesimal width. These are presented in
the following, as well as some practical indications on their implementation on a
discretized surface domain.

Moreover, it is possible to distinguish between inductive and capacitive excitation
depending on whether a global loop of the structure is excited or not.

5.1.1 Finite width voltage gap
To enforce a voltage difference, a feed region should be identified, also called gap. It
is the spatial region at which the excitation is imposed. In the case of a cylindrical
wire, the feed region would be a small portion of the wire. Assuming not too sharp
curvature radius of the wire, the gap can be approximated as a cylinder with height
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d much smaller than the wire length. Moreover, it is also necessary to assume
d ¹ λ, such that quasi-static approximations and, consequently, Kirchhoff laws
hold true. Under these conditions, it is necessary to enforce an exciting electric
field inside the feed region, which can be approximated as [39]

Einc(r) = ẑ
V0

d
Πg(r), (5.1)

where ẑ is the unit vector parallel to the cylinder height extension, V0 is the
potential difference to impose, Πg(r) is a three-dimensional port function equal to
1 for points r belonging to the gap and to 0 otherwise.

Given the reduced dimensions of the gap region, which leads to the fulfilment of
quasi-static approximations, it is possible to assume that the excitation imposed
inside the gap does not radiate outside it. From this consideration, once the
PMCHWT equation has been solved under the voltage gap excitation conditions,
the electric and magnetic fields inside and outside the object can be retrieved from
the scattering of the surface currents js, ms, solution of the problem, only.

To build the PMCHWT formulation introduced in section 2.1.4, it is necessary
to evaluate the RHS vector

em =
e
n̂ × fm,−n̂ × Einc

f
=
e
fm,−Einc

f
. (5.2)

It means that, for any RWG function fm with support partially or completely lying
inside the gap, the integral

em = −V0

d

¨
rÍ∈Γ

fm(rÍ) · ẑ Πg(rÍ) drÍ (5.3)

has to be evaluated. At this point, it is worth noticing that the supports of
the RWG functions on the boundary of the cylindrical gap assumed so far are
triangles lying on planes parallel to ẑ, so that the dot product fm(rÍ) · ẑ can be
expressed as linear combinations of normal and parallel (to the defining edge)
RWG’s components only. Coefficients of the linear combination are respectively
sin(θ) and cos(θ), where θ is defined as the angle between ẑ and the direction
parallel to the defining edge. Normal and parallel components then assume linear
behaviours on the RWG’s support, as shown in figures 5.1 and 5.2, so they can be
easily integrated analytically. Finally, if the support of fm lies completely on the
gap, the integral in 5.3 can be evaluated as

em = −V0

d
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d
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where h±
m is the height of triangle c±

m normal to the defining edge, l−±
m is the

projection of the vector (r−
m − v±

m) on the defining edge, l+±
m is the projection of the

vector (r+
m − v±

m) on the defining edge. Just the terms relative to one of the two
triangles are taken into account if the support of fm is not completely included in
the gap.

Figure 5.1: Representation of the
RWG functions’ component normal to
the defining edge.

Figure 5.2: Representation of the
RWG functions’ component parallel to
the defining edge.

5.1.2 Delta voltage gap
The kind of excitation presented in the previous section is customarily re-considered
in the limit d → 0. In this case, the exciting field in eq. (5.1) can be written as

Einc(r) → ẑ V0 δ(r − rg) (5.5)

where δ(r−rg) is the Dirac delta distribution centered in the infinitesimal thickness
gap region.

The intersection between the feed region and the boundary of the wire structure
considered so far is a circumference. A favorable choice is to define a mesh on Γ
such that some edges are places to discretize this circumference, as shown in figure
5.3. At this point, just the elements of the RHS corresponding to testing with the
RWG functions defined on these edges (in red in the figure) are non zero. They are
evaluated as [40]

em = −V0

¨
rÍ∈Γ

fm(rÍ) · ẑ δ(rÍ − rg) = −V0. (5.6)
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This great simplification arises from the fact that fm(rÍ) · ẑ is just the normal
component of fm evaluated at the gap and its value is constant over the edge at
1/lm. Finally, integration of the Dirac delta brings a lm factor which simplifies.

The delta voltage gap excitation has been widely exploited in the field of
electromagnetic simulations, by virtue of its ease of implementation and capability
of modelling a potential difference with quite a good level of accuracy. During the
thesis work, both types of voltage gap excitation have been successfully implemented.
For sake of brevity and simplicity, only the results obtained from the delta voltage
gap are presented in the following sections, given that the two models provide
comparable results in all the cases considered.

Figure 5.3: Example of mesh required
for the implementation of the delta volt-
age gap.

Figure 5.4: Example of mesh required
for the implementation of the finite
width voltage gap (the gap region lies
between the red lines).

5.2 Toroidal inductor

5.2.1 Equivalent circuit and expected behaviour
In this section, a toroidal structure excited by a voltage gap is considered. The
first step is to draw its equivalent circuit and to analyze its expected behaviour.
The imposed voltage gap excites the toroidal global loop, so the excitation is called
inductive and an RL circuit should be considered, shown in figure 5.5.

A preliminary analysis of the circuit is based on circuit theory considerations,
valid under quasi-static assumptions. From the equivalent circuit, the potential
difference imposed is expected to be balanced by the two voltage drops on the
resistive and on the inductive parts: V0 = VR + VL. To better understand these
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Figure 5.5: Circuital model of the
structure under test: RL circuit.

Figure 5.6: A mesh of the structure
under test, a torus.

voltage contributions, the electric field inside the structure is written in terms of
scalar and vector potentials,

E = −jωA − ∇φe. (5.7)
Its circulation along a closed line is null in static conditions

¸
C1

E · dl = 0 as it
goes to zero when the frequency decreases. Thus only the part related to vector
potential remains, since˛

C1=∂S1

∇φ · dl =
¨
S1

(∇ × ∇φe) · dS = 0, (5.8)

obtained from Stokes’ theorem application and by recalling the vector calculus
identity about curl of a gradient. Applying again Stokes’ theorem on circulation
of the electric field and recalling relation about magnetic field and electric vector
potential A, one obtains˛

C1

E · dl = −
˛
C1

jωA · dl = −
¨
S1

(∇ × jωA) · dS = −jωµ
¨
S1

H · dS. (5.9)

By letting C1 being a toroidal closed loop inside the structure, as shown in figure
5.7, the left hand side of this equation becomes the circulation integral of the total
electric field inside the structure, due to both excitation and reaction to it. In
the voltage delta gap excitation case, it is a non classical field, containing a Dirac
delta function at the excitation point. It is convenient to split the integral in two
contributions: the line integral along an open line excluding the battery, called
C1,a, with the same length of the closed line C1, and the line integral along an open
line inside the battery, of infinitesimal length, called C1,b, resulting in˛

C1

E · dl =
ˆ
C1,a

E · dl +
ˆ
C1,b

E · dl (5.10)
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where
´
C1,b

E · dl = V0. Finally,

V0 +
ˆ
C1,a

E · dl = −jωµ
¨
S1

H · dS. (5.11)

In the term −
´
C1,a

E ·dl, it is possible to recognize the voltage drop on the resistive
part

VR = −
ˆ
C1,a

E · dl, (5.12)

while, in the term −jωµ0
˜
S1

H · dS, the voltage drop on the inductive part

VL = −jωµ
¨
S1

H · dS. (5.13)

In statics, V0 = VR and VL = 0, consistently with the fact that the inductance
can be modeled as a short circuit. For finite values of frequencies, the expected
behaviour is given by V0 − VR = VL → 0.

Figure 5.7: Representation of surface
S1 and contour C1 = ∂S1.

Figure 5.8: Representation of surface
S2 and contour C2 = ∂S2.

5.2.2 Numerical results at mid-frequency regime
The toroidal structure considered has major radius, i.e. distance from the origin to
the central point of any cross section, RM = 1m and minor radius, i.e. radius of the
cross section, Rm = 0.2m. Material parameters used are conductivity σ = 1 S/m,
real relative permittivity ÔÍ

r = 1, relative permeability µr = 1. At the frequency of
100 kHz, the wavelength in free space is about λ0 Ä 3,000m, while in the medium it
is λ1 Ä 10m. Characteristic size of the object is approximately λ1/5, which means
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a condition of mid-frequency regime. A potential difference of 1mV is imposed to
the structure.

The purpose of this section is to extract circuit parameters related to this
structure from the solution of the PMCHWT formulation, i.e. the surface equivalent
electric and magnetic currents. The only physical information which can be directly
extracted from these equivalent currents is about the electric and magnetic fields
scattered inside and outside the object. As already mentioned in section 5.1, it
is reasonable to assume that the excitation imposed does not radiate outside the
voltage gap region, so that the total electric and magnetic fields are the ones
scattered by the currents.

Voltage drop across the circuit is measured as the sum of the potential differences
across resistive and inductive parts, given by eq. (5.12) and eq. (5.13). Line and
surface field integrations are required in the two cases. The first one can be
performed by means of Simpson’s integration rule, also called trapezoidal rule,
more suited to the purpose than a Gaussian rule because of the loop nature of
the integration domain. Instead, two-dimensional integration over a disk can be
performed through the Gauss-Legendre rules found in [41]. Notice that surface S1
enclosed by contour C1,a as represented in figure 5.7 is intersecting both the interior
and the exterior of the structure, so the integral in eq. (5.13) involves magnetic field
scattered inside and outside. Given the discontinuity of the first derivative of the
magnetic field at the boundary between different materials, in order to correctly
evaluate integral in eq. (5.12), it is convenient to split the integration domain in its
interior and exterior parts and then sum the two contributions. Gauss integration
rules over the two parts of the integration domain S1, consisting of a disk and of a
surface obtained from the difference between two concentric disks, are obtained in
appendix A.

The current flowing in the structure can be measured in two different ways,
either exploiting the second Maxwell’s equation (1.2), also called Ampere’s circuital
law, or the Ohm’s law:

I1 =
˛
C2

H · dl (5.14)

I2 = jωÔ0Ôr

¨
S2

E · dS = (jωÔ0ÔÍ
r + σ)

¨
S2

E · dS. (5.15)

In both cases, conduction and displacement currents are correctly detected, although
conduction current is expected to be dominant in the eddy current frequency regime
under study. As far as integration methods are concerned, similar considerations
as for voltage measurement can be applied also in this case. As shown in figure 5.8,
contour C2 needs to be in the exterior of the object in order to retrieve the whole
current flowing in it. From equation 5.15, it is clear that both conduction and
displacement current are flowing in the interior of the structure, even if the first is
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dominant, while just displacement current flows outside, given the assumption that
the conductivity of the exterior medium is null.

From voltages and current, impedance of the circuit is easily obtained: Z =
R + jωL, where R = Ù{(VR + VL)/I} and ωL = Ú{(VR + VL)/I}. Real and
imaginary part operators in the previous relations are useful to take into account
respectively the in-phase and in-quadrature parts of the total voltage drop across
the circuit with respect to the current.

Measured voltage drops, current and derived values of resistance and inductance
obtained for a toroidal surface discretized with 12,738 cells are shown in table 5.1. In
terms of notation, Rx denotes resistance obtained from current measurement Ix; the
same applies for Lx. In the table, the data denoted as BS, standing for Biot-Savart,
is present. Given the simple geometry of the structure considered, the Biot-Savart
law, valid under magneto-quasistatic conditions, permits the computation of the
current flowing in the torus just from a measurement of the magnetic field in its
center of symmetry (the origin in the reference system considered) in direction
parallel to the axis of symmetry,

IBS = 2RMH(r = O) · ẑ. (5.16)

h = 4 cm, 12,738 basis functions
VR, mV (9.890 × 10−1 − j3.453 × 10−2)
VL, mV (2.048 × 10−3 + j3.431 × 10−2)
I1, µA (2.005 × 101 − j6.259 × 10−1)
I2, µA (1.932 × 101 − j6.011 × 10−1)
IBS, µA (2.026 × 101 − j7.638 × 10−1)
R1, W 49.38 |R1 −Ri|/|Ri| Ä 0.01
R2, W 51.24 |R2 −Ri|/|Ri| Ä 0.02
RBS, W 48.85 |RBS −Ri|/|Ri| Ä 0.02
L1, µH 2.435 |L1 − Li|/|Li| Ä 0.14
L2, µH 2.519 |L2 − Li|/|Li| Ä 0.19
LBS, µH 2.914 |LBS − Li|/|Li| Ä 0.37

Table 5.1: Circuit parameters relative to a torus with major and minor radii of
1.0m and 0.2m discretized with approximately 8.5 × 103 elements (average mesh
size h Ä 4 cm), σ = 1 S/m. Voltage imposed is of value 1mV at f = 100 kHz.

Values of resistance and inductance reported in table 5.1 can be compared with
the impedance predicted by circuit theory. From the so-called microscopical form
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5.2 – Toroidal inductor

of Ohm’s law, ideal resistance Ri is obtained as

Ri = lcond
σAcross

= 50 Ω, (5.17)

where the length of the conductor is lcond = 2πRM and the area of the wire cross
section is Across = πR2

m. Instead, theoretical value of auto-inductance of a toroidal
structure can be obtained from [42]

Li Ä µ0RM

3
ln 8RM

Rm

− 2
4

Ä 2.12 µH, (5.18)

valid under the assumptions of current uniformly distributed over the wire cross
section and RM º Rm.

Finally, converging behaviour of the numerically obtained phasors is shown
in figure 5.9. In particular, it is visible that, decreasing the mesh refinement
parameter h, the total voltage drop across resistive and inductive parts converge
to the imposed potential difference V0 and that the values of current obtained from
the two methods described above becomes nearer and nearer.
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Figure 5.9: Relative error between voltages and currents evaluated from the two
Maxwell’s equations against mesh refinement.

A further insight on the fields

It is also interesting to observe the electric and magnetic fields behaviour inside and
outside the structure. Results presented in the following are related to the same
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geometry presented in the previous section under identical conditions. As clear
from figures 5.10, 5.12, and 5.11, the electric field inside the structure is toroidally
directed and with a magnitude constant along the azimuthal angle φ. Instead,
the magnitude of E field in the cross section is linear with respect to

√
x2 + y2,

increasing toward the origin, in such a way that the line integral in 5.12 which
gives the voltage across the structure is constant for any possible toroidal line C1,a
inside the cross section.

Figure 5.10: Electric field magnitude
and direction inside the torus excited
with a voltage gap of V0 = 1mV in the
plane z = 0.

Figure 5.11: Electric field magnitude
in a cross section of the torus excited
with a voltage gap of V0 = 1mV, on the
plane y = 0.

5.2.3 Frequency variation toward statics
To move toward low-frequency regime, it is necessary to take a deeper look at
the voltage and current phasors related to the resistive and inductive parts of the
structure, especially as far as frequency dependence is concerned. Their frequency
behaviors are easily derived from circuit theory formulae as

VR = V0

R + jωL
R → Ù(VR) = O(1),Ú(VR) = O(ω) (5.19)

I = VR
R

→ Ù(I) = O(1),Ú(I) = O(ω) (5.20)

VL = jωLI → Ù(VL) = O(ω2),Ú(VL) = O(ω). (5.21)
Equations 5.19 and 5.21 should be interpreted in the following way: the voltage
across resistance VR is a complex phasor given by VR = V0e

jφ, lying in the complex

68



5.2 – Toroidal inductor

0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2

2.1
10

-4

Figure 5.12: Electric field magnitude
in the plane z = 0 in many cross sections.
Azimuth angle φ is from direction x̂ to
ŷ.
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Figure 5.13: Magnetic field magnitude
along a line lying in the “donut’s hole”,
at y = z = 0.

plane in the circumference centered in the origin with radius V0. When decreasing
the frequency, φ goes to zero as ω, so Ù(V0 −VR) = V0 −V0 cos(φ) = O(φ2) = O(ω2).
At the same time, Ú(V0 − VR) = V0 sin(φ) = O(φ) = O(ω).

By recalling the way in which voltage and current phasors are evaluated, from
equation 5.20 it is deduced that the expected frequency behaviour of the interior
electric field flux integral across the cross section is O(1 + jω); from equation 5.21
it is derived that exterior magnetic field flux integral across S1 goes like O(1 + jω)
as well. Once theoretical scalings of fields and phasors have been clarified, it is
necessary to check them numerically. The results of this analysis are shown in
figure 5.14, from which it is visible that the extracted values of resistance and
inductance remain constant in a wide frequency range.

In figure 5.15, frequency behaviour of the angles between the obtained phasors
is shown: it is visible that, decreasing the frequency, the angle between VR and
the current decreases as ω, the absolute error on the angle between VL and I with
respect to π/2 decreases as ω as well. Indeed, decreasing the frequency, numerical
results converge to the circuit theory scenario, in which voltage across a resistance
is in phase with respect to current flowing in it, while voltage across an inductance
is in quadrature.

Finally, an analysis on the validity of the magneto quasi-static approximation
on the structure under test has been carried out. The two quantities

I2 = (jωÔ0ÔÍ
r + σ)

¨
S2

E · dS (5.22)
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Figure 5.14: Frequency behaviour of extracted system parameters for a toroidal
inductor with major and minor radii of 1.0m and 0.2m discretized with approxi-
mately 1.5 × 103 elements (average mesh size h Ä 12 cm), σ = 100 S/m. Voltage
imposed is of value 1mV.
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Figure 5.15: Frequency behaviour of
angles between voltage and current pha-
sors.
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Figure 5.16: Analysis on validity of
the MQS approximation: relative error
between I2 and I2,MQS.

I2,MQS = σ

¨
S2,a

E · dS (5.23)
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are considered, where S2,a is defined as the intersection between S2 and the interior of
the structure. Figure 5.16 shows the relative contribution of jωÔ0ÔÍ

r

˜
(S2−S2,a) E ·dS

on the integral I2, in its real and imaginary parts. The represented behaviour is
consistent with the theoretically expected (and numerically checked) frequency
behaviour of the electric field. It follows that the real part relative contribution
decreases in frequency as ω, while the imaginary one is constant and low (in the
order of 10−8), leading to an absolute contribution decreasing as ω. These results
confirm validity of the magneto-quasistatic approximation I2 Ä I2,MQS and its
increasing accuracy moving toward lower frequency.

5.3 Parallel plates capacitor

5.3.1 Equivalent circuit and expected behaviour
The structure under study in this section is made of a couple of circular parallel
plates connected by a thin strip, represented in figure 5.18. As for the toroidal
inductor, a preliminary study of the equivalent circuit under quasi-static approxi-
mation is going to allow an overview on the expected behaviour of the fields. In
this case, no global loop is excited by the voltage gap, so the excitation is classified
as capacitive and the equivalent circuit is of RC type, shown in figure 5.17.

By applying Kirchoff voltage law to the circuit, the imposed voltage V0 is
expected to be balanced by the sum of the voltage drop on the resistance VR
and of the voltage drop on the capacitance VC : V0 = VR + VC . Current flowing
through the resistance is mainly conductive in the eddy current frequency regime
examined, characterized by ωÔ0 ¹ σ, while current flowing through the capacitance
is of displacement type. Symmetrically to what done for the toroidal inductor,
it is possible to write the magnetic field in terms on magnetic scalar and vector
potentials, as

H = −jωF − ∇φm. (5.24)
Circulation of the magnetic field along the closed line C1 gives the total current
flowing across the surface S1, equal to the difference between the conduction current
across the strip connecting the plates and the displacement current flowing between
the plates. As in the previous section, by exploitation of Stokes theorem, the
following relation is obtained:˛

C1

H · dl = −
˛
C1

jωF · dl = −
¨
S1

(∇ × jωF ) · dS = jωÔ

¨
S1

E · dS. (5.25)

It is convenient to split the surface S1 in two parts: the one crossing the strip called
S Í

1 and the rest, S ÍÍ
1 = S1 − S Í

1. So, the last integral becomes

jωÔ

¨
S1

E · dS = jωÔ0Ôr

¨
SÍ

1

E · dS + jωÔ0

¨
SÍÍ

1

E · dS (5.26)
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where in the first term jωÔ0Ôr Ä σ. So, it is possible to recognize in the first term
the current flowing through the strip,

IC = jωÔ0Ôr

¨
SÍ

1

E · dS Ä σ

¨
SÍ

1

E · dS, (5.27)

in the second term, the displacement current flowing between the plates changed
in sign,

ID = −jωÔ0
¨
SÍÍ

1

E · dS. (5.28)

Given the arrangement of the equivalent circuit, it is clear that IC = ID. When
decreasing the frequency, the displacement current is expected to vanish, so as
the conduction current across the strip. It is consistent with the modelling of the
capacitor as an open circuit in static regime.

5.3.2 Numerical results at mid frequency regime

Figure 5.17: Circuital model of the
structure under test: RC circuit.

Figure 5.18: A mesh of the structure
under test: a parallel plates capacitor.

The two parallel plates are of circular shape with radius R = 1m, thickness 1 cm;
their separation is of d = 10 cm. The strip connecting the plates is cylindrical, with
cross section’s radius of 3 cm, placed at the border of the plates. Same material
parameters and frequency as in section 5.2.2 are used, so that the characteristic size
of the object is approximately λ1/5. The potential difference imposed is 10mV.

The potential difference between the two plates can be measured directly as the
line integral of the electric field along any path connecting them. It represents the
voltage drop on the capacitance:

VC =
ˆ
l1

E · dl. (5.29)
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5.3 – Parallel plates capacitor

This one-dimensional integration over a segment can be easily handled through
Gauss-Legendre integration rules. Voltage across the resistive part cannot be
measured directly, but is derived as

VR = V0 − VC . (5.30)

Finally, the current flowing in the circuit can be measured as the (mainly) conduction
current flowing in the thin strip, theoretically equal to the displacement current
flowing between the plates:

I = jωÔ0Ôr

¨
SÍ

1

E · dS = (jωÔ0ÔÍ
r + σ)

¨
SÍ

1

E · dS. (5.31)

Once voltages and current are known, impedance of the circuit is evaluated
as Z = R + 1/(jωC), where R = Ù{VR/I} and ωC = Ú{I/VC}. Results can be
compared with theoretical values of resistance and capacitance known from circuit
theory. In particular, the resistance of the whole structure is expected to be higher
than resistance of the thin strip only, evaluated from the Ohm’s law as

Ri,strip = lstrip
σAstrip

Ä 35Ω, (5.32)

while the theoretical capacitance of the parallel plates is given by

Ci = Ô0Aplate
d

= 278pF, (5.33)

where Aplate is the area of the plate and the material between the plates is free
space.

In table 5.2, the obtained circuit parameters are obtained for the structure
discretized by means of 4,893 elements, given an excitation at frequency 100 kHz.

4,893 basis functions
VC , mV (9.995 − j2.302 × 10−1)
VR, mV (4.743 × 10−3 + j2.302 × 10−1)
I, µA (4.022 × 10−2 − j1.825)
C, pF 290.6 |C − Ci|/|Ci| Ä 0.04
R, W 126.1

Table 5.2: Circuit parameters relative to a parallel plates capacitor with cir-
cular plates of radius 1m at distance 10 cm discretized with approximately
5 × 103 elements, σ = 1 S/m. Voltage imposed is of value 10mV at f = 100 kHz.
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The obtained capacitance is affected by a relative error of about 4% with respect
to the ideal value, which can be lowered by mesh refinement. Moreover, also
the capacitance behaviour when increasing the distance between plates is the one
expected from theory: it decreases to 147 pF at d = 20 cm, to 86.8 pF at d = 30 cm.

Figure 5.19: Representation of line l1. Figure 5.20: Representation of sur-
faces S Í

1, S ÍÍ
1 , such that S Í

1 + S ÍÍ
1 = S1,

and contour C1 = ∂S1 (upper plate has
been removed for sake of clarity).

A further insight on the fields

It is also interesting to notice that the electric field between the two plates is quite
uniform, apart from near the string, and normal to the plates, as shown in figures
5.21 and 5.22.

5.3.3 Frequency variation toward statics

As in the case of the RL circuit, it is necessary to evaluate theoretical scalings
of voltage and current phasors, which provide a reference for numerical results.
Moving toward statics, the capacitor can be modeled as an open circuit. The current
flowing in the structure is expected to decrease when decreasing the frequency, so
that the whole potential difference imposed drops on the capacitive part. Frequency
scaling of phasor VR is derived as

VR = V0

R + 1
jωC

R → Ù(VR) = O(ω2),Ú(VR) = O(ω). (5.34)
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5.3 – Parallel plates capacitor

Figure 5.21: Electric field magnitude
and direction between the plates of the
capacitor excited with a voltage gap of
V0 = 10mV, in the plane z = 0 normal
to them.

Figure 5.22: Electric field magnitude
between the plates of the capacitor ex-
cited with a voltage gap of V0 = 10mV,
in the plane y = 0 parallel to them.

By consequence,

VC = V0 − VR → Ù(VC) = O(1),Ú(VC) = O(ω) (5.35)

I = VR
R

→ Ù(I) = O(ω2),Ú(I) = O(ω). (5.36)

These are consistent with numerical results, shown in figure 5.23. Extracted values
of resistance and capacitance are thus constant in frequency.
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Figure 5.23: Frequency behaviour of extracted system parameters for a capacitor
made of parallel circular plates of radius 1.0m discretized with approximately
3 × 103 elements, σ = 10 S/m. Voltage imposed is of value 10mV.
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Chapter 6

Integration of highly lossy
materials’ Green’s function

6.1 Overview of the issue
The PMCHWT formulation addressed in this work requires, for the building of the
interaction matrix, explicit evaluation of integrals involving the Green’s function
in the interior lossy medium. This is an additional difficulty with respect to
exterior integral equation problems, in which only Green’s functions in free-space
background media (not lossy) are integrated to build the formulation. The issue
arises from the finite conductivity term, σ, which leads to a complex wavenumber,
translated into an exponential damping of the Green’s function with the space
constant −1/Ú(k),

G(r − rÍ) = e−jkR

4πR = 1
4πR

è
e−j Ù(k)R eÚ(k)R

é
, (6.1)

where R = |r − rÍ|, k = ω
ñ
µ(Ô0ÔÍ

r − j σ
ω

), Ú(k) < 0.
In the eddy current regime, characterized by ωÔ0 ¹ σ, the approximation

k Ä (1 − j)/δ holds true, with δ =
ñ

2/(ωσµ) being the skin depth. As a
consequence, real and imaginary parts of the wavenumber take approximately the
same value in modulus, leading to a strict correlation between wavelength and
damping space constant, both proportional to 1/

√
ωσ.

Once fixed the electrical size of the objects under test, the damping constant
(normalized with respect to the characteristic size considered) is σ dependent, as
shown in figure 6.1. To the Green’s function decay in R related to the static part of
G, 1/(4πR), in black in figure, it is generally superimposed the exponential damping
due to material losses, exp(Ú(k)R). Finally, the visible oscillations are related to
the dynamic, lossless, component of the Green’s function, exp(−j Ù(k)R).
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Figure 6.1: Green’s function decay at different values of conductivities.

To better understand the issue under test in relation to integral equations’
solution, consider for example the interaction matrices arising from discretization
of the interior EFIE and MFIE (equations 2.28 and 2.29). Fixed the conductivity
and the mesh, sparsity of such matrices is highly frequency dependent: at lower
frequencies, they can be full or almost full because of the weak exponential decay
of the Green’s function with distance R; increasing the frequency, far interactions
become progressively less significant and the matrices’ structure moves toward
diagonality. The same considerations can be done when fixing the frequency instead
and increasing the conductivity, as the spatial damping coefficient is proportional to
1/

√
ωσ as already noticed. A broadband integration technique, capable of providing

sufficient accuracy in case of both near and far interactions, without changing
drastically the discretization refinement depending on frequency and conductivity,
is needed; a discussion on possible strategies is the topic of this chapter.

From figure 6.1, it is also visible that the wavelength inside the lossy medium
decreases when increasing conductivity as O(1/

√
σ). Indeed, it can be evaluated

as λ1 = Ù
1

c0√
Ôrµrf

2
Ä 2πδ = 2π

ñ
2/(ωσµ1) in the eddy current regime. From a

comparison with the values of wavelength in the background medium λ0 (assumed
to be air), shown in figure 6.2, it is clear that, depending on the frequency and on the
conductivity considered, the interior wavelength can be significantly shorter than the
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exterior one. Average edge length of the Γ discretization on which the PMCHWT
integral equation is formulated should be chosen such as to satisfy Shannon theorem
requirements on the shorter (interior) wavelength involved: h < λ1/2 Ä πδ. Figure
6.2 can give an idea of the discretization to be used for a certain range of frequency
and conductivity values.
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Figure 6.2: Comparison between interior and exterior wavelength at different
values of conductivities.

However, this limitation on the average edge size can lead to dramatic increase
of computational complexity. Consider for example the case of a copper sphere with
radius 5mm (σ = 5.8 × 107 S/m), simulated at the frequency of 1MHz. Values of
outside and inside wavelengths are approximately λ0 = 300m and λ1 = 0.4mm:
discretization parameters for the exterior problem are chosen to describe accurately
the geometry (figure 6.3), while, for the interior problem, the limitation h < λ1/2
is stringent and leads to an overdiscretized mesh (figure 6.4). The increase in
complexity is even more dramatic when considering larger structure, since, up
to characteristic sizes in the order of hundreds of meters, discretization for the
exterior problem is only determined by geometrical considerations. The number of
unknowns in the system increases as 1/h2 = O(ωσ), becoming soon unacceptable.

It would be desirable to formulate an integration scheme capable of overcoming
this stringent limit, allowing to build the MoM matrix with sufficient accuracy even
on a discretization similar to the one which would have been used for the exterior
problem only. This is possible indeed, because of the overdamped nature of the
lossy Green’s function, which masks its oscillatory behaviour.

Before presenting the integration schemes considered in this work, it can be useful
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to introduce briefly integration and singularity extraction techniques commonly
used to build the interaction matrices.

Figure 6.3: Sphere of radius 5mm dis-
cretized with 922 elements, h = 0.8mm.

Figure 6.4: Sphere of radius 5mm
discretized with 13,742 elements, h =
0.2mm.

6.2 Introduction to singularity extraction

Given an RWG functional space, the MoM matrices used to solve the most common
integral formulations are

[TA]mn =
¨

r∈Γ
fm(r) ·

¨
rÍ∈Γ

G(r − rÍ)fn(rÍ)dS ÍdS (6.2)

[Tφ]mn = −
¨

r∈Γ
∇ · fm(r)

¨
rÍ∈Γ

G(r − rÍ)∇Í · fn(rÍ)dS ÍdS (6.3)

[K]mn =
¨

r∈Γ
fm(r) ·

¨
rÍ∈Γ

∇G(r − rÍ) × fn(rÍ)dS ÍdS. (6.4)

Whenever the supports of fm and fn are not-overlapping and far enough from each
other, these integrals can be evaluated numerically by applying two-dimensional
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Gaussian integration rules on triangles twice, respectively of order N and N Í,

[TA]mn Ä
NØ
i=1

fm(ri) ·
N ÍØ
j=1

G(ri − rÍ
j)fn(rÍ

j)wÍ
jwi (6.5)

[Tφ]mn Ä −
NØ
i=1

∇ · fm(ri)
N ÍØ
j=1

G(ri − rÍ
j)∇Í · fn(rÍ

j)wÍ
jwi (6.6)

[K]mn =Ä
NØ
i=1

fm(ri) ·
N ÍØ
j=1

∇G(ri − rÍ
j) × fn(rÍ

j)wÍ
jwi, (6.7)

where ri, rÍ
j are the sampling points on the supports of fm and fn; wi and wÍ

j are the
corresponding Gaussian weights. A common quadrature rule is the Gauss-Legendre
one, which integrates exactly polynomial kernels of orders up to (2N − 1), being N
the rule’s order. It can provide good results also for non polynomial kernels, but it
produces inaccurate or completely wrong results when used to integrate singular
functions.

This is the case of the above integrals when the supports of fm and fn are
coinciding or just near. In such conditions, ri → rÍ

j and the Green’s functions, as
well as its gradient, shows a singularity: special techniques should be exploited to
perform the required integrations.

6.2.1 Singularity subtraction
The singularity subtraction technique [43, 44] is one of the oldest and most commonly
used scheme to deal with singular kernels. The idea is to rewrite the singular
integrand as the sum of its singular and non-singular parts, or equivalently to
subtract and add to the integrand its singular part. On the one hand, the result of
the subtraction between the total kernel and its singular part, called the regular
part, is not singular anymore and can be integrated by means of quadrature rules;
on the other hand, the singular remaining part can be evaluated analytically. For
example, the Green’s function G(r − rÍ) can be written as

G(r − rÍ) = e−jk|r−rÍ| − 1
4π|r − rÍ|

+ 1
4π|r − rÍ|

, (6.8)

where the first term constitutes the regular, while the second the singular part.
In figure 6.5, the Green’s function behaviour is compared with the one of its

regular part, for lossless and lossy media. The scalings of the real and imaginary
parts for R → 0 can be easily checked against the Taylor expansion

G(R) = 1
4π

5 1
R

− jk − k2R + O(R2)
6
, (6.9)
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Figure 6.5: Comparison between the Green’s function and its regular part in
lossless and lossy media.

from which it is visible that, in the lossless case, Ù(G) = O(R−1), Ú(G) = O(1);
extraction of the singular part affects only the real part of the Green’s function and
provokes a scaling Ù(Gext) = O(R). The complex nature of the wavenumber in the
lossy case leads instead to different scalings of the extracted Green’s function. In
particular Ù(Gext) = O(1), while the imaginary part behaviour is unchanged from
the subtraction operation.

6.2.2 Singularity cancellation
Singularity subtraction schemes have the drawback that many different special
cases, for all possible kinds of kernels, have to be considered and coded for the
analytic integration of the singular parts. In order to overcome this problem, many
singularity cancellation schemes have been proposed during the years, the most
promising of them can be found in [45–48]. Moreover, an higher level of accuracy
can be usually achieved with respect to standard singularity subtraction approach.

They are all based on the application of a change of variables to the integrand
function, such that the corresponding Jacobian appears inside the integral. Ideally,
the performed change of variables is such that the Jacobian exactly cancels the
singularity in the kernel and that the original triangular integration domain is
mapped into a rectangular one.

In [49] and [50], two integration schemes based on singularity cancellation
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are presented, specifically thought to alleviate the overdamped Green’s function
integration problem presented so far. They also exhibit the big advantage of
reducing the two-dimensional integration to a one-dimensional only.

6.3 Solution strategies

6.3.1 Integration scheme A
In the following, the integration technique presented in [49] will be denoted as
scheme A.

As in many other singularity cancellation schemes, the triangular integration
domain T is decomposed into three sub-triangles with vertices in the vertices of
the primal triangle and in the projection of the testing point on the plane of T ,
called ro. Notation of geometrical parameters used is represented in fig. 6.6.

In the case of current distribution being represented as linear combination of
RWG functions f , inner integrals to be evaluated are

ITA =
¨
T

G(r, rÍ)f(rÍ)drÍ = 1
2A · 4π (Ib + ρcIa) (6.10)

ITφ =
¨
T

G(r, rÍ)∇Í · f(rÍ)drÍ = 1
A · 4πIb (6.11)

IK =
¨
T

∇G(r, rÍ) × f(rÍ)drÍ = 1
2A · 4π [Ri × (Id + ρcIc)] , (6.12)

where Ri is the vector from the vertex of T opposite to its defining edge to the
testing point r, ρc is the vector from the same vertex to ro. Integrals Ia, Ib, Ic, Id
are defined as

Ia =
¨

rÍ∈T

e−jkR

R
drÍ (6.13)

Ib =
¨

rÍ∈T
ρ(rÍ)e

−jkR

R
drÍ (6.14)

Ic =
¨

rÍ∈T

e−jkR(1 + jkR)
R3 drÍ (6.15)

Id =
¨

rÍ∈T
ρ(rÍ)e

−jkR(1 + jkR)
R3 drÍ, (6.16)

with ρ = rÍ −ro. The scalar integrals Ia, Ic are evaluated as the sum of the integrals
over the three sub-domains created. They can be rewritten through a change of
variables in the spherical coordinates (θ, ρ). Then, by noticing that RdR = ρdρ,
the inner integrand acquires an analytically integrable expression, so that just

83



Integration of highly lossy materials’ Green’s function

the exterior θ− integration is left. It is finally transformed, with another change
of variables, in an integration over the segment, boundary of T . Conversely, a
vector calculus manipulation is used to transform the vectorial integrals Ib, Id in
integrals over the one-dimensional boundaries. All the relevant algebraic passages
are reported in the paper. Finally, the integrals are evaluated as

Ia = 1
jk

3Ø
i=1

ˆ x+
i

x−
i

dxα(x)
è
e−jkR(x) − e−jkd

é
(6.17)

Ib = 1
jk

3Ø
i=1

ûi

ˆ x+
i

x−
i

dxe−jkR(x) (6.18)

Ic = F
3Ø
i=1

ˆ x+
i

x−
i

dxα(x)
C
e−jkR(x)

R(x) − e−jkd

d

D
(6.19)

Id = F
3Ø
i=1

ûi

ˆ x+
i

x−
i

dx
e−jkR(x)

R(x) , (6.20)

where α(x) = hi/(h2
i + x2), R(x) =

ñ
h2
i + d2 + x2, d = |r − ro|. When d = 0,

evaluation of Ic and Id is not needed, since Ri results parallel to (Id + ρcIc) and
IK contribution vanishes. So, F parameter is used as a flag: it is equal to zero if
d = 0, to one otherwise.

The biggest advantage of this formulation is that it just requires one-dimensional
integration over segments. Then, some other considerations can be done. In Ia
and Ic evaluation, the subtraction of two exponentials, in the case R(x) Ä d, leads
to a smoothing of the damping. Then, the Ia and Ic kernels’ decay is determined
primarily by the α factor, which is non-singular for hi /= 0. When instead hi
approaches zero, convergence slows down.

However, this integration technique is not expected to solve completely the
problem under test: the highly damped and oscillating Green’s function maintains
these properties also on the edges of T , so its integration in case δ ¹ h cannot be
handled accurately in this context, as shown by the numerical results reported in
the following.

6.3.2 Integration scheme B
Integration scheme B, presented in [50], exploits a different idea to evaluate Ia, Ib,
Ic, Id. Given the spherical symmetry of the Green’s function, which represents
indeed a spherical wave, the better choice of change of variables is from Cartesian
to polar coordinates, in such a way that the integrand function is constant along
θ, varying just along ρ. This allows a separability of the inner function in the
product of a θ−dependent part, analytically integrable, and a ρ−dependent part,
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Figure 6.6: Notation referred to
scheme A, taken from [49].

Figure 6.7: Notation referred to
scheme B, taken from [50].

to be integrated numerically, leading to the reduction from two- to one-dimensional
integration. The Jacobian of the transformation, to be introduced in the integral,
cancels the singular part of the kernels for R → 0, allowing an almost complete
quench of the exponential damping.

As pointed out in [49], a complexity of this method resides in the evaluation of
the θ intervals such that, for a given ρ, the point (ρ, θ) ∈ T . This requires, for each
values of ρ, the solution of three second order equations, arising from the search of
intersections between the circumference centered in ro with radius ρ and the three
lines lying on the edges of the triangle T . Finally, the integrals to be evaluated are

Ia =
ˆ ρmax

ρmin

φM,scal(ρ)ξ0(ρ)dρ (6.21)

Ib = x̂

ˆ ρmax

ρmin

φM,vect(ρ)ξc(ρ)dρ+ ŷ

ˆ ρmax

ρmin

φM,vect(ρ)ξs(ρ)dρ (6.22)

Ic =
ˆ ρmax

ρmin

φN,scal(ρ)ξ0(ρ)dρ (6.23)

Id = x̂

ˆ ρmax

ρmin

φN,scal(ρ)ξc(ρ)dρ+ ŷ

ˆ ρmax

ρmin

φN,scal(ρ)ξs(ρ)dρ, (6.24)

where ρmin, ρmax are the minimum and maximum values of ρ such that the point
(ρ, θ) is in T for some value of θ; x̂ and ŷ coordinates are local to the triangle T .
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The kernels’ components are defined as

φM,scal(ρ) = ρe−jk
√
ρ2+d2

√
ρ2 + d2 (6.25)

φM,vect(ρ) = ρ2e−jk
√
ρ2+d2

√
ρ2 + d2 (6.26)

φN,scal(ρ) = ρ(1 + jk
√
ρ2 + d2)e−jk

√
ρ2+d2

(
√
ρ2 + d2)3 (6.27)

φN,vect(ρ) = ρ2(1 + jk
√
ρ2 + d2)e−jk

√
ρ2+d2

(
√
ρ2 + d2)3 (6.28)

ξ0(ρ) =
K(ρ)Ø
i=1

(θimax(ρ) − θimin(ρ)) (6.29)

ξc(ρ) =
K(ρ)Ø
i=1

(− cos θimax(ρ) + cos θimin(ρ)) (6.30)

ξs(ρ) =
K(ρ)Ø
i=1

(sin θimax(ρ) − sin θimin(ρ)), (6.31)

where K(ρ) is the number of intervals in θ such that, given a ρ, the point (ρ, θ)
lies in T ; (θimin, θimax) are the limits of these intervals.

6.3.3 Numerical results
Accuracy, limitations and validity ranges of the two integration schemes presented
above will be explored in this section. Numerical results obtained are compared
against the outcomes of NIntegrate function, included in Wolfram Mathematica
environment. The integration domain considered, T , is the simplex triangle of
vertices {O, αx̂, αŷ}. Degrees of freedom of the simulation are (I) the position of
the testing point r and (II) the ratio between skin depth and characteristic size of
the triangle, S = δ/α; every ratio S < 1/π Ä 0.3 does not satisfy Shannon sampling
theorem. For every integral evaluated, its converging behaviour is analyzed for
increasing number of integration points. In order to allow a fair comparison between
the two techniques considered, the same number of integration points over the
triangle is taken at each integration, meaning n points per segment for scheme A,
3n points distributed in [ρmin, ρmax] for scheme B. Gauss-Legendre rules have been
used to evaluate one-dimensional integrals in both cases.

In figure 6.8 a first comparison between the two integration schemes at r =
(1/3, 1/3, 1)α, S = 0.3 is reported. As expected, from considerations in sec-
tion 6.3.1, Ia and Ic converge faster than Ib and Id when exploiting integration
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technique A. In this conditions, scheme A provides better results than B. Increasing
ωσ product instead (figure 6.9), convergence of technique A slows down significantly,
while scheme B provides much more accurate results and fast convergence.
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Figure 6.8: Comparison between scheme A and B at r = (1/3, 1/3, 1)α, S = 0.3.
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Figure 6.9: Comparison between scheme A and B at r = (1/3, 1/3, 1)α, S = 0.01.

87



Integration of highly lossy materials’ Green’s function

In figures 6.10 and 6.11, relative errors against the ratio S are represented
at different distances d, for testing points such that ro lies inside and outside T
respectively. Just Ia and Ib related results are shown, since Ic and Id behaviours
are similar to Ia, Ib ones. In both cases, it is clear that the errors produced from
scheme A and B show opposite behaviours with S: when increasing the ratio ωσ
(decreasing S), the error from technique A increases, while the one from technique
B decreases.

From these results, it can be deduced that the integration scheme presented
in [50] represents a valid strategy to fix the highly-conductivity Green’s function
integration issue, making it possible to formulate the PMCHWT problem over the
same kinds of meshes that would be used to solve the exterior integral equations.
It is also clear that a control on S should be implemented to decide wether to
integrate by means of the standard singularity subtraction method, or by exploiting
singularity cancellation scheme B, whose performance increases at lower values of
δ/h.
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Figure 6.10: Comparison between scheme A and B at r = (1/3, 1/3, d)α, n = 16.
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Chapter 7

Conclusions and future
work

In this work, the low-frequency stable PMCHWT formulation presented in [2] has
been widely validated against both analytical scattering models and expected field
distributions on canonical circuital structures, well known from circuit theory. Then,
promising results presented in chapter 6 set the possibility of further broadening
the range of applicability of the solver, toward higher values of frequency and
conductivity.

Future work will focus on additional developments of the formulation, in the
perspective of making it usable for large and reliable simulations of complex realistic
structures. To this purpose, potential research topics include:

• Acceleration of simulations by means of fast algebraic solvers, such as ACA
and MLACA, fully compatible with the quasi-Helmholtz projectors based
PMCHWT formulation under test.

• Implementation of an adaptive frequency-preconditioning strategy, in order to
allow seamless transition between different frequency regimes, other than the
eddy current one.

• Extension of the present PMCHWT formulation to a multi-layer version,
capable of handling change of parameters between different layers. Successful
realization of this and previous points would allow simulations of complex
layered structures, such as printed circuit boards (PCBs).
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Appendix A

Two-dimensional integration
rules

In chapter 5, two-dimensional numerical integration is required in order to retrieve
voltage and current of circuital structures. In particular, the domain of integration
can be a disk or the difference between two concentric disks with different radii.
In order to obtain Gauss-Legendre integration rules over these kinds of domains,
it is necessary to perform a change of variable to transform them in the standard
square, as explained in [41]. In this paper, the Jacobian matrix relative to the
change of variable performed is calculated just for the unit disk domain, but it is
trivial to extend the evaluation for the general case of ρ ∈ [ρ1, ρ2], with ρ1 /= 0.

Assume that the integration domain is identified in spherical coordinate system
by 

0 ≤ φ ≤ π/2
ρ1 ≤ ρ ≤ ρ2

θ = 0
. (A.1)

The proposed change of variable which transforms the domain in the standard
square is

ρ = b− a

2 ξ + b+ a

2 (A.2)

φ = β − α

2 η + β + α

2 (A.3)

with a = ρ1, b = ρ2, α = 0, β = π/2. The relation between the Cartesian and the
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new coordinates, ξ and η, reads

x = ρ cosφ =
A
b− a

2 ξ + b+ a

2

B
cos(π/4(η + 1)) (A.4)

y = ρ sinφ =
A
b− a

2 ξ + b+ a

2

B
sin(π/4(η + 1)). (A.5)

From these simple relations, the determinant of the Jacobian matrix of the trans-
formation is calculated as

det(J(ξ, η)) =
-----
dx
dξ

dy
dξ

dx
dη

dy
dη

----- = 1
16(a− b) π [a(ξ − 1) − b(ξ + 1)], (A.6)

consistent with the special case of a = 0, b = 1 reported in the paper. Finally, the
integral under test I =

˜
S
f(x, y) dx dy is evaluated numerically as

I =
nØ
i=1

nØ
j=1

det(J(ξi, ηj))wiwj f [x (ξi, ηj) , y (ξi, ηj)] , (A.7)

where ξi, ηj are Gaussian points between −1 and 1, wi, wj are the corresponding
Gaussian weights. Equality reported in A.7 is valid if the integrand f is a polynomial
function ξkηl of degree k + l up to (n · n− 1) [51], [52].

To test the integration rule derived, volume of a cone can be calculated for
example and then compared with the analytic result: the relative error obtained is
in the order of machine precision for integration rules of order n ≥ 2.

0 0.2 0.4 0.6 0.8 1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Figure A.1: Gauss-Legendre quadra-
ture rule of order n = 12 in a quadrant
of disk of radius 1.
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Figure A.2: Gauss-Legendre quadra-
ture rule of order n = 12 in a quadrant
of difference of disks of radii 1 and 0.5.
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