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Summary

Since the last two decades, Optical Coherence Tomography (OCT) started to find
applications not only in the ophthalmologic field of the medicine. The use of OCT
techniques in dermatology allows to obtain high resolution images (3 to 15µm) in a
completely non-invasive way and using non-ionizing radiations.

Thanks to the recent improvements, image acquisition with OCT technique has
reached really high scanning rates. Therefore, OCT image reconstruction algorithm
have been developed by using GPU accelerated algorithm in order to acquire,
process and visualize OCT volumes in real time. The GPUs architecture provides
the developers to process huge amount of data in parallel making real time appli-
cations achievable. These applications are extremely useful in image-guided surgery.

The goal of this work, done in collaboration with the Medical University of
Vienna, is to demonstrate the feasibility of a real-time application to trace a needle
inside a silicone phantom. A plastic black ball is positioned inside the phantom in
order to simulate the biopsy area so to calculate how much the needle tip is distant
from it.

The image reconstruction algorithm exploit the GPU acceleration to reconstruct
the entire volume acquired from one of the Swept Source OCT of the Physics and
Biomedical Department of the Medical University of Vienna.

The needle tracing algorithm uses a Fully Convoluted Neural Network (U-net)
to segment the needle and Principal Component Analysis (PCA) based method to
measure the needle orientation. These techniques are the core of the algorithm,
they allow to segment the needle, to measure the depth on the needle tip and its
distance from the biopsy-mimicking area.
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Chapter 1

Optical Coherence
Tomography

The Optical Coherence Tomography (OCT) is an optical imaging technique used
in the medical field that has achieved quite a success, especially in ophthalmology.
Over the last two decades, OCT techniques were employed, as an excellent diagnostic
tool, in different medical fields than ophthalmology, such as dermatology. In this
chapter, advantages and limitations of this imaging technique will be analyzed.

1.1 OCT main principles and terminology
Why this technique was named OCT? Let’s consider each term of the acronym.

• Optical
OCT is an optical imaging technique: it uses a laser source in order to image
skin volumes. Light is an electromagnetic wave, and a light beam can be
characterized by parameters as amplitude and wavelength.

• Coherence
Coherence is a property of the light. Two light waves have perfect coherence
when they are characterized by identical frequencies, waveforms, and constant
phase difference. Thus, only monochromatic light beams can produce perfectly
coherent light.

• Tomography
OCT techniques is a tomographic technique. Indeed, it allows to image 2D
scans of the sample and recreate 3D tissue volume by raster-scanning.

1



Optical Coherence Tomography

A fourth essential term needs to be understood to fully comprehend how this
technique works. The phenomenon of interference can be observed when an interac-
tion between two or more electromagnetic waves occurs. The interference results in
the sum of the waves involved. The interference can be constructive or destructive.
Constructive interference is observed when the waves phase difference is equal to
0° (waves are "in-phase"). On the other hand, destructive interference is observed
when the phase difference is equal to 180° (waves are "out-of-phase").

The reflectivity of a tissue can be measured by the OCT as a function of depth
using ballistic and non-ballistic photons. Initially, OCT techniques were based on
Low time-Coherence Interferometry (LCI)[1]. Starting from the late 1990s, also
spectral interferometry based OCT techniques were used[2].

The OCT concept is based on the working of the Michelson interferometer.

1.1.1 Michelson interferometer
Fig.1.1 shows the Michelson interferometer and its components: the low time-
coherence light source, the reference mirror, the beam splitter, the sample and the
photodetector.

The light beam is projected from the light source and then splitted into the
reference beam and the sample beam by the beam splitter.

While, the sample beam hits the sample in exam, the reference beam hits the
reference mirror placed at a known distance. Both the beams are reflected. After
they traveled the same path in the opposite direction, they recombine at the beam
splitter and the photodetector record the interference signal. Basically, the echo
time delay of the two light beams is compared. The maximum interference signal
is recorded when the two reflected beams interfere on the beam splitter simultane-
ously. The tomogram of the sample is reconstructed by the interferometer through
integration of several data points collected in depth and laterally. For that reason
there are basically two scan procedures in OCT. The depth-scan is performed by
the reference mirror. The lateral-scan is performed by moving the sample or by
scanning the probe beam which illuminates the sample.

As stated in Sec.1.1, perfect coherence can be obtained when a monochromatic
light beam is used. In this case, the reference and the sample beams splitted from
this type of light source are “in-phase” and a constructive interference can be
observed if the pathlengths of the two beams are equal. If this condition occurs,
it is possible to measure the exact depth of a certain reflective surface. Since the
Michelson interferometer works with a low time-coherence light source, there is no
possibility to locate this surface.

In the next section is presented a brief introduction to the low coherence

2



Optical Coherence Tomography

Figure 1.1: OCT scheme based on a low time-coherence Michelson interferometer
(adoptetd from [3]). V (t) = analytic signal, h(x, t) = sample response, IE(x, z) =
total intensity at the interferometer exit.

interference.

1.1.2 Low coherence interference
LCI is based on the occurrence of refractive depth profile (fringes) if the sample
and the reference optical path lengths coincide withing the "coherence gate". The
coherence gate size coincide with the so-called round trip coherence length.

The coherence length is defined as in [3]:

lc = 2 ln 2
π

λ2
0

∆λ. (1.1)

λ0 = central wavelength and ∆λ = spectral width, assuming a Gaussian shape of
the spectrum of the emitted light. As shown in Eq.1.1, the coherence length is

3
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proportional to the light wavelength squared over the bandwidth.

Almost perfect coherence can be reached using narrow bandwidth light source.
Narrow bandwidths generate lot of maxima in the interference signal. Using a
wider bandwidth, only one maximum is observable in the interference signal when
the path lengths of the sample beam and of the the reference beam are equal.

Figure 1.2: Representation of a perfectly coherent light (left) and a low coherent
light (right) (adopted from [3]). ∆z is the coherence length.

1.1.3 Light sources
Different types of light sources are used in OCT systems: SuperLuminescent Diodes
(SLD), Light Emitting Diode (LED), akinetic swept sources (SS), superfluorescence
doped fibers, Kerr lens, ... . SLD light sources are the most popular, but the more
recent SS technology is taking the scene because of its higher scanning rates.

A careful selection of the light source is important in order to reduce noise,
do not damage the sample, reduce the scattering and increase the probing depth
(Section 1.3.1). The three main light source properties are: the coherence properties,
the wavelength and the shape of the spectrum.

• Coherence properties: Depth resolution is defined by temporal coherence, while
both lateral and depth resolution are spatial coherence dependent (Section
1.3.3). For this reason, different techniques were developed to measure light
sources coherence properties [4].

• Wavelength: Source power and emission wavelength determine the penetration

4
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depth (Section 1.3.4). Absorption of biomedical materials is wavelength-
dependent [3]: for most of the tissue, by increasing the wavelength the ab-
sorption decreases and the scattering (nearly monotonically) too. Since the
red end of the visible spectrum provides the so-called "therapeutical window",
the light sources wavelengths span from 675nm to 1800nm, depending on the
technology adopted.

• Spectral structure: By spectrum manipulation, it is possible to control three
parameter of the coherence function: width, smoothness and position.

– Spectral width. The spectral width ∆λ defines the depth resolution as
well as the spectrometric resolution.

– Spectral modulation. The Point Spread Function (PSF) is defined as twice
the real part of the coherence function ΓSource(τ) as shown by Eq.1.3 in
Sec.1.2. The coherence function equals the inverse FT of the PSF. Thus,
it must have a narrow half-width, no satellites, and smooth shape of the
source power spectrum.

– Spectral phase. Position of the coherence function can be shifted through
a phase shift of its Fourier components as stated by the Fourier shift
theorem

1.1.4 Data terminology
A tomogram is a two-dimensional image which shows a slice or a section of a three-
dimensional object. In OCT, different terms are used depending on which spatial
plane a tomogram is observed. Fig.1.3 shows the three-dimensional organization of
the planes.

An A-scan corresponds to an axial (or depth) scan in the z direction. In simple
terms, it is a one-dimensional scan of the sample. If the laser light source of the
system uses a swept source technology, one A-scan is produced every sweep cycle.

A B-scan is composed by adjacent A-scans collected over the x-direction. Thus,
a B-scan lays on the xz-plane. For better understanding the tracing algorithm
this plane was called B-scan plane. The scan runs first alongside the x-axis before
moving in the y-direction. For this reason, the x and the y-axis are respectively
called fast and slow scanning direction.

Adjacent B-scans acquired alongside the y-direction build a three-dimensional
structure called volume or C-scan.

En-face is the two-dimensional image that can be observed looking at the volume
from a xy-plane parallel direction. They are widely used in Optical Coherence
Tomography angiography.
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Figure 1.3: Spatial disposal of the OCT planes. B-scans, Cross-sections, and
En-faces lay respectively on xz, yz, and xy-plane.

In this work, cross-section is used as a term to identify volume slices observed
alongside the yz-plane. Cross-sections are nothing but B-scans from another
dimension.

1.2 Mathematical treatment
Looking at the exit of the interferometer, the interference signal can be measured
as a current by a photodetector. The averaged intensity at the interferometer exit
is [3]:

éIE(t; ∆t)ê = éIS(t)ê + éIR(t)ê +GSR(∆t). (1.2)

IS(t) and IR(t) are two intensities referred respectively to the beam arriving at the
detector if there would not be the reference mirror but only the scattering object.
GSR(∆t) is the interference term or cross-correlation term.

Particular interest must be given to the interference term. This term is twice
the real part of the cross-correlation of the analytic signals of the two interfering
beams [3]:

GSR(∆t) = 2ReéV ∗
S (t)VR(t+ ∆tê = 2Re{ΓSR(∆t)}. (1.3)

∆t = ∆z
c

is the time delay of the back scattered sample beam on the reflected
reference beam. ∆z is the path difference between the beams, and c the speed of
light.

6
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The cross-correlation function ΓSR(∆t) is an analytic function, and it can be
expressed by analytic continuation as [3]:

ΓSR(∆t) = 1
2G(∆t) + i

2HT{G(∆t)}, (1.4)

where, HT{} is the Hilbert transform, and G(∆t) can be measured from the LCI
signal.

LCI and OCT signals can be obtained by the photoelectric signal UG(t) of the
interferogram GSR. A photodiode is often used as detector in OCT configurations.
The generated photocurrent can be expressed by the Eq.1.5. Via a transimpedence
electronic amplifier circuit and due to its proportional relation with the incident
light power, the photocurrent can be be converted to voltage [3].

UG(t) ∝ iG(t) = qeη

hν

Ú
Ar(r)

GSR(r, t) d2r. (1.5)

iG(t) = photoelectric current, qe = electronic charge, η = quantum efficiency of
the detector, h = Planck’s constant, ν = mean optical frequency, and Ar(r) =
sensitive detector area.

Frequently, photoelectric ac signal rectification and low-pass filtering are use
to obtain the envelope of the LCI signal. If that solution can not be adopted,
amplitude and phase of the photoelectric ac signal are measured by a lock-in
amplifier.

Since the wavefronts of the interfering beams and the photodetector surface are
coplanar, this reduction can be made [3]:

GSR(r, t) = GSR(t) ∝ iG(t). (1.6)

Then, the real envelope of the coherence function ΓSR(∆t) = AΓ(t)eiΦΓ(t) and its
phase are obtained respectively from Eq.1.7 and Eq.1.8 [3]:

AΓ(t) = 1
2

ñ
(GSR(t))2 + (HT{GSR(t)})2 (1.7)

ΦΓ(t) = arctan
C
HT{GSR(t)}

GSR(t)

D
. (1.8)

Thanks to the Wiener-Khintchine theorem, it can be useful to pass to the
corresponding spectral relations. The power spectrum of a light wave can be
obtained by Fourier Transform (FT) its self-correlation [3]:

S(ν) = FT{Γ(∆t)}. (1.9)
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Furthermore, the Fourier transform of the cross-correlation function is equal to the
cross-spectral density function of two waves [3]:

WSR(ν) = FT{ΓSR(∆t)}. (1.10)

The corresponding spectral domain of Eq.1.2 is expressed by Eq.1.11[3].

S(ν; ∆t) = SS(ν) + SR(ν) + 2Re [WSR(ν)] cos(2πν∆t), (1.11)

It represents the mathematical expression of the so called spectral interference law.
∆t is the interferometric time delay.

1.3 OCT signal properties
The OCT is sensitive to discontinuities of the scattering potential. For this reasons,
OCT signal is generated by discontinuities in the attenuation coefficient or in the
refractive index of the target tissue. Its quality can be influenced by tissue and
system characteristics. While single scattered light retrieves structural information
about the underlying scattering potential, multiple scattered light retrieves tissue
information like absorption coefficients, scattering anisotropy, scattering coefficients,
and particle concentration in a solution. Furthermore, properties like probing depth
and Signal-to-Noise Ratio (SNR) are influenced by multiscattered photons.

1.3.1 Probing depth
OCT imaging is based on light backscattering phenomena, but multiple scattered
light does not contribute to the object’s Fourier spectrum. It generates disturbing
background with a consequent deterioration of the image quality (reduction of
the image contrast, resolution, and penetration depth). Furthermore, multiple
scattered photons contribute to increase the background noise (time-coherence
and space-coherence decrease). Thus, it is vitally important to balance single and
multiple scattered light.

The probing depth is defined as the depth where multiple scattering phenomena
start to dominate and it depends principally on the numerical aperture of the
imaging optic, NA. Optics with higher NA have higher resolution, but at the same
time they detect an higher number of multiple scattered photons. It is important
to find a good compromise between a good lateral resolution (high NA) and a
reasonable depth of focus (low NA). The probing depth is determined by the path
length of single and double scattered photons. Considering a double scattered
photon, its first scattering event must occur within the illuminating probe beam
cone. The second scattering event must be located inside or very close to the

8
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coherent volume (coherence condition). The coherent volume is the product of the
coherence gate depth and the corresponding beam cross section.

To better understand the geometry of sample and probing beam, can be useful
to analyze Fig.1.3. The two double scattered photons do not contribute to the
interferogram: photon A is outside the coherence gate, while photon B will miss
the fibre or pinhole in front of the photodetector despite is trajectory is within the
coherence gate.

Figure 1.4: Geometry of sample and probing beam (adopted from [3]

1.3.2 Sensitivity
Cosidering a perfectly reflecting mirror (R = 1), the sensitivity is defined as the
signal power over the weakest sample reflectivity (RS,min) [3]:

S = 1
RS,min

------
SNR=1

(1.12)

From Eq.1.5, the interference term generates an effective signal photocurrent [3]:

iG(t) = qeη

hν

ñ
2PSPR, (1.13)

where, PS = sample beam signal power and PR = reference beam signal power.

In standard OCT devices, the dominating noises are: shot noise é∆i2shê, excess
intensity noise é∆i2exê, and receiver noise é∆i2reê. Since eceiver noise can be ex-
trapolated from manufacturer’s specifications, or modelled as thermal noise, the
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resulting mean squared photocurrent noise will be [3]:

é∆i2pê = é∆i2shê + é∆i2exê = 2qeBéiê + (1 + Π2)éiê2 B

∆νeff
, (1.14)

where, B = electrical bandwidth, Π = degree of source polarization, éiê = mean
detector photocurrent, and ∆νeff = effective optical line width of the source.

The SNR is the ratio of the mean signal power and the noise power [3]:

SNR = 2α2PSPR
é∆i2shê + é∆i2exê + é∆i2reê

, (1.15)

with, α = qeη/hν and é∆i2reê = 4kBTB/ρL (kB = Boltzmann’s constant, T =
absolute temperature and ρL = load resistor). Now, Eq.1.11 can be modified [3]:

S = α2

8B
P 2
SourceRR

(α/4)PSourceRR

è
2qe + (α/4)PSourceRR(1+Π)2

∆νeff

é
+

1
4kBT
ρL

2 , (1.16)

Two limiting regimes can be identified in the two addenda of the denominator.
The first one, where receiver noise dominates, and the second one, where the light
source has high power. However, in the intermediate regime, shot noise dominates,
the sensitivity can be approximated to [3]:

S = α

4
PSource
qe

1
B
. (1.17)

In the range where the shot noise dominates, S is linearly dependent to the source
power and inversely proportional to the electronic bandwidth. This is the regime
usually realized in OCT systems because:

a Receiver noise limits sensitivity at lower source power;

b Excess noise limits the sensitivity gain at higher source power.

1.3.3 Resolution
The OCT resolution is split in depth (or axial) resolution and transverse (or lateral)
resolution. They depend respectively on the bandwidth of the light source, and on
the NA of the lens. Unlike other Computed Tomography (CT) techniques (e.g. x-
rays or γ-ray tomography), depth resolution is decoupled from transverse resolution.
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Considering a Gaussian amplitude spectrum applied to a FD-OCT, depth reso-
lution is defined by the full width half maximum (FWHM) of the source intensity
spectrum as in Eq.1.18 [3]:

∆zFWHM = 2 ln 2
π

λ
2

∆λ. (1.18)

λ = mean wavelength. In TD-OCT, the depth resolution equals half the PSF
FWHM-width (lFWHM). lC is the so-called round trip coherence and it is used as
a measure of depth resolution. Since the backscattered light has to travel twice
through the sample, lC is defined as in Eq.1.19 [3].

lC = lFWHM

2 = 2 ln 2
π

λ
2

∆λFWHM

. (1.19)

Two are the main phenomena which deteriorate depth resolution:
• Finite width of the depth PSF (Point Spread Function) envelope: any ripple

of the complex depth PSF spectral structure will lead to spurious image
structures, and since the complex depth PSF is the inverse FT (Fourier
Transform) of the power spectrum SSource(ν), deconvolution is the natural
technique to compensate these distortions.

• Dispersion: in order to balance the dispersion of the sample arm, a dispersive
arm is usually deployed in the reference arm. That technique adds a frequency-
dependent phase to the sample wave [1]:

ΦDisp(ω) = k(ω)z + k(1)(ω)(ω − ω)z + k(2)(ω (ω − ω)2

2 z, (1.20)

where, ω = frequency, ω = central frequency of the source beam, and k(1)ω =
j-th order dispersion. Normally, to compensate the dispersion and correct the
phase shift, different digital techniques can be used. Note, until the bandwidth
(ω − ω)) is small, the phase shift correction can be left out.

The transverse resolution depends on the transversal sampling rate and the
probe beam diameter. Likewise depth resolution, transverse resolution is defined
as the probe beam amplitude distribution’s FWHM diameter (∆dFWHM) at the
beam waist of the focused probe beam [3]:

∆dFWHM = 2
√

ln 2ω0 = 2
√

ln 2 λ

πσS
, (1.21)

where, ΣS = angular spread of the Gaussian beam, and sin ΣS = NA of the
beam. Note that, using the Abbey’s criteria, it is possible to define the transversal
resolution by the numerical aperture of the objective lens [5]:

∆x = 0.61λ0/NA. (1.22)
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Transverse resolution is not only dependent on the NA, but also to depth. Thus,
it is important to introduce the Depth Of Focus (DOF). It is defined as twice the
Rayleigh range zR:

DOF = 2zR = 2 λ

πσ2 = 2 λn

NA2 , (1.23)

where, n = refractive index. Hence, the increase of the NA value decreases both DOF
and transversal resolution quadratically. "For example, a transversal resolution of
δr = 20 µm at a mean wavelength of λ = 830 nm leads to a depth of focus of DOF
= 3 mm, whereas a transversal resolution of δr = 2 µm reduces the depth of focus
to DOF = 30 µm."[3]. A compromise between the transversal resolution and DOF
has to be found.

1.3.4 Penetration depth
The scattering behaviour and the absorption properties are significantly influenced
by the morphology of the tissue [5]. The penetration depth is strongly dependent
on the light scattering behaviour of the tissue, which is scaled as 1/(λk0 ). The value
of k depends on several parameters as the scattering size, shape and refractive
index.

Due to the presence of hemoglobin and melanin, most biological tissues show
high scattering and absorption in the near-IR wavelength range. Between 0.8 and
1.8 µm the imaging penetration depth is limited by scattering and water absorption.

Thus, in the OCT imaging field the central wavelength is usually choose between
500-1500 nm. For dermatological applications, a good compromise between axial
resolution and depth penetration has been achieved using wavelengths in the range
between 1300-1500 nm. In this range, penetration depths between 1 to 2 mm can
be achieved

1.4 OCT techniques
Two main big families of OCT techniques can be found over the literature. They
differ from each other by the way they scan the sample.

1.4.1 Time-domain OCT (TD-OCT)
Two scans must be performed: one lateral OCT scan, and a depth-scan. The first
one gives information about adjacent sample positions, the second one detect the
depth positions of the sample light re-emitting sites using LCI.

The echoes from different depths of the target tissue are acquired by moving the
reference mirror between a “zero depth” position and a “maximum depth” position.
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As stated, when a low coherence light beam is used, interference signal is obtained
when the path length of the backscattered light is equal in both reference and
sample arm. As the sample information is included in the interference term, this
technique is based on the convolution operation expressed in Eq.1.3.

While depth-scans are acquired moving the reference mirror, lateral-scans are
acquired moving the light source.

Because two scans are needed to obtain two or three-dimensional images, this
technique is the most time-consuming. However, it is also the one with the highest
potential to be adapted to different various further developments (Spectroscopic-
OCT, Doppler-OCT, etc. . . ).

1.4.2 Fourier-domain OCT (FD-OCT)
This technique has been developed to overcome the problem of the TD-OCT where
two scans are needed. FD-OCT needs only the lateral scan because the depth-
scan information is obtained through an inverse FT of the backscattered light
spectrum. Thus, it necessary the use in combination of a broadband light source
and a spectrometer, which usually consists of a grating and a line scan camera.
From the innovation brought by the FD-OCT technique, two very used techniques
have been developed:

• Spectral Domain OCT (SD-OCT):
The interference spectrum is thus spatially encoded on the different detector
pixels. This technique is based on the Eq.1.25 [3]:

FS(z) ∝ FT{AS(K)} (1.24)

where, AS(K) = spectrum of the backscattered sample light amplitude. The
spectrum is obtained using a spectrometer instead of a photodetector. The
spectrometer is composed by a grating which separates the light in differ-
ent wavelengths. Then, the light interference is detected depending on its
wavelength by a linear array of photo-sensitive elements (usually CMOS or
CCD). As stated by Eq.1.25, the scattering potential FS(z) is obtained by FT
the field amplitude of the sample beam AS(K), and it is a function of depth.
Looking at the interferometer exit, the spectral intensity will be [3]:

ISR(K) = IS(K) + IR(K) + 2
ñ
IS(K)IR(K)Re{µ(K)ei[ΦS(k)−ΦR(k)]}. (1.25)

IS(K) = |AS(K)|2 = sample beam’s spectral intensity (or power spectrum),
AS(K) = aS(K)eiΦS(K) = AS(K)’s complex amplitude, IR(K) = reference
beam power spectrum, µ(K) = spectral degree of coherence (=1 in case of
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monochromatic light), ΦS(k) = sample beam’s spectral phase, and ΦR(k) =
reference beam’s spectral phase. Depth resolution is spectral width dependent
in both TD-OCT and FD-OCT, but, looking at Eq.1.25, the FT operation
needs the spectrum samples are in k-space. Thus, a re-sampling operation is
needed.
As stated, depth-scan is not needed in SD-OCT, that means higher speed than
TD-OCT, and higher speed means less motion artifacts. Therefore, sensitivity
advantages over TD-OCT are offered [6].
High financial cost (expensive detector arrays), small dynamic range and high
roll-off (intensity signal loss depending on distance from the zero delay) are
the two main disadvantages of SD-OCT. There are some specific disadvantages
depending on the technique used to obtain the real amplitude aS(K). The
correlation technique, for example, needs twice the width of the object structure
to represent the auto-correlation of the object structure wasting a considerable
part of the bandwidth of the signal processing system. This problem can be
avoided using a phase shifting LCI technique [3].

• Swept Source OCT (SS-OCT):
In this technique the spectrum is encoded in time. Differences can be found
in the hardware:

a The spectrometer is replaced by a single photo detector or a dual balanced
detector (DBD) at the exit of the interferometer;

b The light source used is a wavelength-tunable swept laser. It works by
emitting every single wavelength of a wide selected range of wavelengths.

The light source scans its wavelength, and the photo detector records all
wavelengths over time. Three main advantages over SD-OCT techniques are
offered by SS-OCTs: faster scanning rate, higher spectral resolution, no high
roll-off. Nowadays, swept source sweep rates crossed the barrier of the MHz
enabling depth scan rates of tens of million axial scans per second [7].
In general, SS-OCT systems are the most used in dermatology and, because
of their high scanning rate, the system of this work use this technology.

1.5 OCT system
The OCT system used for all the acquisitions necessary to this work was provided
by the Center for Medical Physics and Biomedical Engineering of the Medical
University of Vienna. Fig.1.5 shows the scheme of the concerning OCT system. Six
main components can be identified: the laser source, the reference arm, the sample
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arm, the beam splitter, the dual-balance-detector and the workstation. The main
parameters of the OCT system are reported in Tab.1.1.

Figure 1.5: OCT system imaging setup used during the acquisition sessions
[adopted from [8]]

Table1: System main parameters
Central wavelength 1310nm

Bandwidth 29nm
Swept frequency 400kHz
Source power 10mW
Duty Cycle 100%
Coupler ratio 75:25
Axial pixel size 13.7µm
Lateral pixel size 9.8µm

SNR 105.3dB

Table 1.1: System main parameters

The source power is not the same the patient feels. While covering the path, the
beam will dissipate a part of his power and only around 15mW will be provided to
the patient skin.
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As stated in Sec.1.3.2, the light source is a swept source (SS-OCT 1310, Insight
Photonic Solutions, Inc, U.S.). There is no waiting between one sweeping process
and the next one so the laser scan the sample continuously (DC = 100%). Because
a significant amount of time is spent to jump from one sample point to the next
one, and this is a problem, two different solutions can be adopted. The first one
is to use the a time interval equal to the bandwidth end frequency to jump to
the next sample point. The second one is to use a sweep interval to jump to the
next sample point. Because of the short bandwidth, the second solution has been
adopted in order to not waist any spectrum point.

Figure 1.6: Reference arm top view

The coupler ratio indicates that the beam splitter addresses 75% of the beam
power to the sample arm and the remaining 25% to the reference arm.

Lateral pixelsize can be calculated in air using a special piece of glass as a sample.
The sample had 1mm dot-target on its surface. Since it shows a rectangular pattern
with 1mm distance between the dots, it is possible to measure the lateral pixel size
on the image.

The axial pixel size can be measured following the same process, but using a
different sample. The sample used is a 1mm thick glass.

A top picture of the OCT system is shown in Fig.1.6. The light is carried
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(a) Collimator (b) Pedals for polarization matching

(c) Potentiometer and first mirror (d) Second mirror

Figure 1.7: Reference arm

through the system by the yellow fiber until it is splitted in reference and sample
by the beam splitter (red square).

The reference beam enters the reference arm which is composed by a collimator
(purple square, detail in Fig.1.7a), three pedal for polarization matching (green
square, detail in Fig.1.7b), a potentiometer (yellow square, detail in Fig.1.7c) and
2 mirrors (Fig.1.7c and Fig.1.7d).

The sample arm (Fig.1.8) is composed by the galvanometer scanner, the scan
lens and the three pedal (Fig.1.6). The galvanometer uses a combination of moving
mirrors to scan automatically in both lateral directions. The inclination of the scan
lens can be changed manually to reduce the side-lobe artifacts which can worsen
the image quality.

Fig.1.9 shows an overview of the power supplies and the laser source.
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Figure 1.8: Sample arm

Figure 1.9: Power supplies and laser source
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Chapter 2

Image reconstruction

This chapter proposes an algorithm for high speed OCT volume reconstruction.
All the proposed steps were designed relying on the evidences found in literature.

The algorithm was developed in Python using the GPU offered by Google Col-
laboratory (Colab). Colab is an online platform powered by Google which allows to
write and compile Jupyter notebooks without any configuration. All the files used
were stored in a Google Drive account which can easily communicate with the Colab
platform. In order to use data on Google Colab, each volume acquired by the OCT
system (1280 axial pixels x 1024 lateral A-scans x 1024 adjacent B-scans) were to
be uploaded in a Google Drive folder. Colab offers two GPU models: Nvidia Tesla
T4 [1.59GHz memory clock, 16Gbytes memory, 8.1 TFLOPS performance] and
Nvidia K80 [0.82GHz memory clock, 12Gbytes memory, 4.1TFLOPS performance].
The GPU model depended on its availability.

Nvidia’s compute unified device architecture (CUDA) could only be programmed
in C++ programming language. However, it is possible to exploit the GPU ac-
celeration by using simple and user-friendly Python’s libraries as CuPy.“CuPy is
an open-source array library for GPU-accelerated computing with Pyhton. CuPy
utilizes CUDA Toolkit libraries including cuBLAS, cuRAND, cuSOLVER, cuS-
PARSE, cuFFT, cuDNN and NCCL to make full use of the GPU architecture.
CuPy’s interface is highly compatible with NumPy and SciPy; in most cases it can
be used as a drop-in replacement.” (https://cupy.dev).
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2.1 Volume reconstruction algorithm
Different reconstruction algorithms were found in literature. A basic GPU accel-
erated algorithm for OCT volume reconstruction was designed by Watanabe and
Itagaki [9], the flowchart is shown in Fig.2.1. Other algorithms showed principally
different denoising techniques as windowing [10], or different way to perform the
FT [11].

Figure 2.1: Basic OCT reconstruction algorithm [adopted from [9]

Considering the Watanabe’s algorithm, it was possible to define the four essential
operations for GPU-accelerated processing of interference images.

1. 16bit integer conversion to 32bit float: interference image were saved as 16-bit
unsigned integer in binary files. In order to prepare the data for the FFT,
they must be converted to 32-bit float;

2. DC removal: this is the elementary denoising operation to reduce autocorre-
lation artifacts. It consists in a simple subtraction of the background signal
from the interference image. The background signal is produced by only the
reference beam and can be obtained by blocking the sample arm. As shown in
[9], this procedure is performed externally to the algorithm. The background
signal is then uploaded on the GPU memory in order to be subtracted from
the interference images;

3. FFT: this is the most important step. As explained in Sec.1.2, the interfero-
gram can be obtained by Fourier transforming the spectrum of the backscat-
tered sample light amplitude;
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4. 32 bit float conversion to 16bit integer: this step returns the data into a format
which can be displayed.

Normally, after the conversion from 16bit integer to 32bit float, a resampling
operation must be performed. The data have to be moved from a λ-space to
a wave number-space (k-space). This step is necessary since there is nonlinear
relationship between λ and k. Van der Jeught et al.[12] offer a comparison between
the most popular resampling procedures: nearest-neighbor, linear, and cubic-spline
interpolation.

This operation can be really time consuming. It can be avoided using a k-linear
spectrometer combinated with a diffractive grating and a equilateral prism [9] or
using the solution adopted in the OCT system adopted for this work. It uses a
combination of a uniform in time and frequency user sample clock (or electronic
k-clock) signal with a start-sweep (A-line trigger) signal. With this solution, not
only the resampling operation is not even necessary, but also the hardware is
significantly simplified [8].

The reconstrunction algorithm presented in this work is shown in Fig.2.2.

Figure 2.2: Volume reconstruction algorithm

The interference image was acquired and saved by the OCT system as a binary
file. Then, it was uploaded on Google Drive in order to be read and processed
on Colab. The OCT system saved the spectra of the interference signal as a row
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vector of 1342177280 32-bit unsigned integers (1280 × 1024 × 1024). The data were
to be resized to the known dimensions of the final volume. The resizing operation
transformed the vector into a known size three-dimensional numpy array. Only
700 pixels of each axial scan were relevant. The pixel positions which had to be
taken in account were recorded during the automatic calibration of the system and
then stored in a ".txt" file. The input array size was 700 axial pixels × 1024 lateral
axial-scans × 1024 adjacent interference images.

Because of RAM limitations, it was not possible to upload more than one
interference image at time on Colab. Thus, instead of performing the DC removal,
an ensemble average was performed [13]. The averaged interference image was
calculated and then deducted from every interference image in the volume.

Afterward, a zero padding operation was performed for two reason: increase the
resolution and exploit as many GPU threads as possible. Normally the number of
threads is a power of two. Thus, the axial pixels were padded to the closest power
of two bigger than the actual A-line length (1024 pixels).

Because of its small bandwidth, to do not decrease the resolving power, a
non-Gaussian spectrum light source was used (Fig.2.3).

Figure 2.3: Light source spectrum profile adopted in the OCT system [adopted
from https://www.sweptlaser.com/flexible-stable-power]

Sidelobe artifacts are a natural byproduct of non-Gaussian spectrum light sources
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[14]. Since the presence of a needle increases the noise related to that typology of
artifact, a Gaussian window was applied to every A-line of the interference images
(Eq.2.1).

w = e− 1
2 ( (x−µ)

σ
)2
, (2.1)

where µ = 512, and σ = 315.
The needle dimension is several order of magnitude bigger than the axial and

the lateral resolution. Thus, a small decrease in the optical resolution will not
affect significantly the efficiency of the tracing algorithm. A comparison between
non-windowed and windowed B-scan is shown in Fig.2.4.

(a) Non-windowed B-scan (b) Windowed B-scan

Figure 2.4: Comparison between non-windowed (a) and windowed (b) B-scan.
The two figures represent the same B-scan of an OCT volume before and after the
signal windowing.

The FFT was computed on a number of points equal to the A-line length. All
the complex pixel values were take back to real space by taking their absolute value.
Then, the spectral replica was removed reducing the A-line length to 512 pixel.

FT produces symmetrical images around the 0-delay line, that’s why the spectral
replica needs to be removed. Because of the Fourier transformation, FD-OCT
systems are characterized by a sensitivity roll-off due to limited spectrometer
resolution [15]. The grater the distance from the 0-delay line, the lower the
sensitivity and the finer the interference signals are. Moving closer to the 0-delay
line increases the possibility that the visible half of the symmetric image is crossed
by the other half. When this happens, mirror artifacts can be seen in the image
(Fig.2.5). In this work, eventual mirror artifacts were removed by cropping 64
B-scan from each side of the volume. The final volume size was 512 axial pixel ×
896 lateral A-scans × 896 adjacent B-scans.

In OCT, logarithmic scaling operation is used to exploit the whole image dynamic.
In other words, it works almost as an image equalization. After the logarithmic
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Figure 2.5: Mirror artifact (red box).

scaling, it was necessary to add a 1 to all the pixel values or the 0-value pixel would
be resulted equal to ’-inf’ after the logarithm calculation.

Before typing back the data format from 32-bit float to 16-bit integers, a mix-max
scaling was performed in order to obtain pixel values between 0 and 1.

Fig.2.6 shows an acquired volume from the forearm skin.

Figure 2.6: Example of an acquired and processed OCT volume from the forearm
skin. The volume was displayed on VolumeViewer (Matlab Image Processing Tool).
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2.2 Volume registration

Another way to decrease the sidelobe artifacts was to incline the scan lens. The
inclination was translated as a rotation of the acquired volume. This rotation
prevented a correct En-face visualization. Thus, a volume registration was necessary.

As showed in Fig.2.7, only one between the B-scan and the cross-section frames
are tilted. When the B-scans are straight but not aligned, the cross-section are
tilted but aligned, and vice versa.

(a) First B-scan of the volume (b) Last B-scan of the volume

(c) First Cross-section of the volume (d) Last Cross-section of the volume

Figure 2.7: Volume inclination: (c) and (d) are tilted but aligned, (a) and (b)
are straight but not aligned. The inclined spatial plane was know a priori by the
way the scan lens was tilted.

The first inclined frame of the volume was considered to measure the inclination
of the volume. The registration was carried out following 5 steps:
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(a) Contrast enhancement (b) Interpolation

(c) Volume registration

Figure 2.8: Volume registration steps.

1. Brightness reduction: the brightness of the selected frame was reduced in order
to do not saturate the image during the subsequent contrast enhancement;

2. Contrast enhancement (Fig.2.8a): a simple contrast enhancement was per-
formed by increasing every pixel deviation from the luminance (average pixel
intensity) by the 30% of it. Then all the pixel with intensities grater than 1
or smaller than 0 were equalled respectively to 1 and 0;

3. Interpolation (Fig.2.8b): the first pixel with intensity greater than 0.8 was
searched in the first and the last A-line of the frame. The line equation passing
through the two points was calculated.

4. Variance from horizontal line calculation: for each point of the interpolated
line, its distance from the horizontal line was measured. The horizontal line
was made to pass through the highest y-coordinate point between the two
founded during interpolation;

5. Registration (Fig.2.8c): in the previous step was measured the distance between
each B-scan (or Cross-section) and the horizontal plane. The registration was
performed by shifting each of these frame by its related distance.
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2.3 Timings
In order to exploit the GPU-acceleration and reconstruct the volumes real-time, it
was necessary to allocate the GPU memory. The memory allocation was the most
time consuming operation and several seconds were necessary to run the algorithm
every time the Colab runtime was restarted. Thus, the algorithm was compiled
twice. The first for the memory allocation and the second one to appreciate the
GPU acceleration. Once the GPU memory was allocated, it was possible to delete
the volume and processed it as many time it was needed.

The algorithm processing timings were measured over 50 acquisitions. The
results were collected on an Excel file and displayed on bar diagrams as shown
in Fig.2.9,2.10,2.11. The GPU model used during the timing was a Nvidia Tesla K80.

The reconstruction algorithm showed stable and fast processing time all over the
records. The average processing time, considering the memory allocation on the
GPU, was 954,317ms. Memory allocation required an average interval of 418,612ms.
Thus, the processing lasted an average of 535,705ms. While the reconstruction
algorithm showed stable timings, the registration ones were not stable as well.
The highest recorded registration time was 637,643ms and the lowest one was
133,394ms. The most time consuming operation was the frame rolling. It was
observed that if the cross-sections had to be rolled, the average registration time
was around 0.6s. As stated, which frames type (B-scans or cross-section) had to be
rolled could be controlled by rotating the lens scan. Thus, this drawback could be
avoided by adjusting the lens scan orientation.

In the worst situation, all the volume A-lines (1048576) were processed in 1.637s.
In other ways, more than 640 × 103 A-lines were processed every second, that was
more than 420 B-scans/s. The fastest recorded processing time was 1.022s. That
meant, more than 106 A-lines and more than 103 B-scans processed each second.
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Figure 2.9: Total processing timings for the volume reconstruction.

Figure 2.10: Reconstruction algorithm timings
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Figure 2.11: Registration timings
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Chapter 3

Tissue-mimicking phantom

For the development of biomedical instruments and the validation of new methods,
technologies and applications, tissue-mimicking phantoms are vitally important.

In biomedical applications as OCT, the main challenge is to design durable
phantoms which can replicate optical properties and mechanical behaviour of the
biological tissues [16].

3.1 Materials
Different materials can be used for this purpose. The most common ones are
silicone, fibrin, poly(vinyl alcohol) cryogels (PVA-C) [17], polyurethane [18] and
polydimethylsiloxane (PDMS) [19].

For this application, the mechanical properties, the ease of preparation, and the
stability of the material three-dimensional structures, played an important role for
the choice of the material.

Since the needle had to be inserted repeatedly in the phantom, the material had
to be though enough to do not overly ruin the three-dimensional structure.

As wavelength increases, optical properties like scattering and absorption de-
crease nearly monotonically [3]. No evidences were found about the behaviour of
the listed materials in the wavelength range used in this work (central wavelength
= 1310nm, bandwidth = 30nm). Thus, it was necessary to choose a material with
highly controllable optical properties.

The choice felt to the silicone. It is tough, highly compatible with a wide range
of scattering and absorbing agents, and its mechanical properties are wide range
controllable. In addition, the refractive index of the silicone matrix (1.4) is close to
that of tissues (1.35 ÷ 1.55) [20].

Because of the incompatibility of the material with organic materials, titanium
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dioxide (TiO2) and black pigment were used in order to increase respectively the
scattering and the absorption of the phantom [21].

The main challenge of using silicone was to achieve an homogeneous distribution,
without scattering and absorbing agent aggregates, sedimentation, and air bubbles.
To minimize these problems, solutions as sonication [22], and degassing under
vacuum [23] were adopted.

The silicone used for the fabrication was the Dragon Skin™ 30, 1:1 mixing
ratio, hardness 30A, cure time 16h [https://www.smooth-on.com/product-line/
dragon-skin/]. The black pigment used was the Silc Pig™ [https://www.smooth-on.
com/products/silc-pig/].

3.2 Design
As stated in Sec.3.1, no characterization of the optical properties for silicone
phantom at 1310nm wavelength were found in licterature. Different TiO2 and
black pigment concentrations were proposed by Fu et al.[21], whom compared
absorption and scattering coefficients at 633, 750 and 900nm. Starting from these
concentration values, lot of trials were conducted before an acceptable compromise
between the profile of the average A-scan of a forearm skin volume and the one
acquired from the phantom was achieved. The goal was to replicate as much as
possible the B-scan showed in Fig.2.4b.

The equipment required for the fabrication was:

• 60mL silicone matrix;
• 60mL silicone catalyst;
• TiO2;
• black pigment
• 3x 50mL Falcon™ conical tubes;
• 3x 50mL syringes;
• 1x Petri dish;
• Vacuum chamber;
• 1x brush;
• black plastic ball head pins.

The fabrication process started with the preparation of three mixtures of the
catalyst with different concentrations of TiO2 and black pigment. The mixtures
were then placed in three different Falcon™ conical tubes.

31

https://www.smooth-on.com/product-line/dragon-skin/
https://www.smooth-on.com/product-line/dragon-skin/
https://www.smooth-on.com/products/silc-pig/
https://www.smooth-on.com/products/silc-pig/


Tissue-mimicking phantom

1. First mixture: 8mg/mL of TiO2 and 0.2% in weight of black pigment were
mixed in 20mL of catalyst (less viscous than the silicone matrix);

2. Second mixture: a concentration of 0.2% in weight of black pigment was mixed
in 20mL of catalyst;

3. Third mixture: a concentration of 1% in weight was mixed in 20mL of catalyst.

The concentrations were calculated considering the later addition of the silicone
matrix.

The mixtures were placed in ultrasonic bath for about 2h [22] at 40 Celsius
degrees. Sonication is more effective on less viscous fluids [24], and, since this
operation requires quite a long time, if both the silicone matrix and the catalyst
were mixed, the curing process would begin during the bath. Consequently, a good
degassing of air bubbles would have been compromised. The sonication process
broke most of the aggregates. The bigger ones were let to settle at the bottom of
the Falcon™ for 24h.

The silicone matrix was added to the mixtures in a 1:1 ratio. Since the mixture
volume was doubled, the concentrations of TiO2 and black pigment were halved.

Then, the mixtures were placed in syringes in order to better control their
distribution over the Petri dish.

The first mixture was deposited at the bottom of the Petri dish, in such an
"uside-down top-to-bottom" fabrication technique. Approximately 1.5mm thick
layer of the first mixture was poured over the Petri dish. This layer was designed
to simulate the epidermis. In order to recreate a similar inhomogeneity as in the
biological tissues, a very thin layer of the second mixture was poured over first one.

Plastic ball head pins were carefully inserted in the silicone. The reason pins
were used is explained in Sec.3.2.1. The pins were blocked to the Petri dish to
restrict the slight movements that could happen during the degassing process.

The Petri dish was then placed in a vacuum chamber until the silicone is
completely degassed. During this step, the air bubbles went bottom to top of the
Petri dish.

A thick layer of the third mixture was then applied. This layer was designed to
simulate the high tissue absorption at approximately 2mm of depth (Fig.3.1b).

After the silicone completely cured (24h), the phantom was removed from the
Petri dish, turned upside down, and brushed with a really thin layer of trans-
parent silicone. The goal was to recreate on the phantom top surface a stratum
corneum-like layer, the first and easily discernible skin layer in OCT skin images [25].

The final result is shown in Fig.3.3. The presented fabrication required more
than 48h to complete all the steps needed. However, using 40mL of silicone for
each mixture, four phantoms could be produced.
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(a) Phantom top view (b) Phantom lateral section

Figure 3.1: Pictures of the fabricated phantom: (a) Phantom top view, (b) lateral
view of a section of the phantom.

3.2.1 Biopsy area-mimicking plastic inclusion
In OCT images, non-melanoma skin cancer (NMSC)[26] and malignant melanoma
(MM)[27] were widely investigated. The characteristic layering proper of normal
skin is lost in NMSC, MM and in various benign lesion [28]. While MM shape is
characterized by large vertical, icicle-shape structures, a deeper investigation of
other NMSC characteristics is needed to avoid confusion with benign lesions. For
example, focal changes of thickening of epidermis or dark rounded areas, sometimes
sorrounded by a white structure can be found respectively in actinic keratosis (AK)
and in basal cell carcinoma (BCC)[29]. Despite its invasivity, skin biopsy is still
one of the reference standard for skin diseases diagnosis [30].

One of the task of this work was to trace real-time the distance of the needle
tip from the area where to extract the biopsy.

As showed in Sec.3.2, the insertion of a plastic ball head pins was intended to
circumscribe a region within the phantom. This area was used to simulate the
tissue region to collect by biopsy.

Is important to remember that the solution proposed was not intended for the
simulation of a skin lesion. Skin lesions have so many different features and huge
variety of shapes to be replicated that specific studies should be conducted for the
realization of a skin lesion-mimicking inclusion.
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(a) Black ball inclusion (b) Yellow ball inclusion

(c) Red ball inclusion (d) Blue ball inclusion

Figure 3.2: Comparison of different colored inclusion: (a) black ball inclusion,
(b) yellow ball inclusion, (c) red ball inclusion, (d) blue ball inclusion. All the
phantoms were imaged with same OCT system and laser parameters.

Once inserted in phantoms, different colored plastic balls were examined under
OCT (Fig.3.2). It was supposed that black plastic ball should be easier to segment
by the network. In addition, it is the most similar to a BCC because of its dark
rounded shape (Fig.3.2a). Therefore, black plastic ball inclusions were used for the
task.

3.3 Phantom VS reality

The average A-scan was calculated over the whole phantom volume. In order to
evaluate its similarity with the skin tissue, it was compared with the average A-scan
of the skin volume taken as reference (Fig.3.3b).
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(a) Example of a B-scan of a phantom (b) A-scan comparison.

Figure 3.3: B-scan comparison between phantom and skin: (a) this B-scan
belonged to one of the fabricated phantoms, its cosine similarity score was 99.74%.
(b) Comparison between the average A-scan of the phantom and the reference one.
The spike on the left of the red profile corresponded to the backscattered light
produced by a thin mirror positioned over the skin. The mirror was necessary to
reduce the sidelobe artifacts.

The cosine similarity between the reference average A-scan and the average
A-scan of each phantom was measured. Phantoms with a score lower than 70%
were not considered. The phantoms similarity was 91.48%±8.26%.

A B-scan from one of the produced phantoms is shown in Fig.3.3a.
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Chapter 4

Needle tracing algorithm

Needle tracing algorithms can offer different benefits in an image-guided surgery
scenario. The first main challenge is to track the needle within the tissue, then
trace it over the time.

Two evidences were found about needle tracking in ophtalmologic examinations
using OCT [31][32]. Basically, needle tracking can be carried out by two methods:
exploiting the image morphological features, or by the semantic segmentation of
the needle.

The algorithm described in this work was designed for a dermatological use of the
OCT imaging. Since the skin has completely different morphological features from
eye tissues, the morphological approach was not considered. Thus, the algorithm
was based on a semantic segmentation provided by the training of a customized
FCN specifically designed for biomedical image segmentation, called U-net [33].

The network architecture was customized using the Python library Keras pow-
ered by Tensorflow. It exploits the GPU acceleration both for the training and the
prediction processes.

The U-net was vitally important in order to find the frames of the volume which
contained needle sections. Then, the deepest section of the needle was identified
and its orientation was evaluated using a Principal Component Analysis (PCA)
based method on the segmentation map. This step was necessary to find the closest
inclusion pixel to the needle tip.

The guidelines of Percutaneous Needle Biopsy (PNB)[34] offered information
about which needles are commonly used during biopsies. Fine-Needle Aspiration
Biopsy (FNAB) and Core Biopsy (CB) are the two main techniques. This two
technique use both hollow needle, but with different gauge. FNAB uses thin, hollow
needle (18-25 gauge), CB use hollow needle (9-20 gauge). In this work, a 20 gauge
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hollow needle was used in order to simulate both the techniques.
This chapter shows the U-net architecture, the network training and test results,

the segmentation performance, the tracing algorithm concept and some tracing
simulations.

4.1 Convolutional Neural Network (CNN) VS
Fully Convolutional Network (FCN)

Before analyze the U-net, it is important to understand the concept of CNN and
the implementations needed to transform it to a FCN. Fig.?? shows the concept of
a CNN.

[Concept of a CNN]Concept of a CNN [https://towardsdatascience.com]

Let’s have a look to the basic operations performed by a CNN [35]:

1. Convolution: let’s consider an RGB image (width and heigh of 32 × 32
pixels, and a depth of 3 RGB channels). To fully connect n neurons to the
input layer, 32 × 32 × 3 weight connections are needed. Is emerged that
the number of connections drastically reduced as the neurons were regional
connected (Fig.4.1) and weights were fixed for all the neurons of the next
layer. Keeping fixed weights for the local connections is almost the same as
sliding a kernel in the input neurons. This windowing-like operation maps
the generated output to the corresponding place and allows features detection
and recognition regardless of their position in the image. They are called
convolutional networks for this reason.
The kernels are squared matrices (usually 3 × 3, 5 × 5 or 7 × 7). They are
also called filters because they act like filters in image processing.
Adding more layers after the input layer makes this method more beneficial.
It is possible to associate each layer with different kernels.
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Eq.4.1 shows how the convolution is calculated for one pixel in the next layer
[35]:

net(i, j) = (x ∗ w)[i, j] =
Ø
m

Ø
n

x[m,n]w[i−m, j − n] (4.1)

Figure 4.1: Convolution as alternative for fully connected network [adopted from
[35]]

2. Stride: two adjacent layers can have different overlaps, and stride controls
them. A stride equal to 1 means that the filter moves 1 node every time.
Considering a 3 × 3 kernel and stride 1 with a 7 × 7 pixels image, the output
will be 5 × 5 dimension with different overlaps. Using stride 2, the output size
will be 3 × 3 and the number of overlaps will decrease.

3. Padding: the image edges are only captured when the kernel slides, involving a
loss of information in these regions. To resolve this issue, a simple zero-padding
operation can be used (Fig.4.2).

Figure 4.2: Zero-padding [adopted from [35]]

38



Needle tracing algorithm

4. Nonlinearity: an activation function is used to saturate or limiting the gen-
erated output. The most used activation functions is the Rectified Linear
Unit (ReLU), but also sigmoid and tanh can be adopted. ReLU has simple
definitions (Eq.4.2), constant gradient, and creates a sparser representation
(a zero in the gradient leads to obtain a complete zero). On the other hand,
sigmoid and tanh cause problems in the back propagations and their gradients
have always non-zero results, which might not be the best solution for training.
Fig.4.3 shows different types of activation functions.

ReLU(x) = max(0, x)
d
dx
ReLU(x) = {1 if x > 0 ; 0 otherwise}

. (4.2)

Figure 4.3: Common types of activation functions [adopted from [35]]

5. Pooling: this is a down-sampling operation that reduces the complexity for
further layers like a sort of resolution reduction. The most used pooling
operator is the Max-pooling (Fig.4.4). It returns the maximum value of image
sub-region rectangles. The most used max-pooling size is 2x2.

6. Fully-connected layer : is similar to the neurons arrangement in traditional
neural network. Each node on the last frames in the pooling layer is connected
as a vector to this layer (Fig.4.5)

Considering data layers in a ConvNet, their shapes are all defined as a three-
dimensional h x w x d matrix, where h and w are spatial dimensions, and d is the
number of channels. Thus, the first layer is a h x w image with d color channels.
Each location in higher layers is path-connected to locations in the image (receptive
fields).
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Figure 4.4: How max-pooling is performed with a 2x2 filter and stride 2 [adopted
from [35]]

Figure 4.5: Fully-connected layer [adopted from [35]]

Convnets are built on translation invariance [36]. Spatial coordinate dependent
basic components (convolution, pooling, and activation) operate on local input
regions. The outputs yij are computed by the Eq.4.3 from the data vector located
at the same position (xij) in a particular layer [36]:

yij = fks({xsi+δi,sj+δj}0≤δi,δj≤k) (4.3)

where k = kernel size, s = stride (or subsampling factor), and fsk determines the
layer type: "a matrix multiplication for convolution or average pooling, a spatial
max for max pooling, or an elementwise nonlinearity for an activation function,
and so on for other types of layers"[36]. As long as kernel size and stride obey
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to the transformation rule in Eq.4.4, the functional form in Eq.4.3 is maintained
under composition [36].

fsk ◦ gkÍsÍ = (f ◦ g)kÍ+(k−1)sÍ,ssÍ (4.4)

If all the layers of the net come in this form, the net computes a nonlinear filter
which can be called deep filter or fully convolutional network. "An FCN naturally
operates on an input of any size, and produces an output of corresponding (possibly
resampled) spatial dimensions."[36].

Typical ConvNets [37][38][39][40] have fixed dimesion fully connected layers and
throw away spatial coordinates. These classifiers can be adapted for dense prediction
by transforming their fully connected layers into convolution layer with kernels
that cover the entire input regions. This operation enables the transformation of
ConvNets to FCNs (Fig.4.6). Because of their spatial output maps, FCNs are a
valid choice for dense problems like semantic segmentation.

Figure 4.6: CNN to FCN transformation: fully connected layers are transformed
in convolution layers enabling a classification net to output an heatmap [adopted
from [36]].

4.1.1 U-net
The U-net is an FCN architecture extension that works with very few training
images and provides more precise segmentations [33]. This network adds layers
where pooling operators are replaced by upsampling operators in order to increase
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the output resolution. Hence, U-net consists in one contracting path and one
expansive path. Localization derives by the combination of the contracting path
high resolution features with the upsampled output. Based on the output informa-
tion, more precise assembling of the output is obtained by training a successive
convolution layer. The large number of feature channels coming from the expansive
path propagates context information to higher resolution layer. "As a consequence,
the expansive path is more or less symmetric to the contracting path, and yields a
u-shaped architecture. The network does not have any fully connected layers and
only uses the valid part of each convolution, i.e., the segmentation map only contains
the pixels, for which the full context is available in the input image. This strategy
allows the seamless segmentation of arbitrarily large images by an overlap-tile strat-
egy... To predict the pixels in the border region of the image, the missing context
is extrapolated by mirroring the input image. This tiling strategy is important to
apply the network to large images, since otherwise the resolution would be limited
by the GPU memory."[33].

Figure 4.7: Custom U-net architecture. Multichannel-feature map can be identi-
fied by the blue-boxes, copied feature maps by the white ones. The layer dimensions
are denoted on the left edge (x-y-size), and on top (number of channels) of the
boxes. The color of the arrows denotes the operation (legend on right bottom
corner).

The custom U-net architecture is showed in Fig.4.7. Each layer of the contracting
path consists of a double step 3 × 3 padded convolution followed by ReLU and
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2 × 2 max pooling operation with stride 1. The number of feature channels is
doubled at each downsampling step. Each layer of the expansive path consists
of an upsampling operation, a 2 × 2 "up-convolution", a concatenation, a 3 × 3
padded convolution, and ReLU activation. The "up-convolution" halves the number
of feature channels. The "up-convolution" output is then concatenated with the
corresponding contracting path cropped feature map. Cropping operation is needed
because of the loss of border pixels after each convolutions step. Then, each of the
64-component feature vector is mapped to the desired number of classes by a 1x1
convolution. A total of 23 convolutional layer are used to design this network.

4.1.2 Inputs and network training
For the network training, a substantial amount of images were needed. Before the
acquisition, the system made it possible to detect the central B-scan position by
emitting a IR-light beam alongside that plane. The needles were kept as parallel as
possible to the x or y-axis in order to maximize the visible needle section in each
image.

For this work, 1286 Maximum Intensity Projection (MIP)[41] grayscale images
(512 × 896 pixel) were recorded in a database with their respective segmentation
maps. MIP images are constructed by the projection of 8 aligned B-scans. Each
pixel of a MIP image correspond to the maximum intensity signal among the pixels
of the B-scan packet. MIP was performed in order to maximize the needle section.
To double the dataset dimension, all the images were flipped on the z-axis. In order
to increase the variety of distances from the 0-delay line assumed by the phantom,
MIP images were shifted up or down by different quantities. All the images were
resized by a factor of 4 in order to reduce the network size[32].

All the images were segmented manually using ImageJ in 5 different labels: the
needle, the inclusion, the tissue, the needle shadow, and the background. Four
possible real situations were detected: images with only the tissue, images with
inclusion and tissue, images with tissue and needle, and images with tissue, needle
and inclusion. For the network training, the number of the images representing
the four different situations have been balanced. 2000 images were selected as
training set (500 images for each situation) and 200 as test set. The validation set
was created from the training set extracting 400 images from the training set (20%).

The network was trained for 50 epochs. The training could be stopped by an
"EarlyStopping" callback when the validation loss score did not vary more than
0.01 points for 13 consecutive epochs. Network performance with different loss
functions were investigated using always the same network optimizer (Adam) and
learning rate (10-4). During the training a callback was used to reduce the learning
rate up to 10-7 when the validation loss score did not vary more than 0.1 points for
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3 consecutive epochs. The loss functions used were: categorical cross entropy[42],
Tversky Loss[43], and a combination of dice loss and focal loss[44]. The accuracy
and the Intersection over Union (IoU) scores were crucial to decide which loss
function is the best for the purpose. The IoU is an evaluation metric used to
measure the accuracy of an object detector on a particular dataset. It can be
defined as the ratio between the overlap area and the union area of the predicted
bounding box and the ground-truth bounding box(Fig.4.8).

Figure 4.8: Intersection over Union equation.

Fig.4.9 shows a comparison of the accuracy and the mean IoU of the trained
U-net over the nine different training sets with the three loss functions.

All the loss functions showed stable performance, but categorical cross entropy
was the one with the best one.
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(a) Accuracy scores comparison over the different loss functions

(b) IoU scores comparison over the different loss functions

Figure 4.9: Accuracy (a) and IoU (b) score comparison over the nine training
sets with the three different loss functions.
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4.1.3 Outputs and performance
The average number of epochs required for the training was 35 for an average
training time of 39 minutes. An example of training and validation loss score and
training and validation accuracy score trend are reported in Fig.4.11 and Fig.4.10.

Figure 4.10: Example of a training and validation accuracy trend over the epochs.
The yellow trend is for the training, the red one is for the validation.

In order to evaluate the network performance, eleven parameters were calculated:
accuracy, mean IoU score, IoU score for each label, precision, recall, F1-score, and
dice score. The results are reported in Fig.4.12.

The mean accuracy and the mean IoU scores were respectively 98.49% and
93.34%.

The mean IoU performance referred to the single labels were: 79.96% (nee-
dle), 96.98% (inclusion), 97.10% (tissue), 92.80% (needle shadow) and 99.34%
(background).

The precision, recall, F1-score, and dice score mean value were respectively
98.31%, 97.85%, 98.02%, and 97,23%.

Comparison between the U-net output and the corresponding mask are shown
in Fig.4.13.
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Figure 4.11: Example of a training and validation loss trend over the epochs.
The yellow trend is for the training, the red one is for the validation.

Figure 4.12: Network performance: Accuracy, mean IoU, label IoU, precision,
recall, F1-score, and dice score over the 9 training sets
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Figure 4.13: U-net output example.
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4.2 Algorithm
The needle within the phantom can be observed by looking at the B-scans or the
cross-sections of the volume (Fig.4.14). In both cases, only a section of the needle
can be seen. Sagittal or frontal needle sections can be inverted as the needle is
inserted alongside the B-scan or the cross-section axis. The best needle visualization
is reached when the needle direction is as parallel as possible to one of this two
planes.

Unlike the evidences founded about FCN for needle segmentation[31], in this
work the U-net was used to segment sagittal needle sections. Considering a 20 gauge
needle (0.9mm diameter), if it was inserted perfectly parallel to the B-scan axis
or to the cross-section axis, at least 80 tomograms contained a sagittal needle section.

(a) Needle insertion (b) Needle sagittal section (c) Needle frontal section

Figure 4.14: Needle visualization: (a) the sagittal plan of the needle was inserted
as parallel as possible to the B-scan axis. (b) Needle sagittal section, (c) needle
frontal section.

The tracing algorithm was designed as a two steps scanning process over the
volume. Fig.4.15 shows the concept of the tracing algorithm.

The first scanning step was designed to find the frame of the volume which
contained a needle section.

MIP was performed over packets of 8 adjacent cross-sections. This operation
worked as a volume compression from 512 × 896 × 896 to 512 × 112 × 892 pixels.
Furthermore, by compressing frames together the needle section was maximized
(Sec.4.1.2) and the number of frames to segment were reduced. If the uncompressed
volume contained at least 80 needle section, after the MIP the needle could be
found in at least 10 frames. Thus, to be sure to find a needle section, a U-net
prediction must be performed every 10 B-scans.

The MIP volume was resized by a factor of four in order to fit the data into the
U-net.
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Figure 4.15: Tracing algorithm concept.

Because the number of frames to analyze was a multiple of 8, the network
predictions of the first scanning step were performed every 8 frames. Starting from
the first frame and only for the first iteration, if at least one pixel belonged to
the needle label was found, the number and the coordinates of these pixels were
counted and saved. A mask with only the pixels belonging to this label was created.

Noisy needle pixels areas were removed by a combination of a binary erosion
operator, a small object removal, and a binary dilatation operator. The erosion
separated these areas from the edges of the image or from the needle shape. Then,
if smaller than half of the number of needle labeled pixels, these areas were removed.
Finally, binary dilatation operator was applied to the image in order to restore
the resolution lost during the binary erosion. Then, the amount of needle labeled
pixels was measured and saved with their related coordinates for the next iteration.

For the next iterations, almost the same process was repeated until all the
volume was scanned. The only difference was that the needle labeled pixels were
counted only once at the end of the iteration (not also after the prediction). If
the amount of these pixels was bigger than the previous iteration, its area value,
the pixel coordinates, the binary mask, and the frame position were saved and the
older ones deleted (Fig.4.16).
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Figure 4.16: First scanning step. Red-highlighted B-scans show where the first
scan made a prediction. Red arrows show where the prediction found some needle
labeled pixels. The needle masks of these predictions, with their related position,
are reported under the volume image. Totally black masks refer to insignificant
predictions. The yellow-highlighted B-scan shows where the first section of the
needle was found.

Then it was possible to find the needle tip coordinates from the binary mask
previously saved. If the needle was inserted left-to-right in the phantom (Fig.4.17a),
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the needle tip x-coordinate was the maximum one over the x-coordinates saved
during the first scanning step. By its index position, the related needle tip y-
coordinate could be found. The same reasoning was made to search and save the
coordinates of the first needle labeled pixel. Since the needle could be inserted
also from the other side of the phantom, the algorithm must be able to recognize
between these two situations. If the needle was inserted right-to-left (Fig.4.17b),
these two points would be confused with each other. In this case, this two pixel
coordinates were to be exchanged.

(a) Needle inserted from left (b) Needle inserted from right

(c) Needle inserted from left with point de-
tection

(d) Needle inserted from right with point
detection

Figure 4.17: Visual comparison between different side needle insertion. The blue
highlighted pixel is the one detected as the needle tip, the red one is the first needle
labeled pixel detected. When the needle is inserted right-to-left these two points
must be exchanged.

Considering Fig.4.17a and Fig.4.17b, the blue point was used to highlight the
pixel classified as the needle tip, the red one to highlight the first classified needle
labeled pixel. In the situation showed in Fig.4.17a, the blue point y-coordinate
was smaller than the red point one. The opposite happened when the needle was
inserted from the right side (Fig.4.17b). Thus, knowing this relation, it was possible
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to solve this problem with a simple control over the two points y-coordinates
(Fig.4.17).

Because there was no certainty the frame founded at the first scan showed the
deepest needle section, a second scanning step was necessary. The inputs for the
second scanning step were the tip coordinates, the size of the needle area and the
frame position calculated at the previous scan.

The output frame of the first scan was taken as a reference from where to start
the second step. The second and the fourth frames before and after the reference
one were predicted. It was necessary to move this sort of a window if the reference
frame was too close the right or the left edge section of the needle. This was done
by predicting both the two frames at the ends of the window. If no needle labeled
pixels were found in one of the two predicted images, the window was moved by
two positions further to this frame, but closer to the reference frame. If both the
frames did not show any needle labeled pixel, the window was kept in the original
position.

Starting from the first window frame, the needle mask was created as in the
first scanning step. After each iteration, the frame position, the tip coordinates
and the needle area size were saved only if two conditions were verified:

1. If, after removing the small needle labeled areas, any needle shape was still
visible;

2. if the actual tip x-coordinate was grater (needle inserted left-to-right), or lesser
(needle inserted right-to-left), than the one saved at the previous iteration.

The occurrence of the first condition did not mean the absolute absence of a needle
section within the frame. It could mean that needle section was detected, but it
was removed because too small. This step was designed just to find the deepest
needle section, not the a generic one (as done for the first scanning process). If no
deeper needle section were found, the output frame would be the same calculated
after the first scanning step.

Then, a last control was made on the frame before and after the one with the
deeper needle tip position (Fig.4.18). The outputs of the second scanning step were
the deepest needle section frame position, the mask of the needle, the needle tip
coordinates and the related prediction image.

Using a PCA based method on the output binary mask[45], it was possible
to calculate the inclination of the needle ’mxy’ to the En-face plane (xy). The
equation of the oriented line passing through the needle tip was calculated as in
Eq.4.5. By knowing the xy-inclination of the needle, the correspondent angle in
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Figure 4.18: Second scanning step. All the blue highlighted B-scans were predicted
and the mask with the highest x-value of the needle labeled pixels was saved.
Starting from this mask, the two adjacent B-scans were predicted and another
check was made in order to find a deeper needle section. Finally, the B-scan
corresponding to the highest x-value mask was considered as the output of the
second scan. The "closest needle" section is the one highlighted in green.

degrees could be measured.
mxy = arctan(PC1)
y = mxy(x− xtip) + ytip

φ = m π
180

. (4.5)

where, PC1 was the first PCA component, xtip was the x-coordinate of the
needle tip, and ytip was the y-coordinate of the needle tip. The first inclusion pixel
was searched over the line equation. The distance of the needle tip to the inclusion
was measured as an Euclidean distance (Eq.4.6).

d =
ñ

(xtip − xinclusion)2 + (ytip − yinclusion)2 (4.6)
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It was assumed the needle moved in a parallel direction of its sagittal plane. If
the needle was not positioned such parallel to the B-scan plane, the angle formed
by its sagittal plane and the xz-plane were to be taken into account.

Figure 4.19: Correction of the distance and xz-angle calculation.

The needle tip depth was known by the output y-coordinate of the second
scanning step. Thus, it was possible to visualize a slightly deeper En-face image
of the phantom. On this image, the mask of the needle was created by global
thresholding a ROI which contained the needle shadow. The ROI dimension was
automatically generated. If the needle was inserted left-to-right, the ROI width
was defined by all the columns between 0 and the needle tip x-coordinate plus
forty. In the other condition, it was defined by all the columns between the needle
tip x-coordinate minus forty and the second dimension size of the En-face (896).
The ROI height was defined considering 160 rows before and after the second
scan output frame. All the pixel outside the ROI were equalled to 0. The mask
was generated by increasing the contrast of the image as done for the volume
registration (Sec.2.2), and thresholding the image. The threshold value was 0.1.
All the pixels with intensity greater than the threshold were equalled to 0, the
other ones were equalled to 1.

The needle sagittal plane direction, and its related angle θ, were measure by
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the same PCA methods used for the B-scans. The distance from the inclusion was
corrected by a simple trigonometric relation as the inclusion pixel was projected on
the needle sagittal plane. In addition, also the divergence between the inclusion
pixel and its projection was measured. That provided a quantitative error related
to the divergence of the needle direction from the B-scan plane (Eq.4.7). A visual
example of the tip correction was shown in Fig.4.19.d

Í = d
cos |θ|

∆ = dÍ sin |θ| = d arctan |θ|
. (4.7)

The final output of the algorithm is shown in Fig.4.20. On the output B-scan, the
needle tip, the distance from the inclusion and the needle depth were marked. The
En-face was displayed in order to provide information about needle xz-orientation
and the error ∆ committed by only segmenting the needle on the B-scan plane. ∆
depended on the xz-needle inclination. As θ approached to zero (needle perfectly
parallel to the x-axis), ∆ was minimized.

Figure 4.20: Example of the final algorithm output.
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4.3 Simulations
Nine tracing simulations were recorded. For each simulation, three subsequent
positions of the needle were acquired. The efficiency of the tracing algorithm was
analyzed by inserting the needle in different positions. Three examples are reported
in this section.

Once the needle was inserted in the desired position, the phantom was blocked
with pins to a polystyrene block which was anchored to the OCT system support
table by four metal blocks screwed on it (Fig.4.21). Therefore, it was possible to
insert the needle deeper without moving the phantom.

(a) (b)

Figure 4.21: Phantom locking system. (a) The phantom was pinned to the
polystyrene block (b) which was kept stable by four metal blocks screwed in the
OCT support table.

In the first example, a tracing simulation was recorded by inserting the needle
left-to-right alongside the B-scan plane and acquiring three different positions of the
needle (Fig.4.22). In the first position, the needle was not detected because an area
of the inclusion was labeled as a needle section by the network. That area was such
big that the small needle area was removed by the algorithm. Because of that, the
ROI on the En-face was not positioned correctly and, consequently, the measured
xz-angle was not referred to the En-face needle mask. When this situation occurred
over the simulations, that position was classified as "No detection". The second
position of the needle was correctly traced, but the traced needle tip did not belong
to the needle because of a wrong segmentation. Moreover, this wrong segmentation
led to an high error measurement of the needle tip depth. Situations like this
one were labeled as "Noisy detection". Also the needle in the third position was
correctly traced. However imprecise the segmentation was, this time the detected
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needle tip belonged to the needle section ("Good detection").

Figure 4.22: First simulation. The needle was inserted left-to-right alongside the
B-scan plane.

For the second simulation, the needle was inserted right-to-left alongside the
B-scan plane (Fig.4.23. This simulation wanted to verify the efficiency of the
algorithm when the needle was inserted on the other plane side. The needle was
always detected on the correct side and all three the positions were "Good detection".

In the third simulation, the needle was inserted with a significant xz-angle.
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Figure 4.23: Second simulation.

In addition, the angle was changed during each position in order to see if the
PCA-method was precise. This simulation wanted to highlight if the algorithm
could trace the needle also when it was not positioned parallel to the xz or to the
yz-plane. The MIP was performed over the B-scan axis. However the first and the
second position were "Noisy detection", the third was a good one, and all the angle
measures were correct.
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Figure 4.24: Third simulation.
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4.4 Errors

Between all the simulations, 3 "No detection", 7 "Noisy detection", and 17 "Good
detection" were recorded. Considering both the noisy and the good detections,
the needle was detected in almost the 90% of the simulations. However, the tip
coordinates founded by the algorithm were not so precise. The errors in the three
directions ∆x, ∆y, and ∆z were measured as shown in Fig.4.25.

Figure 4.25: Needle tip position error measurement.

Each segmented needle tip was compared with the frame of the volume which
had the deepest needle section. This frame was selected manually. On it, the output
tip position was projected so it was possible to measure the error ∆z. ∆x and ∆y
were measured directly on the output En-face. All the errors were measured on
ImageJ.

The simulation positions where the needle was not detected at all were not
considered. The averaged errors were ∆x = 0.498 ± 0.242mm, ∆y = 0.324 ±
0.135mm, ∆zgood = 0.237 ± 0.081mm, and ∆znoisy = 0.572 ± 0.057mm (Fig.4.26).

The inclusion was detected in 74% of the position where the needle was detected.
For the remaining 26%, it was not possible to measure the distance from the
inclusion and therefore also its divergence from the needle direction.
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Figure 4.26: Tracing needle tip error on x, y, and z-direction.

4.5 Timings
The processing time depended on the GPU model provided by Colab. As shown
in Fig.4.27, as was to be expected, the algorithm was significantly faster on the
Nvidia Tesla T4 than the Tesla K80 model because of its better performance.

Anyway, the processing speed was effected not only by the GPU model specs.
Depending from which side the needle was inserted, different amount of time was
necessary for the MIP compression. It was recorded that MIP over the cross-sections
required a considerable higher amount of time than the same process over the
B-scans. The algorithm speed was measured 50 times for both the GPU models
and on the two different MIP direction (Fig.4.28).

The average processing time recorded on the y-direction were respectively 1.589s
and 2.576s on Tesla T4 and Tesla K80. The fastest run on Tesla T4 lasted 1.533s,
the slower one 1.643s. The fastest run on Tesla K80 lasted 2,52s, the slower one
2,63s.

On the other hand, the average timing on the x-direction was 2.303s using Tesla
T4, and 3.291s using Tesla K80. The fastest run on Tesla T4 lasted 2.289s, the
slower one 2.317s. The fastest run on Tesla K80 lasted 3,277s, the slower one
3,305s.
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Figure 4.27: Tracing algorithm performed over the y-direction. The MIP was
performed over the B-scans.

Figure 4.28: Tracing algorithm performed over the x-direction. The MIP was
performed over the cross-sections.
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Chapter 5

Conclusions

This work showed how the development of GPU-accelerated algorithms could make
the OCT processing fast enough for real-time applications.

Using a Nvidia Tesla T4, it was possible reconstruct the volume and perform
the needle tracing algorithm in 2,583 ± 0,142s. Translated in A-scan/s, in the
worst timing (2,952s) more than 350 × 103 A-scan/s were processed, while more
than 460 × 103 A-scan/s were processed in the best (2,337). The processing with
a Nvidia Tesla K80 was significatively slower (3,571 ± 0,193s), with 3,939s (more
than 260 × 103 A-scan/s) and 3,324s (more than 3153 A-scan/s).

The recorded timings are comparable with high-speed OCT swept lasers (sweep
rate from tens to hundreds of KHz). Thus, it is reasonable to think this algorithm
appropriate for a real-time applications as long as the swept source sweep rate is
less than or equal to 300KHz (Nvidia Tesla T4) or 200KHz (Nvidia Tesla K80).
The tracing algorithm presented a good needle detection in almost 90% of the
simulation positions. Nevertheless, the tracing accuracy of the needle tip position
was not so precise. Thus, the distance from the inclusion and the depth measure
could provide only a rough spatial information of the needle, but they could not be
taken as accurate.

Overall, the feasibility of this algorithm for a real-time application was verified.
It showed good needle detection performance, but the tracing accuracy of its tip
must be perfected. Anyway, this work can be a good and optimistic starting point
for future improvements.

5.1 Limitations
The huge amount of high-speed computation needed for this work, required the
usage of a high-performance GPU. Google Colab offered a very useful and well
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designed development environment with considerable GPU performance. However,
the limited RAM size (12Gbytes) prevented the possibility to upload and process
on the platform more than one interference volume at a time. For the same reason,
it was not possible to upload interference volume with more than 1280 axial points
or the background signal for the DC removal.

From 2.5 to 4 times higher registration times were recorded when the volume
was registered over the cross-sections and not the B-scans. The registration side
is determined by the inclination of the scan lens. Thus, faster processing can be
obtained by inclining the lens in order to force the registration over the B-scans
(tilted cross-section). This constrain can be viewed as a limitation since it could be
useful to position the sample with inclined B-scans to improve the image quality.

For what it might concerns the needle detection, the algorithm showed speed
comparable to high-speed OCT, but only if MIP compression was performed over
the B-scans. In fact, squeezing the volume over the cross-sections lead to higher
processing time up to 1.45 times slower than MIP over the B-scans. Thus, the
needle insertion side is limited to the xz-plane if the maximum speed is required.

The tracing algorithm presented a good needle detection in almost 90% of the
simulation positions. Nevertheless, the tracing accuracy of the needle tip position
was not so precise. Thus, the distance from the inclusion and the depth measure
could provide only a rough spatial information of the needle, but they could not be
taken as accurate.

The black plastic inclusions were useful to simulate the biopsy area, but some-
times portions of this area were labeled as needle section by the network. When
this happened in a frame with a needle section, when the mask of the frame was
generated, the correct labeled area of the needle could be removed but not the
inclusion area. This usually happened if just a small portion of the needle was
inserted and the wrong labeled area was bigger than the needle section. Different
times, the inclusion was segmented partially or not at all. Since the inclusion was
one of the label with the best IoU score, it was not clear why that happened.

In this work, only 20G needles were used. Because of it, at least one section of
the needle could be found if the compressed volume was scanned every 8 B-scans.
For this reasoning, if the needle had higher Gauge factor (smaller diameter), this
algorithm could not find the needle.
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5.2 Challenges and future work
U-net showed great performance despite the really small dimension of the database.
But the needle tip tracing accuracy depends on the segmentation performance of
this FCN on the needle label, which was the label with the worst IoU score. This
work wanted to show the feasibility of this concept, which was verified, but the
database size must be enlarged with a huge amount of new images for a future
work. This will probably increase the prediction performance for the needle label.

The images in the database represent principally situation where the needle was
positioned alongside the B-scan and the cross-section axis. In all the simulations
where the needle was inserted with a significant xz-angle, the needle was well
detected and its tip was traced with an error lower than 0.5mm in all the directions.
However, two simulations are not enough to say if the algorithm can trace correctly
the needle in these situations. Thus, another challenge for a future work is to
untying the algorithm performance from the direction of the needle insertion. The
network must be trained to segment the needle also when images represent a non
perfectly sagittal section of it.

The algorithm speed may be not sufficient for real-time applications that use a
swept source sweep rate greater than 300KHz. In a future work, the reduction of
the processing time will be another hot topic. The CuPy library allowed to exploit
the GPU acceleration without writa a line of code the C++. Nevertheless, custom
CUDA kernels can probably optimize all the processing steps and speed up the
algorithm.

Once all this refinements will be done, there will be the necessity to test the
algorithm on a local runtime and with local GPU. That’s the last task to achieve
before start thinking on the final goal: the direct implementation on an OCT
system.
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