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Abstract

The next global strategic priority in space missions is a stable access to the Moon.
Over the last few years several studies and discoveries have pushed the space agen-
cies and companies worldwide to numerous feasibility studies to realize permanent
infrastructures and assets in cis-lunar environment and on its surface.

NASA’s Artemis program to take humans back to the Moon in this decade is a
huge driving force in the generation of an economically sustainable path for lunar
exploration and resource exploitation, aiming to create a reference point to reach
furthest celestial bodies of high interest like Mars.

In this framework, Thales Alenia Space is conducting the feasibility study of
the Lunar Communications and Navigation Services (LCNS) within European
Space Agency’s (ESA) Moonlight initiative that will support Artemis space pro-
gram.

The aim of the work presented in this dissertation is to implement a precise
Orbit Determination (OD) algorithm to dynamically estimate the state vector of a
constellation of satellites that could provide a navigation service in lunar environ-
ment. Different scenarios and phases of ESA’s Positioning Navigation and Timing
(PNT) implementation roadmap were simulated. A key point in the analysis is the
interaction between the disparate observables that can be collected in each scenario,
ranging from satellite-to-satellite cross-link signals and Deep Space Network(DSN)
tracking to altimetric measures and Doppler-based range-rates. A trade-off analysis
based on the increasing complexity of the proposed architectures and the respective
quality of the OD algorithm was then performed.

The implementation of the algorithm and the performance evaluation has been
fully carried out in MATLAB environment, while the satellites orbits and Moon’s
and Earth’s infrastructures needed to generate the observables have been sim-
ulated with both Systems Tool Kit (STK) and MATLAB High Precision Orbit
Propagator(HPOP).
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Chapter 1

Introduction

The next global strategic priority in space exploration is a stable and sustainable
human presence on the Moon. There are currently 14 space agencies undersigning
the new Global Exploration Roadmap (Figure 1.1, from [1] ), a shared vision
embracing governments and private companies aiming to expand human presence
in Earth orbit, to the Moon and on Mars. Dozens of technological demonstra-
tions, unmanned scientific missions and manned landings on the Moon surface are
planned for this decade and will pave the way for the new lunar economy of space
exploration that is now emerging.

The recent discovery of water ice at the Moon South Pole [2] - which had been
hypothesized for long [3] - provides an extremely important resource that adds
up with the mineral abundance of the lunar crust. The potential of these ice
reservoirs is to provide both drinking water and oxygen for breathing for astronauts
continuative presence both on the surface and in orbit and also hydrogen-oxygen
based fuels for power and thrust [4].

With the Lunar Gateway, an orbiting space station in cis-lunar environment, a
complete communication and operation support will be given on the Moon surface,
driving the deployment of further infrastructures that will allow the establishment
of habitats, robots, commercial routes and transportation as the first steps towards
a lunar colony. The Gateway will enable three key features in lunar surroundings
[1]: reusability of vehicles thanks to refuelling and servicing in a stable orbital
environment; testing of new technologies in deep space and readiness assessment;
accessibility from all the space agencies and private actors thanks to the proximity
of the Moon - with respect to Mars, for example.

Every technological success of the Moon campaign, will be a progress for Mars
exploration. Indeed, it will be possible to demonstrate deep space habitation and

1
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transportation, crew protocols, operational autonomy, vehicle maintenance and
refuelling and infrastructure building abilities. Surface rovers capabilities and
exploration strategies will also be assessed, analyzing new power generation systems
like nuclear-based and sample return possibilities.

of
. L
ON TO MARS M
MARS SURFACE Robotic Mars Sample Return
MARS ORBIT
: Mars
Mars P
TO THE MOON Transportation Orbitat Mission
Capabilities
LUNAR SURFACE  Robotic Resource Prospecting Missions
LUNAR ORBIT i
IN LEO ’ 3
EARTH ORBIT 4 & Human Lunar Surface Exploration
| >2 Deep Space Gateway Gateway Moon and Mars Mission Support Operations
) Commercial |
Orion | Transportation | Russian Crew
Wand SLS || Systems |+ Transportation System
International Space Station
China Space Station
Future Platforms

Figure 1.1: Global exploration roadmap [1]

1.1 The Moon exploration

At the beginning of the last century, space travel was no more than science fiction;
at its end, an established achievement. The ideas and intuitions of fathers of space
flight like Tsiolkovsky(1857-1935), Goddard(1882-1945) and Oberth(1894-1989)
were supported by a catalyzing historical climate that started with World War IT and
continued with the Cold War providing dramatic fundings for the space programs[5].

The first artificial satellite, the Sputnik, was launched in 1957 and after four
years Yuri Gagarin(1934-1968) gave birth to the manned space flight era. There-
after, only 12 years later, on July 20, 1969, Neil Armstrong(1930-2012) set foot on
the Moon. The Apollo program (1961-1972) and the Soviet Luna missions(1959-
1976) generated a pioneering technological know-how for deep space exploration
that paved the way for the modern space era that we know today.
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While the Japanese Institute of Space and Astronautical Science (ISAS) had
made its entrance in this framework in the early 90s, the European Space Agency’s
first mission to the Moon was the 2003 SMART-1, a successful technological demon-
strator for new propulsion, science and communication techniques in deep space [6].
Between 2007 and 2008 the number of space agencies joining the Moon campaign
increased dramatically: the Chinese Chang’e lunar program started in October
2007 with Chang’e 1, followed by the first Indian lunar probe Chandrayaan-1 in late
2008 while the Kaguya probe by the new Japanese Aerospace Exploration Agency
(JAXA), formed in 2003, reached a selenocentric orbit in September 2007. One
of the most successful recent lunar missions is the Lunar Reconnaissance Orbiter
(LRO): launched in 2009 and still operative in an eccentric polar orbit, LRO is
providing highly detailed surface mapping that has had and will continue to have
a key strategic importance in future missions planning. An extremely accurate
gravitational mapping of the Moon has been carried out as well thanks to the
NASA’s 2011 Gravity Recovery and Interior Laboratory (GRAIL) science mission.

In more recent times, Israel attempted without success their first lunar land-
ing mission with the Baresheet spacecraft in 2019, the Indian Space Research
Organization(ISRO) launched Chandrayaan-2 in the same year [7] and the China
National Space Administration(CNSA) successfully returned lunar samples on
Earth in late 2020 with Chang’e 5 [8].

In the next years a peak in the number of lunar missions is going to be reached,
with the Artemis program and ESA Moonlight initiative - that will be discussed in
the next sections - leading the campaign. The Smart Lander for Investigating Moon
(SLIM) by JAXA, a demonstrative rover, is expected to launch in early 2022 followed
by Roscosmos’ Luna 25 mission as part of the Luna-Glob exploration program. This
latter consists in a series of expeditions to permanently establish an independent
and autonomous base on the Moon by the Russian government. In the same
year Korea Pathfinder Lunar Orbiter (KPLO) by the Korea Aerospace Research
Institute (KARI) and ISRO’s Chandrayaan-3 will expand the robotic presence in
lunar environment [9]. IM-2 and Mission One by the American companies Intuitive
Machines and Astrobotic Technology will be among the firsts private partners to
join the Moon campaign. The United Arab Emirates Space Agency (UAESA) will
participate with the Emirates Lunar Mission on board a Falcon 9 rocket as well [10].

From 2023 on several others private partners and space agencies plan to take
part: the Turkish Space Agency which has been advancing its know-how in the
last few years announced a Moon mission by 2023 [11]; Brazil’s Garatéa-L probe
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by Airvantis and INPE ! will be insert in selenocentric orbit by 2023 as well
[12]; Australia Lunar Exploration Mission will provide nanosatellites for NASA’s
Artemis; China Chang’e program will explore the Moon South Pole with rovers
until the 2026 crew landing; Roscosmos is likely to conduct a crewed lunar flyby by
2029 with the Orel spacecraft [13]; South Africa National Space Agency (SANSA)
plans to join with an orbiter by 2030[14].

A complete list of past, current and future planned lunar mission both by commercial
and institutional partners can be found in [15].

1.2 The Artemis Program

Named after Apollo’s sister, Artemis is NASA’s space program to create a stable
and sustainable human presence on the Moon and will serve as a testbed for future
Mars exploration.

The Lunar Gateway, the space station that is likely to orbit Lagrange L1 point?
in a Near-Rectilinear Halo Orbit (NRHO), will be crucial from the early stages
of Artemis, providing a reliable and multipurpose infrastructure for science re-
searches, Moon landing, in-orbit operations and re-entry to Earth. The Power and
Propulsion Element(PPE) and the Habitation and Logistic Outpost(HALO) will
be assembled on Earth and launched by 2023, while the rest of the station will be
integrated in orbit thanks to a quick and robust supply chain increasingly involving
private companies. Indeed, NASA’s Commercial Lunar Payload Services (CLPS)
partnership with the private sector is a major catalyst in the development of a new
Moon economy which will greatly benefit from the exploitation of in situ resources.
On the other hand, ESA, JAXA and the Canadian Space Agency (CSA) will be
the main intergovernmental contributors to the Gateway, while the Russian Space
Agency (Roscosmos) has expressed interest in participating to the space station
realization [17].

The Space Launch System (SLS) rocket, the launcher designed for Artemis, cur-
rently in its final development stage will be the most powerful ever built with more

nstituto Nacional de Pesquisas Espaciais, the civilian research institute for aerospace
activities.

2The Lagrange points, or libration points, are stationary points in the gravitational field
potential of a system composed of two large bodies. They are located in particular regions where
the gravitational force of the bodies and the centrifugal force balance each other [16]. They are
of high interest, requiring few station keeping maneuvers and thus being fuel efficient long time
stable orbits.
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than 16 MN of thrust in the vacuum and will be able to feature the Orion spacecraft
on top. These latter will be the exploration vehicle used in the manned mission
that will carry a crew of up to 6 astronauts in cis-lunar environment. Orion’s first
crewed flight to the Moon is currently planned for 2024 with Artemis II mission. In
Figure 1.2 below NASA’s roadmap to 2024 with the cornerstones of the program is
reported.
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- s In 2021, the first Commercial Lunar Payload Services deliveries will begin with two companigs
FIrSt cLPS M'ssu)n delivering 16 instruments to the lunar surface that will pave the way for human explorers.
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VIPER This golf-cart-sized rover will be the first to investigate lunar polar soil samples to characterize the
distribution and concentrations of volatiles, including water, across a large region on the Moaon.

This small satellite will be the first spacecraft to enter the lunar Near Rectilinear Halo Orbit—

CAPSTONE cubesat the future home of the Gateway. There it will test new navigation techniques to validate

predictive models, reducing uncertainties about the orbit.

. The uncrewed, maiden flight of the integrated Space Launch System rocket and Orion
Artemis | spacecraft will verify spacecraft performance and test Orion's heat shield during its
high-speed Earth reentry at nearly 5,000 degrees Fahrenheit.

The Power and Propulsion Element (PPE) and the Habitation and Logistics Outpost (HALO) are
PPE & HALO Launch the first pieces of the Gateway. On-board science investigations from NASA and the European
Space Agency will conduct early characterization of the deep space environment.

. On this 10-day crewed test flight, NASA astronauts will set the record for the farthest human
Artem]s " travel from Earth. They will validate deep space communication and navigation systems and
ensure that life support systems keep them healthy and safe.

. With confidence gained through Artemis | and Artemis II, Orion and its crew will once again
Ar‘ten‘"s "I travel to the Moon, this time boarding the Human Landing System that will bring the first
woman and next man to the lunar surface.
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Figure 1.2: Artemis roadmap to 2024 [17]

Artemis I, the first mission featuring the new integrated SLS and Orion module,
will also exploit excess volume on the SLS to transport to lunar environment a
batch of 13 CubeSats that will conduct science experiments and technological
demonstrations to support the successive phases of the program.

A scalable architecture is of fundamental interest in the Artemis program to
create an unprecedented know-how on deep space infrastructures preparing for
Mars exploration. A permanent base will be developed at the South Pole to support
surface operations and logistics. The choice of this region is driven by scientific
and logistic implications: a key trait of the landing site for example is the high
percentage of time in Sun lit conditions, since the solar radiation will be, at least
in the first phases, the most significant power source available on the surface; it
is also important both for astronauts and infrastructures to have a limited range
of temperatures to deal with to reduce design complexities that would arise with
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long eclipse periods. As anticipated, the water ice found at the South Pole is also
an important resource for the establishment of a functional base camp and this
region has a continuative line of sight to Earth as well which will be necessary at
least until an advanced lunar autonomous architecture will fully be operative. A
safe landing and roving site in the nearby also has to be available to ensure limited
risks and effective exploration capabilities [17].

From a scientific return perspective, Artemis will align its goals with the sci-
entific community studies firstly through orbiting payloads, then on the surface
through robotic expeditions and finally with an astronauts operated laboratory in
the base camp near the South Pole. The main objectives here include chemical
composition studies, planetary science, researches on solar system evolution, space
weather experiments, tests on human surviving capabilities in deep space, universe
observation from vantage location.

1.3 ESA Moonlight and the LCNS

Regardless of the ever increasing number of missions targeting lunar orbits, there
is currently no such thing as a dedicated navigation and telecommunication system
to satisfy all missions needs, especially for small satellites and future lunar surface
users; this is highly inefficient and limiting since it implies that each mission must
rely on a different ad hoc developed solution.

The ESA’s Moonlight initiative aim is to provide a common Lunar Communi-
cation and Navigation System that will support the ongoing and planned missions
of all the Artemis partners and other private spacecrafts. The LCNS will be made
up of a constellation which is still to be defined and Moon’s surface infrastructures
and will result from a trade-off between communication needs, like constantly
linking the lunar far side to Earth, and precise navigation needs that are currently
being investigated in terms of accuracy, latency and surface coverage. This system
will allow the astronauts to virtually land in any location and to move around
maintaining a connection with Earth’s ground control and other lunar users. Hav-
ing a unique service provider will also reduce design complexity and allow lighter
spacecrafts [18], thus increased cargo capability or science payload volume. Such
a system will be of fundamental importance in successful landing operations that
require high fidelity Guidance Navigation and Control (GNC) systems [4].

1.3.1 The PNT roadmap

Within Moonlight initiative, the Positioning, Navigation and Timing (PNT) service
is expected to follow an implementation roadmap depicted by ESA in [4] and
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reported in Figure 1.3.The most noteworthy aspect, as anticipated, is the system
scalability. The earliest expeditions will need relatively low PNT accuracy and
availability, mainly targeting Moon centered orbits or libration points. Navigation
support will also be required during Earth-Moon transfer orbits. This initial mission
phase, expected to last until around 2025, will try to exploit GNSS signals from
Earth’s constellations through high sensitivity receivers that are going to be tested
in the Lunar Pathfinder missions planned for 2023. ESA argues that the side lobes
of the antenna radiation pattern of GNSS satellites can be employed for PNT even
at Moon’s distance [19]. The receiver on-board Lunar Pathfinder will assess the
effectiveness of this technology with a high gain antenna to receive both Galileo
and GPS . This solution, if feasible, would allow massive cost reduction and a
fast-delivery asset for lunar PNT.

The successive phase will provide an augmentation system to enhance GNSS
based navigation with more ranging signals, establishing the Lunar Radio Navi-
gation System. The aim of the LRNS is to focus the PNT improvements on the
Moon South Pole to allow first landings and ascending operations and ensure a
good coverage for surface operations in that region. This will be done through a
dedicated constellation of three to four satellites and eventually surface beacons.

From 2035 onwards, a fully autonomous PNT Lunar System is targeted. A
complete coverage of the Moon’s surface and high PNT performances are expected
to be reached with additional orbiting satellites and ranging beacons. Realizing an
independent system will ensure reliability, redundancy and robustness and relax
mission constraints concerning navigation and communication capabilities.

Full lunar
Pole Lunar | surface

Earth-Moon
Transfer
Orbit

Descent,
Orbit Landing &
Ascent

Operational
Phase

Integrity

Phase 1:
GNSS-only and
high-sensitive
receivers
Phase 2: GNSS

augmented
with LCNS

Phase 3: Full
lunar PNT
constellation

TABLE2 Expected level of performance that could be achieved through each one
of the Lunar PNT roadmap phases

Low perfarmance level High performance level

Figure 1.3: ESA PNT implementation roadmap
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1.3.2 The Elliptical Lunar Frozen Orbits (ELFO)

To design a dedicated constellation for LCNS for PVT and communications, it is
required an optimization in the satellites’ orbits choice to both guarantee coverage
of surface regions of major mission interest and minimize the fuel consumption
needed for station keeping to extend the constellation life. The consistency of
this properties overtime is also a driver parameter. The main perturbations
influencing lunar environment are Sun’s and Earth’s third bodies accelerations,
Moon’s gravitational field asymmetries and solar radiation pressure. The most
effective solution was primarily proposed in [20] and further elaborated in [21]
and consists of a constellation of Elliptical Lunar Frozen Orbits (ELFO). These
orbits exhibit more than 10 years of stability thanks to a pinpoint selection of their
fundamental parameters, particularly eccentricity, semi-major axis, inclination and
argument of periselene. The process of parameter selection is detailed in [22].

. : ; : ; i
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Days past 15-JUL-2009 01:00:00.0000 ET Days past 15-JUL-2009 01:00:00,0000 ET

Figure 1.4: Orbital Elements of a simulated ELFO from [20]
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In Figure 1.4 the orbital elements variation of a simulated ELFO from [20] are
shown. Although deviations from the mean reference are allowed, there’s no secular
effect causing drift and only periodic acceptable oscillations occur. In Figure 3.3
and 3.1 the simulated ELFOs for the present work studies are illustrated together
with their parameters indicated in table 3.1. The constancy of these orbits ensures
continuative long-term South Pole coverage at minimum delta-V. It would also be
possible to create a "Northern" ELFO constellation, i.e, with the periselene above
the Moon South Pole thus spending most time over the North Pole, as suggested
in [4] in the third phase of the PNT roadmap to achieve a complete coverage of
the surface, a better Geometric Dilution Of Precision (GDOP) and improve service
availability.

In Figure 1.5 below an ideal LCNS constellation from [23] is reported. Both
Southern and Northern ELFO can be seen as well with a NRHO that could host
the Lunar Gateway as discussed in section 1.2. Other trajectories of high interest
are the Distant Retrograde Orbits (DRO) that, although appearing to orbit the
Moon in a retrograde way, they actually orbit the Earth and are perturbed by
Moon’s third body acceleration.

ELFO sym

Figure 1.5: LCNS third phase conceptual constellation from [23]

1.4 Present work purpose and outline

Since the benefits of a dedicated lunar communication and navigation service are
unquestionable, a critical aspect to be dealt with is the choice of the best algorithm
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to be implemented in order to perform orbit determination of the satellites that
will compose the lunar navigation system. The aim of the present work is to
implement a precise OD algorithm for a possible satellite navigation constellation
and evaluate its performances when expanding the PNT architectures proposed
in the aforementioned ESA’s roadmap. Particular attention will be given to the
wide variety of observables, their modelization, measurement noise, availability and
interaction when increasing system complexity.

In the following chapter the generalized OD problem is presented. After giving some
historical background and exposing modern tracking systems, some mathematical
background is given within the OD algorithms context. After that, observables and
the observability issue are presented, as well as the time synchronization problem
and tracking error sources.

In chapter 3 the case study is presented: the orbit determination of the satel-
lites of the lunar navigation system. This chapter is fully dedicated to illustrate
the models, geometries and algorithms considered and to explicit all the hypothesis
and assumptions that were made in this work and are necessary to demonstrate
and comprehend the results of the successive chapter.

Chapter 4 presents all the simulation results with an increasing architecture com-
plexity, starting from DSN-only tracking then up to cross-linking measurements,
surface beacons ranging and altimetric data.

Chapter 5 is aimed to point-out the benefits and drawbacks of the different archi-
tectures, trying to assess whether a specific scenario OD improvements are worth
the increased complexity.

The last chapter ties up the whole work, summarizes the main and fundamental
results and gives recommendations for further studies.

Appendix A provides additional insight into the software tools used in the
present work (STK and MATLAB) and their role in the simulation of the scenarios
and in the design of the OD algorithm. Appendix B goes into more detail about the
state transition matrix and illustrates a possible approach for its calculation when
dealing with perturbed models which generally requires a severe computational
effort.

10



Chapter 2

Orbit determination
techniques

"Satellite orbit determination (OD) can be described as the method of determining
the position and velocity (i.e., the state vector, state, or ephemeris) of an orbiting
object such as an interplanetary spacecraft or an Earth orbiting satellite".[24] The
basic principle is the correction of an a-priori state estimate through a finite set
of observables collected at the present epoch or through a batch of measurements
collected at different epochs and mapped back to the state estimation epoch. A
reference trajectory is generated from the a-priori state and updated through the
algorithm which processes the observables (Fig.2.1 , from [25]). The solution of
the OD algorithm is the "best estimate" of the state vector, meaning that it is the
result of a statistical optimization, as it will be discussed later.

Both one-way and two-way techniques are used today to track orbiting objects:
the first method consists in the transmission of a signal which is received by an-
other instrument capable of using it to calculate range and range-rate between the
transmitter and the receiver; in two-way ranging the signal is transmitted back to
the initial source after the reception and then used to calculate the observables.

A key point in the OD process is the accurate description of the force field acting
on the spacecraft, which is composed by a highly nonlinear set of equations whose
complexity must be generally traded-off for numerical stability, computational
time and effort, performing solution techniques and overall OD algorithm accuracy.
The uncertainties in the dynamical model of the spacecraft motion are the main
limiting factor in the orbit determination process: the complete set of perturbing
external forces is never known exactly and some of the parameters involved in the
description of this force field (e.g. spherical harmonics coefficients of the gravity
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potential field) must be often estimated alongside the state vectors. The detailed
description of the physics behind the satellites motion in cis-lunar environment is
beyond the purpose of this dissertation, however a brief summary of the considered
forces will be given in the next chapter in the case study scenario description.
Other sources of error in the OD solution are systematic and random errors in the
instrumentation that lead to incorrect observations and numerical approximations
and instability both in the integration processes and in computer round-offs.

Y
Estimated
Vehicle eagesstiay
_____________________ l True
N et ey S Trajectory
X-- - T -
X - - — —
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at (X, ;)
X

.......
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Figure 2.1: Estimated, reference (nominal) and true trajectory during OD process

The following sections will deal with some historical background on orbit determi-
nation, the state-of-the-art tracking systems and algorithms,the most commonly
used measurements in the OD process and the observability problem.

2.1 A brief history

Although astronomical observations evidence can be dated as back as the second
millennium Before Christ in ancient Egypt, when theories on the creation and
motion of the Sun and stars and of the whole sky were developed, the modern
scientific method based on observations, experiments and iterative thinking started
being consistently used from the 16th century A.D. At the time, scientists like
Copernicus(1473-1543),Kepler(1571-1630),Galileo(1564-1642), Tycho Brahe(1546-
1601) and later Isaac Newton(1643-1727), developed both important mathematical
tools and astronomical observations that posed the basis for the modern orbit
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determination techniques and orbital mechanics in general.

Even with the more advanced theories, instruments, mathematical tools and physical
insights introduced with Lambert(1728-1777), Euler(1707-1783), Lagrange(1736-
1813) and Laplace(1749-1827) in the 18th century though, the orbit determination
was a deterministic process back then. Indeed, a minimum set of parameters
to estimate that uniquely determine a celestial body’s orbit! was selected and
a number of independent observations equal to the unknowns was gathered and
used to solve for the body state vector. It is only with Gauss(1777-1855) and
Legendre(1752-1833) and the development of the Least Squares Method that the
modern orbit determination was born. [26]

The idea behind modern orbit determination techniques is the use of large amounts
of tracking data, generally much larger than the number of unknowns to be esti-
mated and the inclusion of errors propagation theory in the algorithms. The Least
Squares Method was a fundamental step in the OD methods evolution because it
allowed to mathematically solve these over-determined problems and consider the
errors on each measure through a weighting matrix.

Although this method was known since Gauss, who used it to predict Ceres’
orbit, it was not until 1950s, when the first space programs were born, that the
modern trajectory prediction theories were extensively developed. During the 1960s
and 1970s the technological advance made in the optical measurement systems and
in radio frequency instruments led to an ever increasing performance in satellite
tracking, which, combined with the progress of computing technologies and mathe-
matical force models allowed precise satellite orbit determination to be carried out
consistently. [25]

2.2 'Tracking systems

Modern tracking systems can be both ground-based or spaceborne. The Doppler
Orbitography and Radiopositioning Integrated by Satellite (DORIS) is an example
of the former ones. DORIS is a one-way tracking system developed by the Centre
National d’Etudes Spatiales (CNES) and the Institut Géographique National (IGN)
and operative since 1990. It is composed of about 60 ground stations equipped
with a ranging beacon transmitting in two frequencies and used as geographic
references by the orbit determination software. Some of the beacons also have time
monitoring capabilities being linked to precise atomic clocks. [27] Another widely

'E.g., the position and velocity in an inertial reference frame or the orbital parameters
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used technique is the Satellite Laser Ranging (SLR), which exploits retroreflectors
equipped on satellites to calculate their range from several laser stations. SLR
systems can nowadays achieve precision in the range of one centimeter using tens
of evenly distributed ground stations. [28]. Other noticeable examples are NASA’s
Deep Space Network (DSN), and the European Space Tracking (ESTRACK). These
networks consist in several stations around the world providing a link between
Earth orbiting or deep space (DSN and DSA) satellites and the missions control
centers. As it is part of the present case study simulated environment, more details
on the DSN configuration will be given in the next chapter.

Spaceborne tracking systems exploit ranging from satellites instead of ground
stations. The GNSS is the most prominent example, with several operative con-
stellations like Galileo, GPS, GLONASS, BeiDou providing positioning and time-
transfer services. NASA’s Tracking and Data Relay Satellite System (TDRSS), a
constellation of geosynchronous satellites for tracking and communication support
[29], is another example of spaceborne system. At March 2019, TDRSS was com-
posed of ten operative spacecrafts [30]. All these systems rely on complex ground
control for satellites monitoring, checking for signal integrity, clocks synchronization,
constellation health status and trajectory corrections: e.g. GPS ground segment is
composed of a master control station, an alternate master control station, eleven
command and control antennas and sixteen monitoring sites. [31]

2.3 Orbit determination algorithms

Orbit determination techniques can be divided into batch and sequential estimation
processors: the former consists in processing a batch of observations from different
epochs to update the state estimation at a given time and it is based on the Gauss
least squares approach; the latter, more suitable for real-time OD applications,
updates the state at each epoch using only the measurements relative to that
epoch. The two methods, in the absence of process noise would mathematically
be equivalent [25], producing the same solution with the same observations. Both
classes of algorithms have proved to be reliable and accurate and the choice of the
one to implement depends on several factors like mission architecture, available
resources, computational burden that can be sustained, state update time intervals
required, precision, numerical stability and other considerations vastly discussed in
[28]. Whatever the algorithm used for the OD is, the fundamental information that
is used to estimate the trajectory is the difference between the modeled observations
and the real measurements from the sensors. This knowledge translates into an
insight of the deviation of the real orbit from the reference estimated one.
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The position and velocity of a satellite form its state vector, hence defined as:

(2.3.1)

ST e s
ISTINS S P N S

Generally, other parameters concerning force and measurement models need to
be included in the estimation and are added to the state vector but they can be
treated in a unified way and no distinction between trajectory and parameters
estimation has to be made [28].

In the general case, a set of non-linear differential equations governs the evo-
lution of the state vector over time. The following procedure is derived from [25].
One can write:

X =F(X,t) X(t) = X; (2.3.2)

with X (¢;) being the state vector at time ¢;. As anticipated, an observation model
must be introduced, which is also made of highly non linear equations in the state
vector and time variables, denoted with G(X,t). The real observables will differ
from the calculated ones for a measurement error vector €, thus:

Y =G(X,t)+¢€ (2.3.3)
Y being the vector comprising all the real observables gathered at time t.

If the a-priori knowledge (initial guess) of the trajectory is denoted with X*
the two following quantities can be defined:

2(t) = X(t) = X*(t)  yt)=Y(t) - Y1) (2.3.4)

where x and y are, respectively, the state and observations deviation vectors.
Expanding (2.3.2) and (2.3.3) in a Taylor’s series about the reference trajectory
X* yields:

#(t) = At)x(t) and y=Hzx+e (2.3.5)

where
At) = B’f((?)] (2.3.6)
szgﬂm (2.3.7)
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are matrices containing the partial derivatives of, respectively, the dynamical and
the observations model with respect to the state vector components, evaluated on
the reference trajectory X*. Equations (2.3.5) represents the linearized estima-
tion problem, which is now formulated in a way that allows the use of powerful
mathematical tools like Gauss’ method.

2.3.1 Batched Least Squares algorithm

The idea behind the least squares approach is to minimize the squared sum of the
residuals considered in the following performance index:

1
J(x) = §€T€
where € = y — Hz from eq. (2.3.5) . Thus:
Ly 1 T
J(x)zie e:i(y—Hx) (y — Hz) (2.3.8)

In [25] it is further demonstrated that deriving J(x) to find its minimum, ultimately
leads to the normal equations:

(H'H)x = H'y (2.3.9)

From which:
v=(H'H)'H'y (2.3.10)

Therefore, the new estimate for the state vector can be derived from equation
(2.3.4):
X=X"+z (2.3.11)

The procedure described up to here only involves using a set of observables
from a single epoch, which is the traditional least squares method. In order to use
a batch of data from different epochs to improve the estimate, it is necessary to
introduce the state transition matrix ®. This matrix is used to map the deviations
in the state vector from one epoch to another and it is defined as:

8X(t)1 (2.3.12)

O(t,ty) = [ aX,

where Xy = X(tp). If one wants to estimate the state vector at time ¢, using
also observables gathered at time ¢;, the H; matrix calculated at time ¢; must be
mapped back to epoch ty through ®:

H; = H;®(t;, 1) (2.3.13)
16
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and then, before solving the normal equations, one can simply accumulate the H;
matrices of the [ different epochs from which observables are gathered as follows:

l l
H'H =3 H}H; =) [H®(t;t)]" H®(ti,t0) (2.3.14)
=1 i=1

Assuming that the observation errors e can be modelled as white noise, it is possible
to introduce a weighting matrix W to consider the relative statistical importance of
each observation type in the least squares solution, given that each measurements
will be affected by different errors entity. Denoting the standard deviation of each
measurement-type noise as o,,, the weighing matrix will simply be W = diag(o,,).
The normal equations (2.3.9) are modified as follows [32]:

H'WHz = H'Wy (2.3.15)

and (2.3.14) is modified accordingly, assuming the weights are constant overtime.
Generally, HTW H is denoted as A, the so-called information matrix, whereas
HTWy is simply indicated as N:

Az =N (2.3.16)

Lastly, the state transition matrix & must be solved for at each observation epoch
and its components integration constitutes the heavy computational burden of
the algorithm, consisting in 36 (6x6 elements) non-linear differential equation for
a single satellite with the 6x1 state vector defined as in (2.3.1) coupled with the
equations of motion. In the most general case, the equation to be solved is:

d = A(t)d (2.3.17)

with A defined in (2.3.6).

Although several analytical methods have been proposed to avoid the integration
of @ as in [33],[34] and [35], these are only suitable for the keplerian unperturbed
scenario or to consider a very limited number of spherical harmonics in the gravita-
tional field potential. Further details on ® are given in appendix B.

2.3.2 Sequential estimation: the Kalman Filter

As anticipated, the least squares approach is not suitable for near-real-time appli-
cations due to its need of a time span for gathering the observables. Moreover, this
approach requires the propagation of the state vector for the whole time span, which
makes it highly sensitive to dynamical model errors. Several articles and books have
been published exploring the mathematical nature and the different formulations
of the sequential estimation algorithm, generally referred to as the Kalman filter,
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including [36], [37] and [38]. Since the implemented algorithm for the LRNS is a
batched least squares estimator as discussed in the following chapter, only little
insight into the Extended Kalman Filter (EKF) technique is given hereafter.

With the weighting matrix W defined as in the previous paragraph, the inverse of
the information matrix A is defined as the covariance matrix P:

P=A" (2.3.18)

This matrix is directly correlated to the estimation error associated with z: con-
sidering only the position components in the state vector, the covariance matrix
describes an ellipsoid of probability density around the expected value of the state
vector, with the eigenvalues being the maximum deviations and the eigenvectors
the orientation of the ellipsoid axes [39]. EKF is the formulation of the Kalman
filter optimized for non-linear problems like the OD. Its main difference is the
update of the reference trajectory after each observation processing, which implies
reinitializing the dynamics differential equations at each new epoch. After the
integration of the equation of motion and the state transition matrix, this latter is
used to update the covariance P matrix at epoch t;:

P = ®(ti, ti 1) Py ® (ti, 1) (2.3.19)

Then y and H are calculated as in (2.3.4) and (2.3.7) respectively and these
informations are used to calculate the Kalman filter gain K;:

K, =PH, (H,PH, +w1 (2.3.20)
Finally, the Kalman gain is used for the measurement and reference orbit update:
=Ky, X'=X'4z P =(-KH,)P, (2.3.21)

Several studies were conducted on the effectiveness of the EKF for a wide variety
of observables, including GPS signals [40], gravity gradients measured through
a gravimeter [41] and for angles-only based OD [42], showing the feasibility and
flexibility of the filter.

2.4 The Observables

'"Orbit determination requires as input measurements that are related to the satel-
lite’s position or velocity. These data are collected by a satellite tracking system
that measures the properties of electromagnetic wave propagation between the
transmitter and the receiver. The transmitter as well as the receiver may either be
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a ground station or a satellite" [28] . The choice of the observables to be used is a
fundamental step in the design of a precise OD algorithm and must be traded-off
with the system complexity, technology, costs and the mission constraints. The
best theoretical solution usually does not coincide with the real scenario, which
enhances the need of an accurate modelling of both the system dynamic and of the
observables themselves that has to be compared with the ones generated on-board
from the estimated reference trajectory.

An overview of the common observables used in the OD algorithms is hereafter
presented and will serve as theoretical reference for the actually used measurement
types for the case study, which will be discussed in the next chapter.

2.4.1 Range

One of the most used observables is the instantaneous range. This is defined as
the magnitude of the relative position vector between a satellite and an instrument
capable of performing this measure, which could be placed on another satellite, on
a beacon or on any other element of both ground or space segment.

If (X,Y, Z) represents a generic reference frame?, and r; , 75 are the position vector
of the two elements involved in the measure, the ideal range is calculated as:

[ SIS

p=1[(ri—mra)- (1 —m)]2 =[(X1 — Xo)* + (V1 = Yo)? + (Z) — 22)2]% (2.4.1)

This definition though ignores some issues, including the finite speed of light
and the instrumental errors.
Range-based measurements are in fact obtained through the concept of time-of-
flight. Considering a one-way ranging measurement,that is, a signal is transmitted
from a source to a receiver which directly uses this information without sending a
signal back to the source like in two-way ranging, the time-of-flight can be related
to the measured range as follows [25]:

ﬁ = C(TR — TT) + C(CLR — CLT) + C(bR — bT>(T — To) +e (242)

Where Tx and T are respectively the receiving and transmitting time 2, ap and
ar are constant offsets of the clocks from true time, bz and by are the linear clock
drifts with the time T with respect to a reference time Ty and ¢ represents all of
the other errors.? Since the geometric true range p is only represented by the term

2The range is invariant under reference frame rotation being defined as a relative measure.
3Measured respectively in the receiver and transmitter time scale

4These may include second order drift components, stochastic errors and other unmodeled
components.
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c(Tg — Tr), the measured p is generally referred to as "pseudo-range". This is a
more general definition also involving the clock modelling problem.

2.4.2 Range-Rate

The time variation of the range measurements can be used as an observable in
the OD problem, conveying information about the relative velocity of the tracked
object. It can mathematically calculated as:

p _ [(Xl — XQ)(Xl — XQ) + (}/1 - }/2;(}/1 - Y2) + (ZI - ZQ)(Zl — ZQ)] (243>

Basically, this equation implies that the derivative of the range gives information
about the relative velocity component along the relative position direction. An
analogue description of the propagation and instrumental error as for the range
can be introduced here.

In practice, the observable is generated through the Doppler-shift measurement of
the radio signal sent to or from the spacecraft transponder.

2.4.3 Altimetric measurements

Another observable source is the on-board altimeter. This instrument emits an
impulse, typically in the satellite nadir direction, which is then reflected by the
surface of the orbited planet towards the satellite. The knowledge of the pulse
emission and return times allows the processor to calculate the round-trip distance
p, from which the altitude, simply calculated as:

j, — Pround—trip (2.4.4)
2
Where it can be shown that this definition yields results accurate to sub-
millimeter level [25] regardless of the fact that the satellite has moved from the
original emission position during the round-trip time.

2.4.4 Angles

Right ascension and declination data can be used for satellite tracking purposes.
When it comes to measuring angles and angle-rates the Very Large Baseline In-
terferometry (VLBI) is the state-of-the-art technology, being much more effective
than ranging and Doppler based observables [43][44].
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This technique was originally born for radio astronomy purposes to overcome
the limit of the maximum size of the antennas dishes diameter. In fact, once the
wavelength is fixed, the angular resolution of the telescope only depends on the dish
diameter. Linking antennas thousands of kilometers apart results in an extremely
high sensitivity to the radio signals received from space, which is comparable to
the one that would be obtained with an antenna whose dish diameter is equal to
the LOS distance between the two antennas. Exploiting several stations around
the globe it is possible to increase these performances even more, compensating for
atmospheric delays and station clock offsets and instrumental group delays [43].

Considering the situation in Fig.2.2,it is clear that once the positions of the
antennas are fixed in a chosen reference frame (thus the baseline length and orienta-
tion are known), it is possible to derive an angular measure of the source from the
time-of-arrival difference between the two stations. This technique has successfully

Satellite
(r(l) X0, Vo, :D)

Station 1

(t1, x1, y1, 21) Baseline B

Station 2
(12, X2 Vs z3)

Figure 2.2: VLBI principle

been applied to several lunar and deep space satellite tracking operations including
ESA’s Smart-1 and Huygens probes, NASA’s Mars Exploration Rover B and Cassini
spacecraft [45].
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2.5 Observability

As in [25], "The property of observability refers to the ability to apply an estimator
to a particular system and obtain a unique estimate for all components of the state
vector.". In the orbit determination context, if the problem is well-defined and
the tracking sources are chosen accordingly, the state vector will be observable.
Unobservability may arise both due to simplified dynamical models or ill-suited
observables. An example of the former case can be found in [32] where two satellites
using only ISL attempt to track each others. In the Keplerian two-body problem
they are unable to fully determine their state vectors because the symmetry of the
gravitational field: any couple of orbits generated from the real ones through a
rotation of the orbital planes about the central body center of mass, i.e., varying
the right ascension of the ascending node, would generate identical tracking data.
Instead, the state vectors are fully observable on real perturbed halo orbits using
only Satellite-to-Satellite Tracking (SST) data thanks to the asymmetries in the
force field caused by the potential spherical harmonics and third body influence
that make those trajectories unique. This concept is further explored in [46] and
[47] for angles-only navigation using relative orbital elements.

From a mathematical point of view, the problem is not properly defined, hence
the state is not observable, if the state-observations relation matrix H is rank
deficient, having at least two linearly dependent rows. This causes the information
matrix A to lose its positive definiteness thus leading to a non-unique least squares
solution. Numerically, the state can be considered observable if cond(A) < 10 [32].
Therefore, conducting an observability test can give insight into the effectiveness of
the problem formulation and the validity of the observations choice.

2.6 The time synchronization problem

In 2.4.1 the satellite clocks offset problem was introduced through the concept of
"pseudo-range". Once a time reference system is chosen, it is necessary to monitor
the clock drifts of all the segments involved in the OD process and account for
them in the state estimation. Satellite on-board clocks will always diverge from
the station reference by some quantity, regardless of their precision: this is mainly
due to their intrinsic stability, which is far more limited than that of the atomic
ground-based clocks, but will also depend on other factors like relativistic effects.
The use of one-way tracking techniques for deep space navigation is not feasible
today because of these consistent drifts, which is the reason why technologies like
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Deep Space Atomic Clocks (DSAC) and Chip Scale Atomic Clocks (CSAC) 5 are
currently under massive studies and testing. Two-way ranging is conventionally
used instead to eliminate the introduction of asynchronous clocks but it requires
a dedicated ground network (like the DSN) to perform the Orbit Determination
and Time Synchronization (ODTS), which is both cost and time consuming and
may not always be available considering the ever increasing number of deep space
missions.

Time synchronization is either performed through clock updating or as data post-
processing [48]. The former case, used, for instance,to keep the GPS constellation
time synchronized, consists in a correction sent to the satellite oscillator with respect
to a certain ground-based time, while the latter involves removing deterministic
frequency drifts and bias errors in the measurements associated to the incorrect
time tags [49] and it is typically used for science data.

General relativity effects also come into place in the ODTS problem: a satel-
lite orbiting a central body will have its on-board clock ticking faster or slower,
depending on its altitude, with respect to an identical clock on the surface of
the central body [50]. For instance, GPS satellites oscillators are set to a ticking
frequency slightly lower than the 10.23 MHz nominal to account for this effect
(around 10.229999999543 MHz) [25].

For the purpose of this work, the time synchronization problem was not taken into
account considering the following assumptions:

o The clocks of the surface beacons are kept synchronized from Earth’s ground
stations

e Dual one-way ranging for ISL contacts is used, obtaining clock-free mea-
surements. Indeed, several studies on precise orbit determination for GNSS
constellations deal with this technology and point out its feasibility for this
purpose, such as [51],[52] and [53]

o DSN stations perform two-way ranging with the satellites, eliminating the
introduction of a clock error

In spite of the complexity of such a system, it was chosen to focus the study
on the influence of different observables and mission architectures and scenarios
on the orbit determination algorithm, leaving to further researches and work the
implementation of a detailed time synchronization strategy.

SCSAC interest aroused parallel to the advanced satellite miniaturization, especially with
CubeSats technology and their vast diffusion.
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2.7 Other tracking error sources

As anticipated, tracking data suffer from clock desynchronization and instabilities.
The tracking equipment is also affected by random and systematic errors that arise
from design trade-offs and physical limitations. The former errors are generally
due to thermal noise, with a magnitude dependent on the equipment operating
temperature [54] and can be modeled as white noise, while the latter are caused
by instrumental delays and antenna multipath [43]. An accurate calibration of
the tracking instruments [55] is important to asses biases entity and the expected
noise levels of the measurements. This information can be used in the observations
weighting process to exploit better data during the OD.

Imperfections in the satellite payload design contribute to tracking errors as well
both with nominal distortions (i.e., acceptable deviations from design reference)
and anomalous signal deformations [56], especially when the ISL contacts are used
as ranging sources.

Inaccurate modelling of the tracking geometry, such as ground stations positions or
Earth and Moon absolute and relative orientations due to precession and nutation
motions, are also to be considered. For instance, in order to use VLBI techniques
with the DSN/ESTRACK antennas, the baseline B vector as in Figure 2.2 must be
precisely known. This vector though is not stationary and changes overtime by few
centimeters per year because of Earth’s crust movements and must therefore be
continuously calculated and updated.

Furthermore, Earth’s - or other central bodies’ - atmosphere causes additional time
offsets due to the refraction the signals experience travelling through a medium.
On Earth, ionosphere and troposphere are the main causes of signals delay and
they require precise modelling or the use of multiple frequencies or combination
of observables to compensate for the errors that the dispersive propagation delay
would introduce. Since these effect are strongly dependent on atmospheric condi-
tions, they are very variable, with drifts that can reach up to an order of magnitude
from the mean[43].
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Chapter 3

Case study: orbit
determination of a lunar
satellite navigation system
constellation

When it comes to lunar and deep space missions, the state-of-the art ODTS is
still ground-based. As explained in chapter 1, infrastructures on the lunar surface
are likely to become a reality in the next years and once present, they will be
able to provide navigation and communication support, possibly leading to an au-
tonomous network. Until then however, Earth-based ground tracking will be critical.

In the past decades, several OD techniques and tracking data have been used
for lunar missions. In the early stages of lunar exploration the Rangers missions,
that were meant to provide a full coverage of the Moon surface with high resolution
images, were tracked with the DSN using L-band range-rates and angle measure-
ments (these latter only in the first stages of the mission). The software used
was the Single Precision Orbit Determination Program (SPODP), based on the
Gauss’ least squares method [57]. Later, the Apollo missions combined two-way
and three-way Doppler and two-way range tracking with angular measurements
primarily using the Manned Space Flight Network (MSFN), a set of tracking
stations built for Gemini, Apollo and other manned missions which then merged
into the DSN and the TDRSS [58].These missions were among the firsts to use the
Kalman filter technique to determine their trajectory and navigate.

In more recent times, the Lunar Reconnaissance Orbiter has mainly been tracked
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since 2009 through NASA’s White Sands facility and the commercial Universal
Space Network (USN) handling two-way Doppler and range measurements; LRO
however is also equipped with the Lunar Orbiter Laser Altimeter (LOLA), which is
able to provide altimetric data with a precision up to 10 cm, adding an important
observable to the least squares based OD algorithm used by the GEODYN software
selected for the mission [59]. The GRAIL spacecrafts were tracked using both
two-way S-band Doppler and range data and one-way X-band Doppler with the
DSN processed with the Jet Propulsion Laboratory (JPL) Monte software that
used an EKF[60][61].

Planning for the next generation of Moon exploration, Korea Pathfinder Lunar
Orbiter, scheduled for launch in 2022, is thought to use DSN and Korea Deep
Space Antenna (KDSA) to provide two-way ranging measurements processed with
an EKF [62], while the Chinese Chang’e-6 mission, planned for 2024, will likely
exploit both the China Deep Space Network (CDSN) for range, range-rate and
VLBI data, and image-based methods relying on precise Moon surface maps [63]
[64]. Alongside, ESA’s plan consistency to use GNSS signals for lunar orbiters
and for the Gateway navigation, as discussed in chapter 1, will be tested within
the Lunar Pathfinder mission that will carry a highly sensitive receiver on-board.
In the meantime, NASA will use the Cis-lunar Autonomous Positioning System
Technology Operations and Navigation Experiment (CAPSTONE) 12U CubeSat
to verify the stability of the planned Gateway NRHO [65] and test the effectiveness
of the autonomous relative navigation through ranging measurements from the

LRO [66] as based on [32] and [67].

In the next sections, a detailed overview of the simulated environment will be given,
firstly describing the lunar navigation constellation hypothesized and the Moon
inertial reference frame used, then analyzing the dynamical models, the observables
considered and the algorithms used. This chapter is intended to exhaustively
illustrate the procedures followed for the simulations, the scenarios, the hypothesis
and the assumptions made that ultimately led to the results that will be displayed
in the next chapter.

3.1 Satellite constellation

An intern study was conducted by Thales on the advantages and drawbacks of
several satellites configurations including Walker, ELFO and Halo constellations.
Though both of these two latter have shown to be effective, ELFOs have been the
subject of many internal ESA and industrial studies [4] and are, at present, the
most likely to be used for a lunar navigation system. Therefore, the constellation
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chosen for the simulation consists of four satellites in three ELFOs (fig.3.1).

The keplerian elements of the simulated satellites orbits are the following:

Param. 1 2 3 4
SMA(km) | 9169.5 | 9172.4 | 9172.4 | 9149.6
i(°) 66.3 57.9 57.9 56.1
e 0.76 0.76 0.76 0.76
Arg.Per.(°) | 88.9 97 97 84.1
RAAN(°) 89 335 335 208.37
TA(°) 350 360 328 352

Table 3.1: ELFOs keplerian elements

Figure 3.1: Simulated ELFOs at the initial epoch of the simulations

3.2 Reference frame

The reference frame used to describe the state vectors and the dynamics of the
simulation is the Moon Inertial from AGI-STK. The Z-axis of this frame is the
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International Astronomical Union (IAU) 2003 Z axis defined for the Moon through
a constant rotation from the International Celestial Reference Frame (ICRF) [68].
The Inertial X-axis is along the direction of the cross-product of ICRF and TAU2003
Z-axes, evaluated at J2000 epoch. The Y-axis is accordingly to generate a right-
handed coordinate system [69] (Fig.3.2) .

Figure 3.2: Moon Inertial Reference frame at simulation start epoch

3.3 The dynamical model

The lunar navigation constellation was simulated through STK. Both a pure
Keplerian model and a perturbed one were used for the simulations, the former to
assess preliminary performances and evaluate critical issues in the OD solution, like
observability and noise-related effects, whereas the latter was used to analyze the
OD performances in a more realistic environment. Some simulations were conducted
assuming the dynamical model to be known (both Keplerian or perturbed) in order
to assess the effect of noise and initial guess on the OD solution and to fine-tune
some of the parameters and logic of the algorithm. Other simulations for real
perturbed ELFOs assumed limited knowledge of the dynamical model and used a
keplerian 2-body propagator with only third bodies and solar radiation pressure
perturbation, without taking into account Moon’s gravity field potential expansion
in spherical harmonics.
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3.3.1 Keplerian 2 Bodies

In this scenario, the orbits of the four satellites are periodic and constant overtime.
The only acceleration experienced by the satellites is due to the lunar gravitational
influence, with the Moon considered as a point mass and reduced to its Center
of Mass(CoM). Each satellite follow an elliptical trajectory (fig.3.1) which model,
recalling the state vector definition in (2.3.1) and the notation of (2.3.2), is simply:

X =F(X,t)=|—p— (3.3.1)

where r = y/x? + y? + 2?2 is the instantaneous radius of the orbit, i.e. the distance
of the satellite from Moon CoM at epoch t.

3.3.2 Real perturbed motion

The realistic perturbed ELFOs were generated through STK High Precision Or-
bit Propagator (HPOP) in the Moon Inertial reference frame. The following
components of the total acceleration experienced by each satellite are taken into
account:

« Moon point mass acceleration (Keplerian acceleration)

o Moon gravitational field potential asymmetries through spherical harmonics
expansion up to 48x48 (degree x order) with coefficients from LP150Q JPL’s
model

 Earth and Sun third body perturbation (considered as point masses)

 Solar Radiation Pressure (SRP) with shadowing coefficient for eclipse

The perturbed orbits (fig.3.3) are no longer periodic but they exhibit a quite
stable behaviour after a month of operations, showing their intrinsic stability,
which is the main reason behind their choice for continuous South Pole coverage as
discussed in Chapter 1.
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Figure 3.3: Perturbed ELFOs simulated for 10 days

3.3.3 The integration method

In both the Keplerian and the real perturbed cases, the Equations of Motion (EoM)
and the state transition matrix were integrated through a Runge-Kutta-Fehlberg
(RKF) method of order 7 with an error estimation of order 8 (RKF78). The
integration routine is prompted with the Ordinary Differential Equations(ODE) to
solve and their initial conditions, as well with integration times and a collection
of setting parameters including fundamental physical constants of the Sun, Earth
and Moon, LP150Q gravity model coefficients and the rotation matrix between
Moon Inertial and Moon J2000 reference frames, this latter conveniently used
to calculate some perturbation forces that will be later transformed into Moon
Inertial. An integration tolerance of 10712 was selected after some preliminary tests
as a trade-off between computational effort (i.e., simulation time) and divergence
from true trajectory after long periods of observations gathering. The analysis
presented in [70] was also considered as a reference for the tolerance choice. As
expected, the major deviations from true trajectory due to integration limited
precision were found in the perturbed case after 1 or 2 days of orbit prediction,
which were necessary in few scenarios when limited observables were available to
have an acceptable OD solution.
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3.4 The observables

The line of work followed is the scaling of possible lunar navigation satellites orbit
determination scenarios following ESA’s roadmap.Whether or not GNSS signals
could be used as fundamental observables or for augmentation, will be the object
of upcoming missions; nevertheless, it was decided to simulate those signals as a
source of observables for OD to achieve insights into the topic. Instead, DSN and/or
ESTRACK antennas are most likely to be used for the initial phases of the Artemis
program as they extensively proved to be feasible for such scenarios. These networks
will also be the primary source of observables during the Trans-Lunar Injection
(TLI). Furthermore, the spacecrafts will be equipped with a radar altimeter that
could significantly improve OD performances as LRO’s LOLA. In a more advanced
mission phase the satellites will be able to communicate with each other providing
additional range and range-rate data. The most pioneering architecture will make
use of radio beacons on the surface of the Moon, which will likely be located near
the South Pole, supplying the OD algorithm with very accurate tracking data of
the satellites in view. Since the possibility of having a radio ranging source onboard
the Lunar Gateway is yet to be confirmed, this observable source was not included
in any scenario.

Hereafter, the assumptions and proceeding used to generate the different observ-
ables are presented with a particular focus on the determination of their availability
overtime. In the last sub-sections the data rate hypothesized and the approach
used for the simulation of measurement noise are explained.

3.4.1 DSN ranging

The first and most simple case considered is the one in which the only observables
gathered are range and range-rate from the DSN antennas. Although ESTRACK
stations are expected to be used as well for a lunar navigation system, only three
DSN sites were used for the simulation, supposing the geometry of the OD problem
would be similar in both cases thanks to the very large distance between the Moon
and the Earth and the uniform antennas distribution. The DSN stations considered
are reported in Table 3.2%:

As it can be noticed, the three deep space communication complexes are evenly
spaced around the globe with roughly a 120° longitude separation in order to
provide continuous communications at any time in any direction of space.

!Latitudes and longitudes are given with respect to the World Geodetic System of 1984
(WGS84)
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N° | ID | Dish diameter | Location | Coordinates (Lat, Long)
1 | DSS24 34m Goldstone 35.20°, 243.70°
2 | DSS34 34m Camberra -35.23°, 148.58°
3 | DSS54 34m Madrid 40.25°, 355.44°

Table 3.2: Simulated DSN antennas sites specifications

The scheduling of the tracking periods available for each satellite per week is
complex and is currently generated a year in advance with allocations to the minute
[71]. A conservative 8-hour-long single pass a week of tracking was preliminary
considered to evaluate the DSN performances and then extended to 4 hours a day
of double tracking passes based on previous missions [72] [73] [74], planned future
orbiters [62] and DSN scheduling engine currently developed by NASA [75].

During these tracking periods the observables had to be furthermore filtered
to consider three main effects:

o Earth Rotation, periodically changing the antennas in view from the Moon

e Moon occultation, precluding the radio link availability to the satellites crossing
the lunar far side

e Minimum elevation angle above DSN antennas’ horizon

In order to do this, two functions were defined. The first one is based on [76] (Figure
3.4) and is thought to be used to calculate the satellite-to-satellite visibility along
the line of sight. Since the proceeding is purely geometric, and the distance between
Earth and the Moon is much greater than the respective radii, this function was
used to calculate satellite-to-Earth LOS visibility with respect to Moon occultation,
considering Earth as a point mass (as it was another satellite) and the mean
radius of the Moon equals to 1738km from STK. Earth position was calculated
propagating the relative ephemerides from HPOP in the Moon Inertial reference
frame. As in [76] the "Rise-set function" evaluates the following expression:

R=(ri- r§)2 — 1?2+ S%(ro? + 1 ?) — 25%(r1 - 1) (3.4.1)
The sign of R determines the visibility:
¢« R< 0 = direct LOS communication

e R >0 = non-visibility
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Satellite 1

Satellite 2

.

Figure 3.4: Satellite-to-Satellite LOS visibility

The second function calculates the elevation angle of the satellite with respect to
the DSN antennas’ horizon (Fig.xx). When the satellites dive under the horizon the
observables are no longer available. The proceeding here is again purely geometric
and the visibility criterion can be written as follows [77]:

(Ar-r0)
| A7

> sinby (3.4.2)

Figure 3.5: Antenna-to-Satellite LOS visibility
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3.4.2 GNSS signals

If Lunar Pathfinder mission will be successful, GNSS signals could be used for
navigation purposes in lunar orbit. Further technological demonstrations though
will be required to assess the feasibility of this method even on the Moon’s surface,
where those signals are more likely to eventually serve as an augmentation system
supporting the main observables from other sources because of the high positioning
precision required for surface operations.

The possibility of exploiting GNSS signals comes from the pattern exhibited by the
antennas of the satellites of those constellations [19]. Beside the main transmission
lobe, which is clearly nadir pointing, the side lobes are always transmitting at
some off-boresight angle (Figure 3.6, from [78]). Clearly, if the feasibility will be
demonstrated, a fast-delivery navigation asset will be available for the Artemis
program, which is the reason why it has been pointed out as a paramount resource
for the Moon campaign since long [79].
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Figure 3.6: GPS satellite antenna 2D pattern from [78§]

Since a precise modeling of the side-lobes was out of the scope of this work and it
constitutes a massive topic for further studies, these assumptions were made:

o The GNSS signals were simulated as a single link for each lunar satellite with
a point source placed in Earth’s center of mass.

« Only range data can be inferred by these links (no range-rate)
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3.4.3 On-board altimeter measurements

Each satellite of the lunar navigation system will almost certainly be equipped
with an altimeter, whose measurements, together with a detailed map of the lunar
surface, could be used as observables in the OD filter.

For the purpose of this preliminary study, a simplified altimeter model (Fig.3.7)
was designed considering the Moon as perfectly spherical. This way, the single
observations can be directly calculated from the norm of the position vector of each
satellite and the radius of the Moon, thus giving a radial coordinate information. No
informations on the latitude and longitude of the satellites can be inferred through
this model because of the previous assumptions. As will be further explained, noise
was added to simulate a more realistic environment, thus giving some insight into
the effect of possible uncertainties in the morphological lunar surface model and
instrument precision.

Altimetric measurements are assumed to be always available once the satellites
are in lunar orbit hence no observation removal had to be performed since all the
simulations do not involve the TLI phase.
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Figure 3.7: Satellite altimetric measure [80]

3.4.4 ISL measurements

The possibility of using cross-linking for navigation purposes has become a topic of
high interest in the past recent years thanks to the improved autonomy it offers to
the constellations in terms of both ODTS and as service channel for other purposes
(e.g. distributing software updates for the spacecrafts in short periods [81]). An
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inter-satellite link allows, for example, the indirect tracking of a spacecraft not
visible from a ground station through ranging from a satellite in view of the station
and relative positioning techniques. Moreover, as anticipated in section 2.5 from
[32], an OD solution with ISL only has demonstrated to be effective for autonomous
navigation in libration points exploiting the gravitational field asymmetries that
generate unique orbits.

In the simulated environment of the present work, two dual one-way ISL ranging
contacts were set to be available for each satellite when LOS visibility was not
precluded by Moon occultation. The availability condition was calculated through
the same rise-set function presented in 3.4.1 . A previous intern study by Thales
preliminary investigated the comparison of cross-plane and in-plane ISL contacts
geometries, showing better performances for the former case. Having three orbits
and four satellites, the choice derived from this analysis was to link the two satellites
in the same orbit with the two on the other planes to achieve the best geometry. A
visualization of these contacts is given in Figure 3.7 with MATLAB:

Figure 3.8: ISL ranging contacts
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3.4.5 Lunar surface beacons ranging

A fully autonomous navigation system in the cis-lunar environment, namely a
system which does not require ground support for the OD process, would require at
least one beacon on the lunar surface. Actually, as will be clear from the simulation
results in the next chapter, using only ISL and altimetric measurements other than
beacon ranging requires 3 beacons to have a fully observable state vector at any
epoch. This is mainly due to the poor geometry of the architecture which is limited
by the need of having all the beacons positioned in the South Pole area.

An intern optimization study of three beacons positions was conducted prior
to this work leading to the locations reported below in table 3.2, expressed in a
Moon fixed frame which axes coincide with the Moon Inertial frame axes at the
initial time of the simulation, which was set to 31 Aug 2020 11:00:00 UTC?:

N° | Latitude | Longitude
-88.91° 335.35°
-88.66° 295.96°
-88.75° 300.26°

W N =

Table 3.3: Optimized beacons’ positions simulated

The ranging contacts with the beacon sites for each satellite are shown in Figure
3.8 below (from STK). The availability of the contacts was assessed through the
procedure of Figure 3.5 used for DSN as well. In actual fact, the purely geometric
considerations of (3.4.2) are immediately valid for this case, while for the DSN-based
observables, re-elaboration had to be done since all the vectors are expressed in
Moon Inertial while Figure 3.5 supposes to have them expressed in a reference
frame fixed on the body where the antennas are located.

3.4.6 Data rate

At this stage of the ESA Moonlight initiative, technical specifications down to the
data rate capability of the satellites are yet to be determined. This will clearly
have an impact on both the OD performances and the computational effort of the
on-board computers. Two data rates for the tracking informations were considered:
1 observable gathered per second or 1 observable gathered per minute. As will be
further explained in the next chapter, while some scenarios don’t benefit from a data
rate as high as 1 observable per second, some others clearly show a performance

2I.e., Universal Time Coordinated
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Figure 3.9: Satellite-to-beacons contacts

increase which has to be accounted for in a trade-off analysis considering the large
amount of data that has to be stored with high data rates before computing the
solution.

3.4.7 Simulation of measurement noise

The initial phase of this work dealt with perfect measurements. While this is
helpful to preliminary evaluate observability and tune some algorithm settings
like convergence criteria, some scenarios showed extreme influence even to limited
measurement noise. This is the case when using only beacons as fixed point in the
OD solution and noise is added on range measurements. While in the following
chapter a detailed analysis of this phenomenon is carried out, the simulation of
measurements noise is hereafter shown.

In order to stick with the formulation of the normal equations given in (2.3.15), it
was assumed that the observation errors were independent and could be modeled as
white noise. No biases like stations’ location uncertainties were introduced in this
preliminary analysis. MATLAB "Randn" function was used to generate the noise
added to the observables at each epoch. This built-in feature produces normally
distributed random numbers with mean zero and variance and standard deviation
equal to one[82]. For the purpose of this work, the different standard deviations
were introduced pre-multiplying the randn function output by a constant o,
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value that was chosen for each observation type according to literature as [43],[28]
and [25]. The weighting matrix in (2.3.15) becomes:

W = (3.4.3)

3.5 The implemented BLS orbit determination
algorithm

Two algorithms based on the least squares approach were used in the simulations.
The first one, hereafter presented, was the best performing after the introduction
of measurement noise while the second, although showing very promising results
for the advanced autonomous architectures with many observables available, did
not deal well with observation noise and was not suitable for scenarios with limited
observables.

This algorithm is based on the procedure described in the previous chapter from
[25] with the addition of Orbit Prediction (OP) arches between two consecutive
state estimates. For the initial guess, 3D errors of 180 meters for position and
1 meter per second for velocity were hypothesized, being the expected accuracy
of the state vector knowledge at the lunar orbit insertion epoch. Several time
spans to collect observables before computing the OD solution were considered and
compared to understand advantages and drawbacks of long arches lengths.

The orbit prediction arch after the state estimation is as long as the time span of
observables gathering and the more accurate the dynamical model is, the better
the performance of this prediction are in terms of deviations from true trajectory.
Clearly, the state estimate must be accurate enough as well for this technique to
allow precise OP and the arches length should be limited in order to have a better
initial guess for the next OD arch: in fact, not only the orbit is predicted until the
following initial arch epoch, but the same reference trajectory is used in the first
iteration of that arch before the first state deviation x correction. Therefore, the
OP phase properties both influence the current OD arch performances (strongly)
and the following arch ones (relatively).

The purpose of the orbit prediction is to lighten the computational load on the
processor that will eventually execute the OD algorithm while still maintaining
precision, providing a fast and reliable solution that will eventually be used by the
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lunar users to determine their own position, which is the ultimate goal of a lunar
navigation system.

Concerning the stopping condition for the BLS algorithm, two convergence criteria
were found to be suitable and were applied simultaneously. The first one is based on
the Root-Mean-Square (RMS) variation, the second on the state deviation vector
norm.

The RMS of the observation residuals is defined as:

LT

0.5
RMS = llﬂ (3.5.1)
m
where ¢; is the observation residual at epoch i as defined in (2.3.5) and m is the
total number of observables gathered in the considered arch.

More precisely, the RMS as defined in (3.5.1) is named unweighted RMS, as
opposed to the weighted RMS which considers each measurement weight, substitut-
ing €l'e; with €l We; in the numerator. If the BLS is converging to a solution, the
RMS converges as well either to 0 for unweighted RMS or to 1 for the weighted
case. [83]. The fractional change between the RMS values of successive iteration
can thus be used as a convergence condition. The implemented algorithm uses
the unweighted RMS as first convergence criterion and poses the RMS variation
threshold at 0.03, a trade-off value between the number of iterations and the OD
solution precision that was found to be feasible for the present BLS after some
preliminary trials and considerations.

The second convergence condition is based on the norm of the state deviation
vector ||z|| . If the BLS processor is converging, the norm of this vector, ultimate
solution of the algorithm, would tend to zero, meaning no further corrections have to
be applied to the estimate. A threshold of 1072 was set to ||z|| as stopping condition.

Since the two criteria both check for convergence but differently and since each of
them would be satisfying in itself, it was decided to impose them simultaneously
to look for the least iterations number. In every considered scenario, algorithm
convergence occurred within 4 iterations.

In order to preliminary assess the correct processing of the algorithm two tests
were conducted. Firstly, an initial guess equal to the true trajectory was used to
initialize the algorithm and perfect observables were given to the processor. As
expected, a single iteration was performed leading to a null state deviation vector,
since no correction had to be made on the initial guess. Another test was performed
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Case study: orbit determination of a lunar satellite navigation system constellation

as suggested in [55], prompting the algorithm with single inaccurate components
of the initializing reference trajectory. The BLS processor correctly returned an
x value with corrections only on single mistaken components.The algorithm logic
flow is as hereafter presented:

Algorithm 1 BLS algorithm logic flow.

W NN NN NN NN DN DN DN H H R
S © ® IS TE XN, S © XU R WD~ O

Initialize variables

> i=1 > Counter is reset
>t,_1 =t > Time is set to initial epoch
> X*(tio1) = X§ > Reference orbit is set to initial guess state vector
> Oty t;) = P(to, to) =1 > State transition matrix is set to identity
>A=0,N=0 > Normal equation matrices are reset
Integrate equation of motion and ® from ¢; ; to ¢;
> X*(t;) « X* = F(X*(t),t) > With EoM initial condition X*(¢;_1)
> B(t;, 1) « D(t,tg) = A(t)D(¢,to) > With initial condition ®(t;_y,t,)
Accumulate current observables
>y =Y — G(X] L ) > Observation deviation vector
> H; = [0G(X,t;)/0X]* > State-observable relation matrix at epoch ¢;
> H; = HZ(I)<tZ,t0) > Mapplng back H to to
> A=A+ H'W;H,; > A update
:> N =N+ H'Wy, > N update
. if tl < tfinal then
1=1+1 > Check for maximum batch length
Back to 10 > Extend the batch of observables
. else if ¢; > t4;,q then
x4+ Ar=N > Solve normal equations
X*(tg) = X*(to) + > Update reference trajectory
: end if

: Check convergence criteria
. if dRMS > threshold or ||x|| > threshold then

Back to 1 > Restart process with new initial guess
. else if Convergence criteria are met then
Integrate state vector from ¢y to tina > Orbit prediction
to < trina + 1 > Initialize new OD arch
Back to 1
: end if
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3.6 The instantaneous least squares solution

A general rule of thumb when dealing with batched least squares algorithm would
tell that the more data are available, the more precise the OD solution would
be. While this is generally the case thanks to both a better normal equations
conditioning and an averaging of measurements noise effects overtime, the longer
the time span to collect observables, the less precise the propagation through the
dynamical model would be as discussed in the previous section. For this reason,
when a sufficient number of observables is available, it is theoretically possible to
use the standard least squares approach as a sequential estimator.

First of all, for the present case study, the state vector comprises 24 compo-
nents (6 per satellite), therefore at least 24 observables are needed to calculate an
instantaneous solution. In the next chapter, the scenarios where this was the case
are specified. In actual fact, due to the constellation geometry, the moments when
sufficient observables are available are anyways limited - with a single scenario
exception - to the time spans when the satellites are all in view of the surface
beacons and of each other. As a matter of fact, considering a mission architecture
composed of 4 satellites using ISL and lunar beacons to determine their position,
this is intuitively true: when a satellite has no longer direct LOS communication
with beacons and other spacecrafts, trying to determine its position instantaneously
is clearly impossible.

It would actually be possible to use the minimum norm criterion [25] to give
an estimation of the state vector with less than 24 measurements imposing the
minimization of z under the constraint (2.3.4), i.e., ¢ = 0 and that would yield:

r=H'(HH") 'y (3.6.1)

with the same notation as in the previous chapter. This problem is generally
ill-conditioned though and does not result in a feasible OD solution.

The BLS algorithm can thus be modified simply checking for the number of
observables at each epoch and solving instantaneously if there are at least 24
measurements or collecting batches of data and solve as the previous algorithm
when observables are lacking. Attention was paid to the superposition of these two
procedures, because the BLS requires to have a sufficient large batch of data and
must not be interrupted before this minimum time span to solve with instantaneous
algorithm even if after some epoch a larger set of observables was again available.

As anticipated, this algorithm was used in the first stages of the work but soon
discarded due to extreme sensitivity to measurement noise effects. This will be
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made more clear in the next chapter exposing the results. In further sections this
algorithm will also be referred to as the "mixed algorithm", since it alternates
instantaneous OD solutions and batched ones, while the former algorithm, the
batched least squares, will be also referred to as the "long-arch algorithm". The
algorithm logic flow is presented in the next page.

3.7 Errors calculation

When it comes to orbit determination performances, several strategies can be
followed to assess the rightness of the implemented algorithms. For instance,
the covariance matrix P as defined in (2.3.18) is generally used to evaluate the
effectiveness of the least squares fit. While this is a standard procedure, the most
important aspect of the solution to be evaluated is, in the end, the 3D error:

errsp = \/(x — Ttrue)® T (Y = Yirue)* + (2 — Ztrue)? (3.7.1)

where [x,y, z] is the position vector of one satellite as calculated through the OD
algorithm and [ZyyeYirue Ztrue] 1S its true position vector.

This is a general performance parameter whose definition as expressed above would
still be valid once the clock error is introduced, since it is just a geometric difference.
For this reason, it is the performance indicator used in this work to assess the
quality of the orbit determination.

The final service purpose of a lunar navigation system will be to support the
navigation in lunar environment. While the 3D error is revelatory of the OD
performances, it does not give insight into the final user PNT accuracy. Since
the clock error was not taken into consideration into this work and too many
assumptions would have had to be made to calculate an equivalent Signal In Space
Error (SISE) with some significance, it was decided not to use this metric in the
performance evaluation. In the interest of providing fuller information, the SISE is
defined in [84] as the instantancous difference in time and position between the
true satellite state and the calculated one from the broadcasted navigation message,
projected onto the user-satellite direction. As it is a key performance indicator
of all navigation systems [85], further studies will have to analyze the problem in
detail for the specific lunar satellite navigation constellation case.
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Algorithm 2 Instantaneous least squares logic flow.

1: Initialize variables
2: > i=1 > Counter is reset
3>t =t > Time is set to initial epoch
4> X*(tio1) = X > Reference orbit is set to initial guess state vector
5> B(t;_1,t;) = D(to, to) =1 > State transition matrix is set to identity
6: >A=0,N=0 > Normal equation matrices are reset
7: Integrate equation of motion and ® from ¢;,_; to ¢;
8 > X*(t;) « X* = F(X*(t),t) > With EoM initial condition X*(t;_;)
9: > D(t;,t0) @(t, to) = A(t)P(t, to) > With initial condition ®(¢;_1,t)
10: Accumulate current observables
11: >y, =Y — G(X}, t;) > Observation deviation vector
12: > H; = [0G(X,t;)/0X]* > State-observable relation matrix at epoch ¢;
13: if obs<24 then
14: > Hz = qu)(tz, to) > Mapplng back H to to
15: > A=A+ HI'W;H, > A update
16: >N =N+ H'Wy, > N update
17: if t; < tfinal then
18: 1=1+1 > Check for maximum batch length
19: Back to 10 > Extend the batch of observables
20: else if t; > t4;,, then
21: r+ Ar=N > Solve normal equations
22: X*(to) = X*(to) + = > Update reference trajectory
23: end if
24: else if obs>24 then
25: > A= HI'W;H; > No mapping back is required here
26: >N = HZTWIZ/Z
27: r+ Ar=N > Solve normal equations
28: X*(t)=X"(t;) +=x > Update reference trajectory
29: end if
30: Check convergence criteria
31: if dRMS > threshold or ||x|| > threshold then
32: Back to 1 > Restart process with new initial guess
33: else if Convergence criteria are met then
34: if obs<24 then
35: Integrate state vector from ¢y to tfina > Orbit prediction
36: to ¢ trina +1 > Initialize new OD arch
37: Back to 1
38: else if obs>24 then
39: to < tpima + 1 > If the solution is instantaneous just read the next
observation
40: Back to 1
44

41: end if
42: end if




Chapter 4
Simulations results

The results of the simulated architectures are presented hereafter following from the
aforementioned assumptions and hypothesis made and the constellation geometry
and OD algorithm selected for the case study. The different mission scenarios are
presented with an increasing level of complexity and autonomy. Data rates and
different measurements accumulating times are compared, as well as observables
availability and keplerian and perturbed models.

As expressed in section 3.7, the 3D error is the key performance parameter chosen,
so most of the graphics in this chapter will display its trend for both position and
velocity.

4.1 DSN-only tracking

In this first mission scenario the simulated DSN antennas of Table 3.2 are used as
the only ranging source available. The measurement noise standard deviation used
for the simulations are 0,4nge = 0.6m, Orange—rate = 0.03mm/s. A detailed explana-
tion of all other assumptions and models is made in chapter 3 and particularly in
section 3.4.1 where the reference for noise levels is reported as well.

For the 8-hours-a-week tracking window two time span cases for the OD algo-
rithm were contemplated: in the first one, one single window of tracking was
considered and the state estimate propagated for 4 days, while in the second case,
two 8-hours windows from consecutive weeks were used to solve for the initial
constellation state which was then propagated till the last time of observation.
For the 4-hours-a-day windows instead, time spans of one to three days were
considered with a total 6 days of simulations. The simulated ELFOs are Keplerian
unperturbed.
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4.1.1 8-hours-a-week tracking
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Figure 4.1: 3D position (left) and velocity(right) error for DSN only case with
8-hours of tracking for 1 and 2 windows from top to bottom respectively

As the graphs above illustrate, a single 8-hour tracking window does not yield
an accurate initial state estimate, with the successive orbit prediction phase pro-
gressively diverging from the real one. Using two tracking windows dramatically
increase the performance of the OD algorithms:a sufficient time span allows the
geometry of the orbit to change enough to provide diversified measurements that
translate into a better conditioned least squares problem. In spite of the consistent
error in the initial guess, in the Keplerian problem the divergence of the reference
trajectory from true trajectory does not cause the algorithm to fail even after a
week of orbit prediction. This may be due to the periodicity that the reference
trajectory has in the keplerian problem, resulting in a closed trajectory. As later
demonstrated, prediction arches this long are not feasible in the real perturbed
case.
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4.1.2

4-hours-a-day tracking
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Figure 4.2: 3D position (left) and velocity (right) error for DSN only case with
4-hours windows of tracking for 1, 2 and 3 days of time span from the top to the
bottom respectively
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As Figure 4.2 demonstrate, in the Keplerian problem, DSN-only tracking shows
good results both in terms of position and velocity estimate when more than a single
window is used. The more the tracking windows, the better the state estimation
and successive orbit prediction. Nevertheless, a common trend both in the 4-hours
and 8-hours windows can be seen: while some trajectories tend to get closer to the
real orbits, others tend to diverge the further the orbit prediction extends. This is
both true for positions and velocity.

A comparison of the observables availability between the 4-hours and 8-hours
windows cases is shown in Figure 4.3 below for a 7 days exemplary period. The
maximum number of measurements available simultaneously is 16, meaning that
the geometry of the problem allows two separate DSN antennas to be in view of
the lunar navigation satellites at the same time.

Available Obersvables [n®]
Auvailable Observalbes [n°]

~

0 Il

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Time[min] Time[min]

Figure 4.3: Observables availability for 4-hours-a-day windows (right) and 8-
hours-a-week (left)

3D error Position [m] Velocity [mm/s]
Windows | Time Span | Mean | Max Mean | Max
3 Hours 1 day 20.25 | 160.62 | 2.41 | 85.2
7 days 1.03 | 4.68 0.09 |24
1 day 7.35 5395 |0.78 |275
4 Hours | 2 days 2.12 11.56 | 0.18 | 5.9
3 days 1.31 | 7.34 0.13 | 3.8

Table 4.1: 3D position and velocity errors resume for the DSN-only scenario

Table 4.1 above resumes the 3D errors for this scenario. The mean and maximum
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errors are intended as for the overall constellation, meaning that the former is
the arithmetic mean of the single error means of each satellite, while the latter is
simply the largest error that occurs in the whole OD solution. This definitions will
be used for all the results of the following sections.

An important aspect to point out is that the apparent contradiction of having a
much greater error in the 1-day 8-hours tracking window with respect to the 1-day
4-hours, is due to the fact that after the first day of orbit prediction, in the former
case no additional observables are gathered since there is only one tracking window
per week, so the error keeps raising in the next days, while in the latter case, as
the successive day starts, 4 more hours of measurements from DSN are available
and update the state estimate.

4.2 DSN and altimeter

The lunar navigation satellites will have an on-board altimeter as anticipated in
section 3.4.2. No availability issues arise for these additional measurements, as
they are supposed to be always obtainable. Therefore, the number of maximum
observables simultaneously available increases to 20: 16 from the DSN and 4 from
the on-board altimeters. At the same time, even when the DSN is not supporting
the tracking, the altimeters can collect measurements to be used when the DSN is
once more available, thus the minimum number of observables at any time, is 4.

The same noise level as the previous scenario are used, with the addition of
the altimeter measurement noise level set to 0,4n4e = 0.1m as for LRO’s LOLA
[59].

As in the DSN-only architecture, the two different tracking windows of 8 and
4 hours were considered to give a comparison. This time though, because of the
poor results obtained with the DSN for a single 8-hour tracking window, this case
was discarded. Instead, two 8-hours windows in consecutive weeks were simulated
to solve for the initial state and the result propagated for 5 days. For the 4-hours-a-
day windows, 2 days, 3 days and 7 days of time span were considered for comparison.

The simulated ELFOs are keplerian unperturbed as in the previous scenario.

4.2.1 8-hours-a-week-tracking

From Figure 4.4 below it is clear that the addition of the altimeter yields very
accurate results both in position and velocity estimation and successive orbit pre-
diction, even with only two 8-hours tracking windows. The drawback though is
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that at least 1 week of measurements is required to get this results, which may not
be suitable for the lunar navigation system satellites if more frequent trajectory
updates have to be made to plan for maneuvers, support of critical operations and
manned missions.

Both position and velocity exhibit periodic oscillations, possibly indicating an
accurate semi-major axis estimate, thanks to the radial information provided by
the altimeter, and a slight eccentricity deviation, or a mean anomaly constant
offset which brings the calculated trajectory closer to the real one every time the
aposelene is reached. In fact, the oscillations period is roughly the same of the
period of the ELFOs, which is around 24h.
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Figure 4.4: 3D position (left) and velocity (right) error for DSN and altimeter
scenario with two 8-hours windows of tracking

4.2.2 4-hours-a-day-tracking

In Figure 4.5 below, a similar trend to the DSN-only case is exhibited. As in the
8-hours tracking windows though, with 4-hours windows the tendency to diverge is
no longer present. Again, the more the time span, the better the results. For the 7
days time span, similar results to the 8-hours case are reached though gathering
much more observables, meaning there is no advantage in having such frequent
tracking when solving for the initial state only after one whole week. Instead, the
positive aspect of the 4-hours windows is that accurate orbit update can be made
as frequently as every 3 days.

The same oscillation pattern of Figure 4.4 can be seen in 4.5 in the bottom
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left image, indicating the consistency of the geometric considerations aforemen-
tioned after the same time span even with more tracking windows.

In Table 4.2 the summary of the mean and maximum constellation 3D errors is
reported.

3D error Position [m] | Velocity [mm/s]
Windows | Time Span | Mean | Max | Mean | Max
8 Hours | 7 days 1.38 235 | 011 |0.5
2 days 3.32 | 18.69 | 0.21 | 2.05
4 Hours | 3 days 299 | 7.44 |0.18 1.21
7 days 1.39 239 |0.11 |0.49

Table 4.2: 3D position and velocity errors resume for the DSN and altimeter
scenario

4.3 Lunar beacons, ISL and altimeter

Going towards a dedicated Lunar PNT system, as in ESA’s roadmap, will require
a decrease in Earth-based support and an increase in the number of observables
directly available in lunar environment. As mentioned in chapter 1, using ISL will
be necessary to have sufficient measurements for orbit determination purposes.
Moreover, the beacons placed on the Moon’s surface will provide a fixed reference
in the OD algorithm thanks to constant and accurate knowledge of their position.

4.3.1 Preliminary simulations: insight into observability
and noise with mixed algorithm

Several key informations were deducted from the preliminary simulations for the
architecture with beacons and ISL. The first insight was about observability: while
two beacons and two ISL contacts per satellite are theoretically sufficient to allow
the use of the instantaneous LS algorithm presented in section 3.6, providing 24
observables when all the spacecrafts are in view of each other and of the beacons,
the state vector was found to be unobservable with this architecture. Indeed, even
without observation noise, the algorithm would not yield accurate results and had
to be adjusted to handle a non-positive definite A matrix*. The algorithm also

!The implemented least squares algorithm uses the Cholesky decomposition of the positive
definite A matrix to obtain a numerically efficient result, but this is only possible when the
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Figure 4.5: 3D position (left) and velocity (right) error for DSN and altimeter
scenario with 4-hours windows of tracking for 2, 3 and 7 days of time span from
the top to the bottom respectively
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displayed a strong influence on the initial guess under these conditions, particularly
when increasing the error on the velocity.

Figure 4.6 below shows the conditioning number trend of A for two days of
simulation of the above mentioned 2 beacons and ISL architecture, and compares it
with the availability of the whole set of observables: value 0 means it is not possible
to calculate the position instantaneously, value 1 means that all 24 measurements
are available and the state deviation is computed with only the observables collected
at that epoch. It is clear that the least squares problem is much worse conditioned
when all satellites are in view of the beacons and of each other. While this may
come unexpectedly at first glance, it is actually coherent with the unobservability
of the state vector: H being not full rank makes A non positive definite and thus
ill conditioned for solving the least squares linearized system; instead, collecting
measurements for long periods improves observability and continues to allow orbit
determination exploiting ISL to provide a relative measurements when one satellite
is no longer in view of the beacons. As a reminder, it was pointed out in section
2.5 that, numerically, the state can be considered observable if cond(A) < 10'°.
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Figure 4.6: Least squares A matrix conditioning (top) and observables availability
(bottom) for two beacons and ISL: 1 corresponds to all 24 observables available
while 0 indicates that at least one observable is not available.

These preliminary results pointed out the necessity of having more observables,
either with the addition of a ranging beacon or with altimetric measurements.
Initially, the former approach was considered, leading to the second important
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insight into these beacons and ISL architectures: the influence of measurement
noise on the instantaneous algorithm.

As soon as a third beacon was added, the observability problem was solved: the
least squares matrix conditioning lowered to 10, H matrix was full rank and A
became positive definite. The number of maximum measurements available in this
scenario is 32, that are the same 24 from previous case plus 8 more corresponding
to range and range rate from the third beacon to each of the four satellites (4x2).
In the absence of measurements noise, the results of the OD algorithm for the
keplerian unperturbed case were promising as shown in Figure 4.7 below, with
sub-millimeter accuracy in position for the instantaneous OD and few-meters level
when using the batched least squares.
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Figure 4.7: 3D position error for 3 beacons and ISL scenario in the absence of
measurement noise for 2 days of simulation

Clearly, this simulation was only conducted to test the validity of the algorithm, to
verify the correctness of the formulation of the problem in terms of observability
and the conditioning number of the LS matrix to be expected.

The addition of measurement noise on beacon ranging was found to be criti-
cal. While range and range-rate data from ISL and range-rate from beacons did
not have a big impact on the OD solution, except for showing some oscillations in
the 3D error in position when calculating the solution instantaneously, as Figure
4.8 illustrates, a massive 3D error during these same instantaneous OD arches was
found when measurement noise was added to the range data from the beacons.
This latter is shown in Figure 4.9 where the green line indicates the instantaneous
OD arches, corresponding to the epochs when all the 32 observables were available.
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Figure 4.8: 3D position error for 3 beacons and ISL scenario with measurement
noise on range and range-rate from ISL and range-rate from beacons for 24 h of
simulation
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Figure 4.9: 3D position error for 3 beacons and ISL scenario with measurement
noise on all observables for 2 days of simulation

Both Figure 4.9 and 4.8 indicate that the oscillations are due to the noise
on the range data from the beacons. This can both be interpreted numerically
and geometrically. From a mathematical point of view, it all comes down to
the conditioning number of A. In spite of the fact that 10° is much lower than
the observability threshold 10'°, it still indicates an ill conditioned least squares
problem. In fact, being the dynamical model known for the Keplerian case, per-
fect measurements without noise, being the problem correctly formulated and the
state vector observable, as expected lead to extremely accurate results when all
satellites are in view of the beacons as in Figure 4.7, and the only deviations
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from true trajectories are entirely due to computational instabilities. When mea-
surement noise is added though, the right-hand side of (2.3.15) is modified with
1072 meters of perturbation. In fact, the levels of noise preliminary introduced
WEre Orange—ISL — acm, Orange—rate—ISL — 003mm/s, Orange—beacons — 5cm and
Orange—rate—beacons = 0.03mm/s. Though being an optimistic amplitude of noise,
a 1072 perturbation is amplified through a 10° conditioning and increases to the
hundreds meters of error displaced in Figure 4.9. This is a well-known behavior of
ill conditioned linear systems in the form of (2.3.16) as in [86].

From a geometrical perspective, as [87] points out for the GNSS case, when
a poor geometry is encountered, in order to improve the precision and the reliability
of OD the solution it is necessary to track the satellites for a certain period, allowing
the trajectories to change enough for the receiving stations to collect diversified
data. In the present scenario, when all the four satellites are passing over the South
Pole and are in view of the beacons, the geometry is quite poor: this is both because
the satellites are at their closest point and because the beacons are located near
each other due to mission drivers and logistic. Indeed, since the initial phases of the
Artemis program and of ESA’s Moonlight initiative will focus on the lunar South
Pole, it is highly unlikely that due to costs and complexity, at least at the beginning,
surface beacons could be placed far from this region. The proximity of the beacons
to each other and the low angular velocity of the satellites passing over the South
Pole at their aposelene tend to produce very similar observation equations [88] that
have to be diversified with sufficiently long periods of measurements collecting.

All these considerations are supported by additional simulations that have been
conducted virtually placing the third beacon far from the Moon’s South Pole. As
expected, the further the location was chosen, the better the OD results. This is
shown in Figure 4.10 below where the 3D error in position is reported for three
scenarios where the beacon was progressively moved further from the others. A
constellation average 3D error of 25m was found at best for the instantaneous OD
algorithm.

Since the mixed algorithm proved to be unsuitable for this scenario, some simulations
were conducted with the long arch one to assess the influence of the aforemen-
tioned factors (i.e., poor geometry, conditioning, noise) when using batches of data
collected at different epochs. The results of Figure 4.11 indicate that although
eliminating the oscillations of the mixed algorithm, during the transit above the
South Pole of all satellites (indicated with the green horizontal line at constant
value equal to 1), the low angular velocity and the measurement noise still have a
big impact on the quality of the OD solution.
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The conclusion of this preliminary analysis is thus twofold: firstly, adding a
third beacon makes the state vector fully observable, but the mixed algorithm
solution, which would be efficient for near real-time orbit update, suffers from
measurement noise due to the ill conditioned A matrix; on the other hand, the
batched long arch algorithm is still greatly influenced by poor geometry as Figure
4.11 demonstrates. Since, as mentioned before, it is unlikely to expect the bea-
cons to be placed further, this results led to the necessity of adding a diversified
observable, rather than an additional beacon, that is the altimeter, as for section 4.2.

Before proceeding to the next scenario, it is also worth to point out that some
trials were made regarding the solution methods of the linear least squares system
of (2.3.16) exploiting the positive definiteness of the information matrix A. Partic-
ularly, the preconditioned conjugate gradient method was implemented with the
incomplete Cholesky decomposition for the preconditioner, following the procedure
of [89]. Since it did not yield more accurate results, a proposed approach for further
studies is to use the Tikhonov-Phillips regularization illustrated in [88].

4.3.2 Two Beacons, ISL and Altimeter

The addition of altimetric measurements led to very positive results. Either with
two or three beacons, these are the first scenarios that were also tested with real
perturbed simulated ELFOs. Different time spans were considered, as well as
different data rates for the Keplerian case.

Figure 4.12 reports the 3D error in position and velocity for the Keplerian sce-
nario with 2 beacons, ISL contacts and the altimeter for a data rate of 1 batch of
observables gathered per minute from each ranging source for 24h of simulation.
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Even with time spans as short as 30 minutes, a constellation mean 3D error of
3m is reached. With 60 minutes the error is halved and slightly decreases as the
duration of the arch gets longer. The level of noise introduced here is the same as
in previous sections for both beacons and altimeter.

While increasing the data rate for the DSN-only and DSN and altimeter scenarios
did not lead to more accurate results, in the present case it does have a significant
impact, with a higher data rate improving the performances of the OD algorithm
considerately. This is justifiable considering that from the DSN antenna perspective,
appreciable geometric changes in the satellite trajectories occur after much longer
time periods than from the surface beacons point of view, because of the around
30 times greater distance that the former ranging source have from the lunar
orbiters compared to the latter. This means that batches of observables collected
at consecutive seconds will not provide useful informations and significantly lower
data rates can be used.

In the Table 4.3 below a comparison of the performances for the two data rates in
terms of 3D mean and maximum error is reported, showing the improvement in
performances aforementioned. The trend of the 3D errors in position and velocity
for the higher data rate is reported in Figure 4.13 for completeness.

3D error Position [m] | Velocity [mm/s]
Data Rate Time Span | Mean | Max | Mean | Max
30 min 3.16 10.64 | 0.27 | 2.12
1 batch/minute | 60 min 213 | 747 10.18 | 1.50
90 min 1.88 ]6.00 |0.15 1.29
30 min 0.43 |6.53 | 0.12 5.81
1 batch/second | 60 min 0.38 | 1.06 | 0.09 |0.33
90 min 028 [0.89 |0.08 |0.44

Table 4.3: 3D position and velocity errors comparison for different data rates for
the scenario with 2 beacons, ISL and altimeter

Even if the performance improvement is tangible, a data rate as low as one batch
of observables per minute still yields good results, which is to be considered in
the trade-off analysis as an important feature since lower rates would significantly
reduce processing effort and memory requirements.
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Figure 4.12: 3D position and velocity errors for Keplerian scenario with 2 beacons,
ISL and altimeter, 24 hours of simulation, 1 batch of observables per minute and
increasing time span from top to the bottom (30,60 and 90 minutes)

60



Simulations results

Position Velocity
-3
7 . i 8 10
Sat 1 [\\ Sat 1
Sat 2 I Sat 2
6 Sat 3| | 5L Sat 3| |
Sat 4 Sat 4
5t |
u ‘o '
= 7
g gar 1
£ £
asf &
Gd )
2r ]
5|
. S A 1 )
el WAV N P o AL
0 500 1000 1500 0 500 1000 1500
Time [min] Time [min]
-4
1.2 T T - - - T 35 X10 " - - T T
Sat 1
Sat 2
1L 3r sat3|]
Sat 4
0.8 |\
= =
. 5 '
£ 06 5
g &
8 a |
o« -
0.4 i
j \_7 |
0.2 \.Al" |
| L4 7]:—_L T4
\ / ==
0 200 400 600 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400
Time [min] Time [min]
-4
0.9 - 45 210
Sat 1 | Sat 1
sat2| | e || sat2| |
Sat 3 || Sat3
Sat 4 |
] 35} || Sata ]
"‘.‘ |
1] 87
3 \ T
= . E
g \ 5
= \ 8§
@ \ H fl
o \ G
@ \ o
2 -
1500 1000

Time [min]

Time [min]

Figure 4.13: 3D position and velocity error for the Keplerian scenario with 2
beacons, ISL and altimeter with long arch OD algorithm for 24 hours of simulation,

1 batch of observables per second, increasing time span from top to the bottom
(30, 60 and 90 minutes)

61



Simulations results

For completeness, Figure 4.14 reports the variation in the number of observables
collected at each epoch overtime. The maximum is 28, being 24 from the previous
scenario with two beacons plus 4 altimetric measurements. The minimum number
is 20, corresponding to a satellite losing LOS communication with the others (2
ISL contacts, from which 4 measurements) and with the beacons (4 among range
and range-rates measurements) when passing over the North Pole at its periselene.
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Figure 4.14: Number of observables collected per epoch (Keplerian model)

A further confirm of the mitigation of noise and observability for this architec-
ture where the dynamic model is known comes from the real perturbed scenario
when the ELFOs were simulated as described in 3.3.2. Figure 4.15 illustrates
the 3D error in position and velocity obtained using Moon HPOP in the long
arch algorithm. With prediction arches as short as the one considered for this
case, no divergence in the algorithm occur even when using the perturbed model,
which generally causes the trajectories to drift strongly depending on their initial
Keplerian parameters, leading estimated and real orbits to diverge quickly. This
last simulation was conducted with a data rate of 1 batch of observables per minute.

Table 4.4 below resumes the 3D errors for this latter case.

3D error Position [m] | Velocity [mm/s]
Data Rate Time Span | Mean | Max | Mean | Max

30 min 3.89 | 114 | 0.39 |2.71
1 batch/minute | 60 min 3.01 |[863]034 |191

90 min 1.88 | 7.59 | 0.29 1.52

Table 4.4: 3D position and velocity errors comparison for different time spans for
the scenario with 2 beacons, ISL and altimeter with perturbed ELFOs (HPOP)
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Figure 4.15: 3D position and velocity error for the scenario with 2 beacons, ISL
and altimeter with long arch OD algorithm for 24 hours of simulation, 1 batch of
observables per minute and perturbed ELFOs (dynamical model known), increasing
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In the previous simulations, the exact dynamical model was assumed to be
known both with the Keplerian case and with the perturbed ELFOs. In fact, for this
latter case, the complete model with 48x48 gravitational field potential spherical
harmonics, SRP and third body perturbations, was used to propagate the the state
vector and the state transition matrix inside the logic of the OD algorithm. This
gave room to a deep analysis into the impact of measurement noise, initial guesses,
observability, data rates and time spans. An additional step was using a simplified
dynamical model in the algorithm to deal with the real perturbed ELFOs: as
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anticipated in section 3.3, only third bodies perturbations and SRP were taken into
account hypothesizing that those were accurately well modellable, while spherical
harmonics were ignored, considering only Moon’s point mass acceleration. This
is a reasonable assumption, and it is still conservative considering that complete
and highly precise models for lunar gravity field are known, as the one in HPOP,
though it has to be underlined that the ELFOs considered were simulated through
HPOP and do not come from real ephemerides. Figure 4.17 reports the 3D error
in position for this scenario with time spans of 30,60 and 120 minutes. The graphs
on the left represent the whole error trend overtime, while the ones on the right
are details from the simulation periods when all satellites were in view of the bea-
cons. The same logic is followed for the 3D error in velocity illustrated in Figure 4.18

In Figure 4.16 below the number of observables available as in 4.14 is reported for
comparison with the 3D position error for the 30 minutes case. What is clear from
this result is that as long as many observables are available, in spite of the fact
that the algorithm is using an approximated and conservative dynamical model,
the results are quite good. This leads to possible improvements as the algorithm
could be modified to handle the outages of the satellites overflying the North Pole
as further explained in chapter 6.
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Figure 4.16: 3D error for 2 beacons, ISL and altimeter compared to observables
availability for real perturbed case and long arch algo with 30 minutes of time span
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4.3.3 Three Beacons, ISL and Altimeter

As it will be clear from the results of these simulations, when the altimeter is added,
the effect of noise on the OD is already sufficiently mitigated with 2 beacons and
though providing a slight improvement in the 3D error, the addition of a third
beacon is not justified considering the increase in the complexity of the system
architecture. This will be further analyzed in the next chapter. As for the previous
section, Figure 4.19 below illustrates the variation in the number of observables
collected per epoch overtime in the Keplerian case for completeness. This time, 36
observables are available at maximum (24 (6x4) from the beacons, 8 (2x4) from
ISL and 4 from the altimeters) while at minimum 26 sources are always available,
again corresponding to a satellite passing over the lunar North Pole and losing
LOS communication with the 3 beacons ( from which 6 measurements ) and with
the other satellites ( 4 ISL measurements ).
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Figure 4.19: Number of observables collected per epoch (Keplerian model)

The next pages will illustrate with the same logic of the previous section the 3D
error in position and velocity. Firstly, Figure 4.20 will report the results for the
Keplerian ELFOs with a data rate of 1 batch per minute. After that, Figure 4.21
will compare the precedent results introducing a higher data rate of 1 batch per
second and following that, Figure 4.22 will illustrate the error for the perturbed
scenario when using Moon HPOP for the dynamical model in the OD algorithm.

Table 4.5 below resumes and compares quantitatively the 3D errors for the three
aforementioned scenarios where the dynamical model is known and the effects of
noise and initial guess only are studied. The results confirm the conclusions of the
previous section: the addition of the altimeter manages to handle the measurement
noise pretty well and the initial guess error as well even with the perturbed model
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that could cause divergence. The good performances in this latter case are mainly
thanks to the limited time spans considered. The clear improvements in the OD
solution and following orbit prediction for the higher data rate are also confirmed.

3D error Position [m] | Velocity [mm/s]
Model Data Rate Time Span | Mean | Max | Mean | Max
30 min 282 124 0.3 2.41
1 batch/minute | 60 min 1.72 |51 [0.15 |0.72
Keplerian 90 min 1.32 | 4.65 | 0.21 | 1.05
30 min 038 |6.44 | 0.15 | 583
1 batch/second | 60 min 0.25 | 1.12 | 0.12 | 0.39
90 min 0.22 1094 | 0.09 |0.46
30 min 282 | 11.7 1033 | 1.31
Perturbed | 1 batch/minute | 60 min 1.81 | 7.30 | 0.31 | 1.19
90 min 238 16.43 [0.27 |0.91

Table 4.5: 3D position and velocity errors comparison for different time spans
and dynamical models for the scenario with 3 beacons, ISL and altimeter

Following that, the analysis of the 3D error for the scenario where limited knowl-
edge of the dynamical model is available (no spherical harmonics coefficients in
the gravity field description) is reported in Figure 4.23 and 4.24, showing con-
sistent results with the corresponding case of the previous section: very good
performances are obtained when all satellites are in view of the beacons and many
observables are available, regardless of the conservative model used for orbit predic-
tion. Again, this is mainly thanks to the limited time spans used that prevented
the predicted orbits to diverge consistently from the real ones. Indeed, for both
the present and the previous scenario with two beacons, 60 minutes looks to be
an optimal duration of the time span both for collecting observables and for the
orbit prediction phase when the initial state vector calculated with the batches
of observables collected during the time span, is propagated. Longer time spans
both exhibit higher peaks of errors when the constellation undergoes poor observ-
ability and higher mean 3D errors when many observables are available as well.
Conversely, shorter time spans lead to improved performances in the mean error
with good observability but exhibit higher peaks error of around 2 to 2.5 kilometers.

For the 60 minutes time span, although the peak error is still as high as 1 kilometers,
the mean error when the satellites are all in view of the beacons is around 3.5
meters (Figure 4.23), which is good both being a 3D error (so not the SISE as seen
by the final PNT service user) and still a conservative estimate.
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Figure 4.20: 3D position and velocity errors for the Keplerian scenario with 3
beacons, ISL and altimeter with long arch OD algorithm for 24 hours of simulation,

1 batch of observables per minute and increasing time span from top to the bottom
(30, 60 and 90 minutes)
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4.4 Lunar beacons, DSN, ISL and Altimeter

This scenario is the one with the highest number of observables available. Three
beacons provide 24 measurements and 24 as well are from the three DSN antennas,
while the on-board altimeters and the 4 ISL contacts provide 12 observables. In
total, 60 measurements are theoretically available at most. In practise, as for section
4.1, it is clearly impossible to have all three DSN stations in view, which means that
the maximum number of observables simultaneously available is 52 (60-8 from one
DSN station). The least number corresponds to two satellites temporarily lacking
LOS with the beacons during a period when DSN is not tracking the constellation,
and it is 24 as shown in Figure 4.25 below, where the availability of measure-
ments is reported overtime. Clearly, one of the two satellites is going towards the
lunar North Pole, while the other has just overflown it and it is directed at its
aposelene. Since these two satellites do not generally use the ISL to communicate
with each other, all cross-linking data are still available. Note that the pattern
in Figure 4.25 is not periodic as it is derived from the perturbed ELFOs. The
standard deviations of measurement noise for beacons and ISL are the same as for
previous scenarios: Orange—I1SL = 5cm70range—rate—ISL = 003mm/s, Orange—beacons —
5¢M,Orange—rate—beacons = 0.03mm/s; instead, being a very high number of observ-
ables available, it was decided to increase the noise on DSN and altimeter data
to Orange—DSN — 1m7 Orange—rate—DSN — Olmm/s and Orange—altimeter — 0.2m to
assess the capability of the algorithm to handle these noises.
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Figure 4.25: Number of observables available overtime for the scenario with three
beacons, ISL, DSN and altimeter (perturbed scenario)
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simulation
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Figure 4.26 illustrates the 3D error in position and velocity for the present
scenario for increasing time span of 1, 2 and 4 hours and 1 batch of observables
per minute. What is clearly noticeable is how during the tracking passes with the
DSN, which, for this scenario, have been set to two 2-hours windows per day, the
error is very low, well under 50cm.

Simulations for the same time spans were conducted for a higher data rate of
1 batch per second and are reported in Figure 4.27. As for the previous scenario
without the DSN, a dramatic increase in the OD accuracy is observed with one
batch of observables per second but in this latter case a lower time span yields
slightly better results, but this should be confirmed with further statistical analysis
like Monte Carlo simulations. Table 4.6 below resumes the 3D mean and maximum
error for these time spans and data rates.

3D error Position [m] | Velocity [mm/s]
Data Rate Time Span | Mean | Max | Mean | Max
1h 1.49 | 564 [0.14 | 1.19
1 batch/minute | 2 h 1.13 | 5.26 | 0.12 | 1.00
4 h 0.85 | 5.37 | 0.09 |0.97
1h 0.28 | 1.39 | 0.08 |0.61
1 batch/second | 2 h 0.30 | 1.31 | 0.08 | 0.46
4 h 0.48 | 1.38 | 0.08 | 0.32

Table 4.6: 3D position and velocity errors comparison for different time spans
and data rates for the scenario with 3 beacons, ISL, DSN and altimeter

In spite of the already good performances with the previous time spans, ad-
ditional simulations were conducted to find a time span that would result in a
more stable error, eliminating the peaks even with lower data rates. The strategy
used was to select a time span sufficiently long so that it always included a DSN
tracking window. With two 2-hours windows per day, this means having at least
a time span of 12h. Simulations were conducted for 12h and 24h both for data
rates of 1 batch per minute and 1 per second. As it can be seen from Figure 4.28
and 4.29 and from Table 4.7, increasing the data rate does not improve the OD
accuracy, and the reason is that when such longer time spans are used, the effect
of the variation of the geometry of the constellation overtime is vastly predominant
over the increased number of observables in terms of benefit on the OD accuracy.

From all the results of the present section, it follows that a careful trade-off
between computational effort, both in terms of execution time of the algorithm and
memory required, and accuracy of the OD has to be carried out for the present
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scenario.

3D error Position [m] | Velocity [mm/s]
Data Rate Time Span | Mean | Max | Mean | Max
12 h 1.25 |1 3.79 |1 0.09 |0.49
1 batch/minute | 24 h 091 |2.00 {0.08 |0.62
12 h 1.19 | 3.78 | 0.08 | 0.49
1 batch/second | 24 h 091 | 1.99 | 0.08 |0.49

Table 4.7: 3D position and velocity errors comparison for different time spans
and data rates for the scenario with 3 beacons, ISL, DSN and altimeter
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Figure 4.28: 3D position and velocity error for Keplerian scenario with 3 beacons,
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Figure 4.29: 3D position and velocity error for Keplerian scenario with 3 beacons,
ISL, DSN and altimeter, long arch OD algorithm, 1 batch of observables per second
and increasing time span from top to the bottom (12 and 24h), 72h of simulation

As expected, a more stable trend for the 3D error can be seen with the 24h time
span, but it is worth to point out from the previous results that a slight increase in
the data rate could provide the same error behavior (or even a more stable one)
with time spans as short as 1 or 2 hours, providing a more frequent update for the
trajectories at an overall restrained cost. This is further analyzed in chapter 5.

The same mission architecture was simulated for the perturbed scenario, using
HPOP as propagator in the OD algorithm as for previous sections. The addition of
DSN slightly improves the performances with respect to the previous scenario with
the beacons, the cross-links and the altimeters when using the same time span.

The 3D error in position and velocity for the present scenario is reported in Figure
4.30 for different time spans.
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Figure 4.30: 3D position and velocity error for the perturbed scenario (dynamical
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batch of observables per minute and increasing time span from top to the bottom
(1h,2h and 12h), 24h of simulation
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While all the perturbed scenarios were not simulated with higher data rates
due to excessive computational effort ( which is also to be considered as a driver
when implementing a high-fidelity dynamical model in the algorithm ), it is clear
from 4.30 that, in this case, even better results could be obtained with 1 batch of
observables per second. Indeed, this latter data rate would result in 3600 batches
collected in an hour instead of only 60, averaging out the effects of noise while being
only slightly influenced by the variation of the geometry of the constellation.The

3D errors in position and velocity for the present case are resumed in Table 4.8
below.

3D error Position [m] | Velocity [mm/s]
Data Rate Time Span | Mean | Max | Mean | Max
1h 1.65 | 5.02 | 0.22 | 0.95
1 batch/minute | 2 h 1.82 | 5.18 | 0.21 | 0.90
12 h 714 | 148 | 047 | 3.34

Table 4.8: 3D position and velocity errors for different time spans for the perturbed
scenario with 3 beacons, ISL, DSN and altimeter

As for all the mission architectures, with the perturbed ELFOs, short time spans
lead to more accurate results, though it is worth to notice that in this last scenario,
in spite of having a greater mean and maximum 3D error, the 12h time span case
exhibits an overall more stable trend, which can be traced back to having at least
one DSN tracking window per time span.
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Figure 4.31: 3D position error (left) and detail (right) for the perturbed scenario
(limited knowledge of dynamical model) with 3 beacons, ISL, DSN and altimeter,1
batch of observables per minute , 24h of simulation
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To conclude this section, as for the previous one the 3D error in position when
limited knowledge of the dynamical model is known is reported in 4.31 above
for completeness. A 60 minutes time span was selected taking into account the
considerations of the precedent section. Indeed, the addition of DSN data yields
better results with respect to the previous case, halving the peaks and maintaining
a 3.5m mean error when many observables are available.

4.5 The use of GNSS

While the importance of the possibility of using GNSS for lunar navigation was
illustrated both in chapter 1 and briefly in 3, the results of the simulations following
from the hypothesis and assumption of section 3.4.2 are presented hereafter.

4.5.1 GNSS and altimeter

In the first simulated scenario from this section, in addition to the use of GNSS
signals, the satellites exploited the on-board altimeter. The maximum number of
observables available in thus is 8, with 4 ranges from the GNSS and 4 altimetric
measurements. Instead, the minimum is 7, corresponding to one satellite losing
direct LOS with Earth as reported in Figure 4.32. It is worth remembering that,
for simplicity, the GNSS signals were simulated as a single observable collected
by each lunar satellite as it was coming from a point source. This means that
Moon’s occultation is the only cause of loss of observables. The exclusion of the
unavailable measurements has been carried out starting with the same procedure
as for satellite-to-satellite LOS visibility from section 3.4.1 (Figure 3.4).
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Figure 4.32: Number of observables available overtime for the scenario with
Earth’s GNSS and the on-board altimeter
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The first simulations were conducted for the Keplerian case. Since the main
source of observables available is the GNSS and considering the high distance from
Earth, low data rates and long time spans were selected for the OD algorithm.
Particularly, time spans of 24h, 48h and 72h were simulated with 1 batch of ob-
servables per second. Two different levels of noise were considered to assess the
capabilities of the algorithm to handle them: firstly, lower standard deviations
as Taimeter = 10cm and ogyss = 1m, then higher ones as ouimeter = 20cm and
oanss = 2m. The former case corresponds to the results in Figure 4.33, while the
latter to the ones reported in Figure 4.34.

From these simulations, two main features of the OD algorithm can be inferred:
first of all, as for the DSN and altimeter scenario, the longer the time span, the
lower the 3D error and the more stable its trend; secondly, both qualitatively
and quantitatively, as far as such long time spans are concerned, the increase in
measurement noise does not worsen the OD performances. This is further clarified
with the resume in Table 4.9 below.

3D error Position [m] | Velocity [mm/s]
Measurement noise Time Span | Mean | Max | Mean | Max

24 h 491 354 (032 |6.90
Oaltimeter = 10cm ogngs = 1m | 48 h 209 | 798 | 0.18 |2.25

72 h 1.71 | 4.55 | 0.15 | 1.32

24h 5.17 | 32.8 | 0.33 | 6.84
Oaltimeter = 20cm ognss = 2m | 48 h 204 | 783 ]0.18 |212

72 h 1.73 | 4.78 | 0.15 | 1.27

Table 4.9: 3D position and velocity errors comparison for different time spans
and noise levels for the Keplerian scenario with the GNSS and altimeter. Data rate
is set at 1 batch of observables per minute.

Following that, Figure 4.35 illustrates the 3D error in position and velocity for
the perturbed scenario when using HPOP in the OD algorithm, i.e., being the
dynamical model known. Quite high both medium and maximum errors can be
observed in position and velocity as well and the variation of the performances with
the time spans does not show a clear pattern. Indeed, in the previous sections it
was shown that with the perturbed ELFOs shorter time spans worked better, but
in the present scenario that strategy could not be followed: in fact, as for the DSN,
GNSS signals, due to the large distance of their source, need longer time spans to
allow the geometry of the lunar constellation to change enough to diversify the
batches of data and yield a good estimate.
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Figure 4.33:

Simulations results
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Figure 4.34: 3D position and velocity error for Keplerian scenario with GNSS
and altimeter, long arch OD algorithm, 1 batch of observables per minute and
increasing time span from top to the bottom (24, 48 and 72 hours), 8 days of

simulation. Higher level of noise.

85



Simulations results

Position Velocity
0.025 . ! . . . . . .
450 Sat 1
N Sat 2
400 - A\ S|
/ \ at 002 f | E
350 / | [
[ | x
300 - / \ = \ I
= \ 20015+ \ 4
E \ £ \ i
= 250 - e \ = | I8 /
2 / ‘ 2 \ |
@ _ / b \
200 b I
a 2 001 [\ 4
150 \
oo \ o 1 0.005 - \ / N ]
of / \/4 B NG
AR By v P : < 3
0 500 1000 1500 2000 2500 3000 3500 4000 4500 00 = ey mm el e i
Time [min] Time [min]
. . . . . . ; 0.02 ! . . . . . ;
Sat 1
160 | Sat2 0.018 |
Sat 3
140k Sat4| - 0.016 [
0.014 |
_ 2 0.012
g -
5 § oo
= @
@
Q 0.008
a @
0.006 |
0.004 |
0.002 [~
0
0 500 1000 1500 2000 2500 3000 3500 4000 4500 0 500 1000 1500 2000 2500 3000 3500 4000 4500
Time [min] Time [min]
250 i " i " i " i i 0.05 | . . . . . . :
Sat 1 | ‘ Sat 1
Sat 2 0.045 ‘ | Sat 2|1
Sat 3 ‘ Sat 3
200 0.04 ‘ ‘ sat 4|1
0.035 | ‘ ‘ 4
E 150 T 003+ H H 4
= El
o P
£ 5 0.025 ‘ ‘ ‘ | I ]
3 g | |
@ 100 Q o002t | ‘ I 1
. (111 [l [
LA i A
0.015 F \ r\\ i |\ ]
I f
[/ R
50 001t [ I\
| \ | )/\ \ [\
0.005 / L 1[/ S 7ANN 1
‘\J Z NN _
0 . . . . . . . . q N ] s
0 500 1000 1500 2000 2500 3000 3500 4000 4500 0 1000 1500 2000 2500 3000 3500 4000 4500

Time [min] Time [min]
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of observables per minute and increasing time span from top to the bottom (12, 24
and 36 hours), 3 days of simulation.
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The issue with this last perturbed case is in the time span as anticipated. Since
the dynamical model is known though, one could expect to see a similar trend as
for the unperturbed scenario. The fundamental difference here lies in the properties
of the ELFOs. In the previous chapters, particularly in section 1.3.2, the stability
of these orbits under the effect of perturbations was illustrated referring to several
precedent researches, particularly from Ely’s work [20]. What these studies point
out is that a fine tuning of the initial Keplerian parameters has to be carried out in
order to have a frozen orbit. Being the initial guess in position and velocity quite
inaccurate, this results in a reference trajectory rather different from the real one,
which implies a rapid divergence of the two due to the unbalanced perturbations.
In turn, this makes the algorithm diverge quickly for an excessively long time span.

In spite of this, the addition of more observables tends to increase the OD per-
formances as the geometry of the constellation changes. This leads to an optimal
time span of around 24h as a trade-off between these two opposed influences.

4.5.2 GNSS, DSN and Altimeter

While the Keplerian scenario with GNSS and altimeter yielded accurate results,
the perturbed scenario demonstrated a high sensitivity to both initial guess and
variation of constellation geometry. This led to the further addition of the DSN
stations in the simulated environment in order to try to mitigate these influences.
Firstly, Figure 4.37 reports the 3D error in position and velocity for the Keplerian
case when adding the DSN, then Figure 4.38 illustrates the perturbed case when
using HPOP as dynamical propagator.

What is clear from both those figures is that the addition of the DSN does not solve
the issue of the previous section. Two main factors come into play. First of all, DSN
is only limited to two 2-hours windows of tracking per day, which means that a
24h time span would be needed at minimum to collect observables from two passes,
which generally improves a lot the OD but in the perturbed case it suffers from the
rapid divergence of the reference trajectory from the true one. On the other hand,
there is a subtle downside coming from the GNSS modelization, following from the
assumptions and hypothesis of this work, when using it alongside the DSN: the
GNSS signals were simulated as coming from a point source placed in Earth’s center
of mass and only providing range data; since the DSN antennas are located on
Earth’s surface and the distance between Earth and the Moon is far greater than the
one between Earth’s center of mass and the DSN antennas, the range data from the
DSN stations is numerically very close to the range data from the GNSS. This means
that the addition of the DSN provides only unique range-rate measurements and
worsen the conditioning of the A matrix due to the presence of almost equal rows
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in the observations-state relation matrix H corresponding to GNSS and DSN ranges.

It is important to point out that these conclusions only come from the hypothesis
and assumptions of the present work. Indeed, using a complete model of the
GNSS constellations and considering the clock errors for all the observables, would
yield different results: a complete model of the GNSS constellations would largely
diversify the observables collected in lunar environment, making unique range-rate
data available for OD which were not modelled in the present work and furthermore
increasing the relative distance between the GNSS signal sources and the DSN
antennas of thousands of kilometers as the real GNSS orbits are Medium Earth
Orbit (MEO) with an altitude of around 20.000km, improving the quality of the
range measurements as well as they diversify between the two sources; on the other
hand, clock errors for the GNSS would be extremely worse than the ones from DSN,
this latter exploiting a two-way ranging while the former being one-way. Therefore,
a clear advantage should be got from adding the DSN when compared to the GNSS
and altimeter only scenario, but this is not noticeable with the present assumptions.

Moreover, high levels of noise are to be expected from GNSS signals with the
side lobes of the pattern of their antennas not being developed for navigation pur-
poses at altitudes as high as Moon’s, thus the standard deviations of measurement
noise considered in the present work may be rather optimistic.

Finally, Figure 4.36 below illustrates the number of observables collected overtime
for the present scenario. The maximum amount of measurements simultaneously
available per epoch is 24, corresponding to data from two DSN stations (16), the
GNSS (4) and the on-board altimeters (4), while the minimum is 7 as for the
previous case when the DSN is not tracking the constellation.

Available Obersvables [n°]

12 - b
10 - b
8 W ll L ' W W]

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Time[min]

Figure 4.36: Number of observables available overtime for the scenario with
Earth’s GNSS, DSN and the on-board altimeter
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Figure 4.37: 3D position and velocity error for Keplerian scenario with GNSS,
DSN and altimeter, long arch OD algorithm, 1 batch of observables per minute

and increasing time span from top to the bottom (24, 48 and 72 hours). 8 days of
simulation.
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For this last scenario, the standard deviations of measurement noise was set

as follows: Oaltimeter — 10cm, OGNSS — 1m, ODSN—range — 0.6m ODSN—range—rate —
0.03mm/s.

Table 4.10 below resumes the 3D errors in position and velocity of the present
scenario for both the Keplerian and the perturbed cases.

3D error Position [m] | Velocity [mm/s]
Measurement noise | Time Span | Mean | Max | Mean | Max

24 h 484 |354 |0.32 |8.09
Keplerian 48 h 2.15 | 821 |0.18 | 2.67

72 h 1.62 | 435 |0.14 |1.21

8h 66.5 | 686.6 | 2.78 | 14.6
Perturbed 12h 91.7 | 414.6 | 3.36 18.2

24h 108.1 | 287.4 | 6.03 | 58.6

Table 4.10: 3D position and velocity errors comparison for Keplerian and per-
turbed scenarios with GNSS, DSN and altimeter. Data rate is set at 1 batch of
observables per minute.
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Chapter 5
Trade-off analysis

While the different implementations of the present work followed the scalability
logic of the lunar PNT system from ESA’s roadmap, several aspects have to be
considered and traded-off in the design of the optimal architecture for a lunar
satellite navigation system.

The following indicators are considered fundamental drivers:
o Orbit determination accuracy
e System complexity
o Algorithm complexity

The OD accuracy is clearly cardinal. The final purpose of the lunar PNT system
is to provide a final user with navigation messages containing the ephemerides
of the constellation in order to allow them to autonomously calculate their posi-
tion and clock informations. The better the OD accuracy, the more precise the
final user position will be. Since various maneuvers like rendez-vous, docking and
landing and most of the manned operations require high positioning precision,
it is necessary to accurately know the constellation state vector from the orbit
determination process. Key performance indicators like the 3D error considered in
this study, both in terms of mean and maximum entity, overall trend and stability,
are primary to assess the feasibility of the algorithms for the considered architecture.

Generally, the more complex a system becomes, the most performing it will be.
While this is true for most of the cases, a high increase in complexity does not
necessarily correspond to a high increase in performance since the more elaborated
a system gets, the harder it is to further improve it. This generally leads to a
trade-off. For the present case, the mission architecture could range from as simple
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as based on DSN tracking only to the most complete configuration with lunar
beacons, inter-satellite links, on-board altimeters and even eventual ranging from
the Lunar Gateway (this latter not considered here for the reasons explained in
3.4). The choice of the data rates and orbit update intervals also contribute to the
complexity of system design.

The choice of the parameters of the algorithm that has to perform the OD is
also to be traded-off. Implementing complex dynamical models for example, though
yielding more accurate results, could dramatically increase the computational effort
and time (most of which is related to the ODE integration). Likewise, batches from
high data rates could require large memory occupation and since it is not clear what
the actual final OD computational processor will be, the effective specifications
and complexity of the algorithm are yet to be determined.

5.1 DSN tracking

When performing OD with deep space antennas tracking the lunar navigation
constellation, as explained in the previous chapters, the algorithm performances do
not change with higher data rates due to longer periods required for a variation
in the geometry of the constellation as seen from the tracking stations. This, in
turns, implies that longer time spans are mandatory using a batched least squares
algorithm, the duration of which is highly dependent on the tracking windows
availability from the DSN/ESTRACK.

The results of section 4.1 and 4.2 tells that it is preferable to have shorter tracking
windows distributed overtime with respect to longer but infrequent ones. This is
not due to lower 3D errors when using the same time span but because rather
accurate OD can be performed within fewer days as Table 4.2 demonstrates.

Another way to interpret this latter consideration is that if the update of the
orbits is needed to be performed only as infrequently as every 6 or 7 days, there is
no advantage in using so many shorter tracking windows that would only result in
much more memory and time consuming computations while not improving the
OD performances.

It is worth noticing though that when considering a perturbed scenario, as seen in
section 4.5, shorter time spans benefit from limited drift of reference trajectories
from true orbits, meaning the optimal solution for this case is in fact using several
shorter tracking windows that result in both adequate OD performances and more
frequent orbit update capabilities.
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5.2 The autonomous lunar navigation system

A crucial step in the PNT roadmap implementation is the conversion of the lunar
navigation system in an autonomous architecture independent of Earth’s support.
This phase of the Moonlight initiative is likely to be reached with the introduction
of surface beacons and exploitation of satellite cross-linking.

In section 4.3 and 4.4 detailed analysis of the OD algorithm performances were
carried out together with an assessment on the influence of initial guess, time spans,
data rates, observability and dynamical models. Taking all the results into account,
the following conclusions can be inferred on the mission architecture:

o If the altimeter will be present on-board as expected, there is not a significant
quantitative nor qualitative advantage in having three beacons at the Moon’s
South Pole instead of two from an OD accuracy point of view. The state
vector is observable in both cases and the mean and maximum 3D errors are
of the same magnitude. It is worth to point out though that from a system
redundancy standpoint, the more the beacons, the most reliable the system.
That being considered, in a phase 2 PNT implementation as from ESA’s
roadmap, two beacons could allow adequate OD performance, while in a phase
3 full autonomous and established PNT system, three beacons would provide
additional robustness to the system.

o If a third beacon could be placed far from the South Pole, an important
increase in the performances of the OD process are likely to be reached as from
the analysis in 4.3, which is to be evaluated in detail. Besides the difficulties
in the collocation process, a major drawback would clearly be the servicing
logistic as the lunar surface base would be far from it.

e The addition of the DSN tracking to the autonomous navigation system
composed of beacons, ISL and altimeters, does not significantly improve the
OD performances. While DSN or ESTRACK support will be paramount in
the first phases of Artemis, both as primary navigation mean or eventually
complementing GNSS-based navigation, once the lunar autonomous system
will be established, Earth’s based assets like DSN antennas could become
secondary, relaxing tracking scheduling requirements. Nevertheless, as earlier
mentioned, in spite of hypothesizing that dual one-way ranging techniques
could be used in the satellite cross-links, clock errors would play a key role in
the OD&TS process and performances, making two-way ranging from Earth’s
deep space antennas a reliable source of clock-free observables that could
effectively improve the navigation accuracy.

The time span influence was explored in detail in Chapter 4. To summarize
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it, in the Keplerian scenario the OD performances would generally increase with
longer time spans, while in the perturbed cases an optimal time span would result
from a trade-off between reference trajectory divergence from the real one and
increasing amount of observables with longer time spans. That being considered,
the following aspects are worth pointing out:

e The optimal time span to use in the algorithm must respect PN'T service re-
quirements including maximum orbit update intervals depending on maximum
ephemeris validity time. For instance, it is assessed in [84] that for the Galileo
constellation "The maximum nominal broadcast period of a healthy navigation
message data set is currently 4 h”. For a lunar navigation constellation this
parameter is yet to be defined and will pose an important constraint on the
maximum time span for OD.

 Since longer time spans would imply higher computational effort, their duration
should be traded-off considering effective memory capabilities and calculation
time in a detailed quantitative analysis.

For what concerns the data rates to be used, it is clear from the results of 4.3
that higher rates yield more accurate results, but they carry a high computational
cost, both in terms of memory required for storing and processing numerous batches
of observables and effective computational time. When OD is performed using
beacons, ISL and altimeters, 20 to 30 cm of average 3D error are reached with
rates as high as 1 batch of observables per second, while meter-level accuracy can
be expected from data rates of 1 batch per minute. The following considerations
can therefore be made:

o In the first phases of the PNT service implementation, lower data rates could
be feasible and provide rather accurate trajectories at a significantly lower
system complexity and computational effort. A compromise rate between
1 batch per minute and 1 batch per second should be further investigated
in terms of advantages and drawbacks on the OD process. A third phase
scenario instead would largely benefit from higher data rates for accuracy and
reliability that could be paramount, for instance, in high precision landings or
manned operations.

o The use of higher data rates can reduce the time span needed to achieve a
certain OD accuracy. Indeed, considering for example 4.3 it is clear that a
30 minutes time span at 1 batch of observables per second, resulting in 1800
batches collected, provides more accurate results than a 90 minutes time span
at 1 batch per minute (90 batches collected). The reasons why this could be
important were previously explained.
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5.3 About the use of GNSS

Due to the choice in the modeling of the observables from the Earth’s GNSS, as
pointed out in section 4.5.2, there is a certain equivalence in the considerations
made for the DSN and the ones for the use of GNSS. Very similar performances are
obtained in the Keplerian scenario with similar time spans in spite of the important
difference between the availability of the two sources: GNSS is considered to provide
observables at all times unless Moon’s occultation come into place while DSN must
respect scheduled tracking windows.

That being said, as anticipated for the DSN, since the data rates are irrelevant for
what concerns OD accuracy, the only parameter to be traded off is the time span

which was found to be optimal, for the specific perturbed scenario, at a value of
around 24h.

Note that all the present and previous considerations directly follow from the
hypothesis and assumptions of this work expressed in chapter 3 and do not consider
all the possible constraints of the constellation design or different choices of the
algorithm as further explained in the next chapter.
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Chapter 6

Summary and conclusions

Several scenarios have been simulated trying to retrace ESA’s PNT implementation
roadmap in designing a scalable architecture for a lunar satellite navigation system.
Insights were achieved into observability, measurement noise effect, importance of
force models and into the relative importance and influence of different observables
available in each scenario. The orbit determination algorithm implemented, based
on a batched least squares solution, proved to efficiently handle initial guess
errors and measurement noise and, even with simplified dynamical models, yielded
accurate results in the non-Keplerian scenarios when sufficient observables were
available.

6.1 Future work and recommendations

A critical aspect to further investigate is the OD when at least one satellite has no
longer LOS communication with the others and with the beacons. Theoretically, it
would be possible to change the ISL contacts so that the remaining three spacecrafts
track each other when the fourth transit over the lunar North Pole: this way, consid-
ering for example a mission architecture with 3 beacons, ISL contacts and on-board
altimeter, when one satellite reaches its periselene, the other three can still rely on
27 observables (18 from the beacons (6x3), 3 from the altimeters and 6 from the
three cross-links) and solve for a reduced state vector of 18 unknown, corresponding
to their position and velocities. The state vector of the fourth satellite could be
propagated through the most accurate dynamical model available for the around 4
hours when it overflies the North Pole in order to provide a sufficiently accurate
initial state vector guess for the successive OD with all satellites in view of the
beacons. Further works will have to assess the feasibility of such a solution or
propose others. Nevertheless, it is clear that using dual one-way ranging from ISL
would not be an easy task even without changing the "order" of the links, thus may
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not be possible, at least in the first phases of the Moon campaign, to have this
technology readiness level.

It is also worth to point out that the orbit prediction phase following the de-
termination of the state vector at some initial epoch was introduced to reduce the
computational cost on the processor that will eventually execute the OD algorithm
but, though having demonstrated good performances, it is not to be excluded that
using a classical BLS exploiting batches of measurements to solve for every single
epoch could improve the OD performances.

Furthermore, the use of a batched least squares, though feasible, may not be
the best solution for the orbit determination of the lunar navigation system con-
stellation. A sequential estimator based on an Extended Kalman Filter is certainly
a good candidate for the future implementations. This latter could be extremely
suitable for near real-time orbit estimation that could always guarantee updated
trajectories to the final user of the navigation service. Again, a crucial point in this
case would be handling the update when a satellite loses contact with the others
and with the beacons.

Though hypothesis and assumptions were made regarding the clock free observables
when using dual one way ranging with ISL, and using two-way ranging with DSN
stations, further considerations and a detailed analysis of the validity of these
assumptions have to be carried out to pinpoint the critical aspects of the time
synchronization problem. Indeed, as it was already pointed out in section 4.5,
differentiating one-way and two-way measurements with realistic clock errors would
provide fundamental insights into the improvements of exploiting different sets of
observables. It has to be considered as well that, besides clock errors, generally,
some additional parameters, like gravitational spherical harmonics coefficients,
has to be estimated in the OD&TS process with position and velocities of the
constellation, meaning that increasing the observables (for instance, adding a third
surface beacon) could be necessary ho have observability of that extended state
vector.

Another suggested topic for further improvements is to use covariance matrix
analysis to achieve insight into the statistical behavior of the OD errors. This
was not done in this work preferring to focus on the 3D error trend, being this
latter the most direct way to assess OD performances. Monte Carlo analysis with
different initial guesses and levels of measurement noise should also be considered
for statistical purposes though being a very time consuming approach.
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Moreover, as already explained in section 3.7, an evaluation of SISE is funda-
mental to determine the effective requirements of OD accuracy, since it is that
error that ultimately has an impact on the performance of the PNT system.

From a numerical point of view, as suggested in section 4.3.1, an approach based
on Tikhonov-Phillips regularization for the ill conditioned least squares problem
could potentially lead some benefit in the OD solution both in terms of algorithm
stability and overall accuracy.

Finally, while a detailed modelization of Earth’s GNSS signals reaching the Moon
was out of the scope of this work, some simulations were conducted to assess the
possible effect of measurement noise when using those signal for OD purposes. If
Lunar Pathfinder mission is successful, the use of Earth’s GNSS for navigation
purposes in lunar environment will be a reality. Given the importance of this source
of observables, a further work will need to go deep into a detailed simulation of
those signals and their impact on OD.
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Appendix A

Software tools

The two main software used in the simulations and OD implementation are MAT-
LAB and AGI’s System Tool Kit (STK). While in sections 3.1, 3.2 and 3.3 some of
the specifications and parameters used both in STK and in MATLAB environment
were presented, a brief overview of the tools used from the two software is given
hereafter. Figure A.2 illustrates the interconnections of the tools used in the present
work: the true (simulated) positions and velocities of the ELFOs were generated
through STK as well as the timetables for the locations of the lunar beacons and
of the DSN antennas; those were provided to a MATLAB routine which generated
the observables and then performed the OD exploiting Moon’s HPOP from STK.
The performances were eventually assessed comparing the trajectories calculated
in MATLAB and the simulated ones from STK.

A.l1 STK

STK is a software for complex 3D simulations and analysis of ground, air, space
and sea platforms. Dynamical models and geometric evolution overtime are at the
core of the software.

For the present work, a reduced Solar System with the Earth, the Sun and the
Moon as main bodies was simulated. The four satellites of the lunar navigation
system were simulated through Moon’s HPOP, a precise dynamic propagator whose
specifications were given in section 3.3. HPOP was also exported to MATLAB
environment to be used in the OD algorithm. The positions and velocities of the
DSN stations on Earth and of the three beacons at the Moon’s South Pole were
also propagated in the Moon Inertial reference frame and extracted as timetables
to be imported in MATLAB. Even though the observables could be directly derived
from STK, it was preferred to calculate them time by time in MATLAB through
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user-defined functions to both avoid continuous and time consuming data import
and export between the two software and have a fast and complete control over all
the simulated parameters like measurement noise.

A.2 MATLAB

MATLAB is a programming and computing software used in engineering and
science and many other fields. Its most important feature is providing hundreds of
built-in functions ranging from simple stationary point research to complex Fourier
transform.

To give an overview of some of the built-in functions used for the present work:
the data import from STK time tables was carried out through MATLAB’s "read-
matrix"; preliminary integration tests of the equations of motion were conducted
with "ode4b" routine, based on the Dormand-Prince method; "chol" function was
used for the Cholesky decomposition of the least squares normal equations; the
backslash operator for solving linear systems of equations was used to calculate
the state deviation vector (this powerful tool analyses the system coefficient ma-
trix and exploit different solution methods accordingly); as explained in section
3.4.6, measurement noise was generated through "Randn" routine which generates
normally distributed random numbers with mean zero and variance and standard
deviation equal to one. Nevertheless, most of the functions used in the algorithm
were specially defined for the case study as the ones for eliminating the unavailable
observables described in section 3.4. An example of these latter is given in Figure
A.1 for the rise-set function evaluation as presented in section 3.4.1.

%% Satellite-to-satellite visibility

function [vis] = sat to sat vis(X1,X2) %Xl and X2 being the state vectors
m=length(X1(:,1));

5=1738; %Mean lunar radius

R=zeros(l,m);
for i=1:m
r1=X1(i,1:3); %Position vector of satellite 1
r2=X2(i,1:3); %Position vector of satellite 2
R(i) = dot(rl,r2)”2-norm(rl)*2*norm(r2)~2+ (norm(rl)~2+norm(r2)~2)*s~2 ...
—-2*g+2*%dot (rl,r2); %Rise-set function evaluation
end
vis=R<0; % Satellites have clear LOS if R<q
end

Figure A.1: Implementation of the rise-set function of section 3.4.1
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Appendix B

The State Transition Matrix

In section 2.3.1 the state transition matrix was introduced as a differential operator
used for mapping deviations in the state vector X from one epoch to another.
Recalling its definition from (2.3.12):

Bt 1) = [8X(t)1

0Xo

the following properties can be demonstrated [25]:

O(ty, ty) = 1 (B.0.1)
(L, ty) = P(ti, 1;)P(t5, k) (B.0.2)
Ot tr) = &'ty t;) (B.0.3)

B.1 Analytical solution for the perturbed case

As pointed out in (2.3.17), in the most general case & must be solved for with
the dynamical model matrix A defined in (2.3.6). Nevertheless, as anticipated,
an analytical solution for the state transition matrix was proposed in [33] for the
perturbed case that could take into account J2 effect. The reason behind this
approach is trying to avoid the high computational cost of solving the (2.3.17)
which, for example, for the present work, consists in solving 600 coupled ODE
(24x24 elements of the state transition matrix coupled with the 24 equations of
motion). This is clearly extremely limiting in terms of computational time when
using complex dynamical models in which numerical approximations of the Jacobian
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The State Transition Matrix

matrix has to be calculated. The analytical solution proposed in [33] is the following:

( ) ®’l"’f’ ®7"’U ( )
D(t, ty) ~ B.1.1
U e, @,
with the following definitions:
At)?
d,, = I+(2GO+G)( 6)
At)?
D,, = IAt+ (Gy + G)( 12)
At
(I)m‘ - (Go + 0)7
2
Q=1+ (Go + 2G) (Ag)
and:
At =1t —ty
GO - G(to)

where [ is the 3x3 identity matrix and G is the gradient matrix of partial derivatives
of the total acceleration acting on the satellite and it is defined as:

[Oa, Oa, Oay]
Jor Oy 0z
da(r,t) da, Oa, Oa,
= = B.1.2
G(t) or Jor Oy Oy ( )
Oa, Oa, Oa,
L dx Oy 0z |

The spherical harmonics coefficients can then be introduced in these partial deriva-
tives. For instance, considering J2 effect, the expression of G(1,1) becomes [90]:

_ 2 2
e ll 1 3 (1 - 52)] (B.1.3)

or 13
These matrices in B.1.1 can easily be calculated since only the state vectors at times
to and t are necessary to compute G and this latter state must be calculated during
the data processing to evaluate the difference between the real measurements and

the calculated ones from the observable model (i.e., to evaluate the observation
deviation vector y of (2.3.4) ).

104



The State Transition Matrix

Furthermore, a practical approach feasible for short time spans would be propagat-
ing the state vector with a complete force model and compute the state transition
matrix as in (B.1.1) from the gradient matrix of (B.1.2).
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