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Abstract

The confinement of the plasma in fusion devices is guaranteed by means of
suitable magnetic fields that are generated, in the tokamak configuration,
by three different set of coils. In the case of the toroidal field (TF) super-
conducting magnets during operation a steady current is imposed within the
coil, generating a mainly toroidal stationary magnetic field. The evaluation
of the static magnetic field has been performed here by means of the finite
element (FE) open-source code FreeFem++. For the evaluation of static field
in relevant cases for fusion applications, a fully 3D tool has been developed; it
has been benchmarked both against simple analytical cases (e.g. Biot-Savart
law) and against data obtained by means of state of the art software in a
real-case application (DTT TF coils).
In presence of multiple coils with huge transport current, strong Lorentz
forces arise between different windings and bulky metallic structures are
needed to withstand them. Due to the normal pulsed coil operation during
the plasma scenario, or due to the fast current discharge or plasma disrup-
tion in off-normal operations, the magnetic field varies in time. According
to Faraday’s law, a time varying magnetic field induces an electric field that
directly generates eddy currents in the TF structures. These currents, due to
the non-null electrical resistivity of the metal, generate heat in the structure
close to the winding pack reducing the temperature margin of the supercon-
ducting cables. The Joule power generated is a fundamental input for the
thermal-hydraulic (TH) analysis of the magnet. A model for the evaluation
of the eddy currents is required; however, this is a challenging topic since a
transient, fully 3D electromagnetic (EM) model is needed.
This transient analysis has also been faced here by means of the FE open
source code FreeFem++, that is the same adopted by the 4C code for the
thermal analysis of the magnet structures. First, the correct implementa-
tion of the transient EM model is verified by means of suitable benchmarks
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against both classical literature benchmarks and more realistic situations
with results obtained with state of the art FE commercial codes. Then the
following strategy is pursued: the EM model is used for the evaluation of
magnetic field evolution and induced eddy currents in the selected transient.
Once the generated eddy current density is known, the deposited Joule power
is evaluated by means of the Ohm law. The power deposition is then used as
input for the TH analysis carried out with the 4C code with, the objective
of evaluating the time evolution of the temperature margin in the supercon-
ducting cables. This approach is general and valid for any situation provided
that the correct geometry and problem definition is used as input to the tool.
This strategy has been applied here to the analysis of the fast current dis-
charge in a TF coil of the DTT. Particular attention is given to the newly
developed 3D transient EM model. Also the results of the complete (EM +
TH) analysis are presented and discussed in this work.
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Introduction

Framework

Today, as never before, the decarbonisation is a central topic in political and
economical discussions. In this framework the role of energy production is
central, given that it is the major responsible of greenhouse gases production.
Regardless the political choices of the different countries, the innovation in
energy production is fundamental for the substitution of fossil fuels as energy
source. New solutions must be adopted using both renewables and nuclear
power.
In the field of nuclear power the fusion is considered to have an important
role in the future of energy production since it is considered to be a poten-
tially unlimited and almost clean energy source based on the Deuterium -
Tritium nuclear fusion reaction.
To most promising way to produce fusion reactions on earth is by means of
magnetic confinement of the plasma, in which the Deuterium and Tritium
ions find the conditions favorable to fusion. Given that the plasma particles
are fully ionized the presence of a properly shaped magnetic field assure their
confinement. The required magnetic fields are extremely high and for their
production superconducting (SC) magnets are adopted in all the facilities
nowadays in construction or design phase. SC magnets are adopted since,
under certain conditions, they offer no resistance to the flowing of the cur-
rent and so it is possible to increase the current magnitude, increasing so the
generated magnetic field, without the risk of having excessive power deposi-
tion in the coils. By the way nuclear fusion is not a mature technology yet
and a lot of research is required to reach the final objective of producing the
first kWh of electricity to be introduced in the grid. The pathway to reach
this goal is, however, very well studied and detailed in the roadmap towards
fusion energy [1] [27].
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The milestones of this roadmap are directly correlated to the development
of two key projects. The first one is ITER. Originally ITER standed to In-
ternational Thermonuclear Experimental Reactor, but today the latin mean-
ing (the way) is considered. This machine is currently going to be built
in Cadarache (France) with the aim of proving the possibility of exploiting
nuclear fusion as a large-scale and carbon-neutral energy source. ITER is
expected to be the first fusion machine able to have a net power production
sustaining the fusion reaction for long periods.
The second project is the EU DEMO reactor, the successor of ITER, that
has just started (2021) its conceptual design phase and that is expected to
be the first fusion machine able to produce electricity to be sent to the grid
within the 50s of this century, demonstrating the economical feasibility of
the technology.
The European roadmap just described is summarized in figure 1.

Figure 1: Summary of the European Roadmap to fusion energy. Reproduced
from [27]

Moreover, together with the above mentioned machines, several side projects
are currently ongoing with fundamental impact on the technology develop-
ment such as the Divertor Tokamak Test (DTT) facility that is expected to
contribute to the solution of the power exhaust issue in the EU DEMO and
that will be built at the ENEA laboratories in Frascati (Italy) in the next
few years.
Together with the experimental analyses that are foreseen in the next years
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a strong effort is required also from the computational point of view, with
the aim of supporting the design, the performance optimization and the op-
eration of the devices, including the extremely multi-physical nature of the
problem. This thesis work is inserted in this numerical simulation framework
and in the DTT context too.

Aim and structure of the work

This thesis work aims to develop a tool capable of evaluating the power depo-
sition in the bulky structures of superconducting magnets for fusion reactors
generated by eddy currents during transients, in turn due to magnetic field
variations. The evaluation of this power is of fundamental importance to
perform a detailed thermal - hydraulic transient simulation since it is part of
the heat load to be considered acting on the SC cables and cooperating in
the erosion of the temperature margin.
The aim is to develop the tool in the most flexible way, so that any geometry
and configuration can be properly treated, and with the idea of making it
fully compatible with the 4C code [13], the state of the art tool for thermal -
hydralic simulation of magnets for fusion reactors, developed at Politecnico
di Torino, that is used to evaluate the temperature margin evolution dur-
ing the transient. In order to develop the tool by means of an open source
software, FreeFem++ for the FE(finite element) solution of the problem and
GMSH for the mesh generation. The advantage of this choice is that with
GMSH mesher any kind of geometry can be meshed and then imported in
FreeFem++ is used for the problem solution. Moreover the chosen FE tool
is the same adopted for the thermal computation included in the 4C code,
ensuring its compatibility with the thermal - hydraulic module.
Before the development of the actual electrodynamic model for eddy currents
evaluation, a magnetostatic analysis is carried out developing a tool able to
evaluate the steady state magnetic field generated during steady-state oper-
ation. The DTT TF has been chosen as a test case. The main aim of this
part, included in chapter one, is to start learning the physics and checking
the capability of the software to properly solve the problem, both in self -
field and tokamak configuration. The results have been verified performing
a benchmark against those obtained with the commercial code OPERA [28]
in ENEA.
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In the second chapter the description of the electrodynamic model adopted in
the tool used for eddy current evaluation is described both from a theoretical
point of view, and from the numerical point of view, with its FreeFem++
structure. Before using the tool in real relevant cases it has been verified in
simple problems to assess its reliability. The first problem in which it has
been used is a classical literature benchmark: the Felix brick (TEAM 4 prob-
lem) [9]. This problem is the very first step since the driver, the time varying
magnetic field, is prescribed and so the tool is not required to evaluate it
(e.g. with a magnetostatic analysis as that mentioned above). By the way in
the real case application the tool must be able to self compute the evolution
of the magnetic field and, for this reason, a simplified coil model is developed
and the verification is performed comparing the results with those coming
from the commercial FE software COMSOL [29].
Given the extraordinary complexity of the problem from the numerical point
of view, generating extremely massive meshes, the parallel computing is con-
sidered to be an important strategy to reduce the computational time. In
chapter two a brief introduction to parallel computing and its possible ap-
plication is included too.
The third chapter is dedicated to the description of the application of the
developed tool in a real case situation that is the fast current discharge in
the DTT TF coil. A detailed description of the set up of the simulation and
the grid independence analysis are provided together with the final results
concerning the power deposition in the coil structures.
This last result is the connection between the electrodynamic and the thermal
- hydraulic parts since it used as a driver in the thermal-hydraulic analyses.
In chapter four, after a brief introduction to the 4C code, the coupling strat-
egy between the two separate tools is described and then the results concern-
ing the temperature evolution in the different coil components are presented
and discussed with particular focus on the evolution of the temperature mar-
gin in the coil strands. This closes the work since an integrated multi physical
tool capable of obtaining information coming from the electrodynamic model
as input for the thermal - hydraulic one is fully developed and applicable, in
general, to all the possible geometries and configurations.
As a conclusion, the possible future development and improvement are pointed
out, including the addition to the tool of the thermo-mechanical part, but
also the validation of the existing tool thanks to the comparison with the
results of future experimental campaigns (e.g. DTT cold test facility) and
the improvement of the coupling strategies and of the tool flexibility.
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Chapter 1

DTT-TF magnetostatic analysis

The current that is flowing in normal operation in the magnets of a fusion
machine is responsible of the production of huge magnetic fields that are used
to counterbalance the plasma pressure keeping it confined within the plasma
chamber. During the plasma pulsed operation the current in the TF coils is
constant and a static magnetic field is generated. It is worthwhile to develope
an open source tool capable of solving the static equation with also the aim
of investigating the physics to be analyzed. The tool has been developed and
benchmarked against a simple analytical situation (Biot - Savart law [30])
and then a real case application has been proposed.
As first real case application the magnetostatic analysis of the Toroidal field
(TF) coils of DTT has been performed in order to carefully evaluate the
magnetic field that is generated by this coil during steady-state operation,
benchmarking the results with the outcome obtained in ENEA by means of
the OPERA tool [28].
The adopted software is the open source finete element (FE) code FreeFem++
[5] that has been chosen for its high flexibility and the easy way in which it
can be coupled with other modules in the perspective of the development of
the transient tool to be coupled with the thermal - hydraulic one.

1.1 Ampère law and its weak formulation

The physical problem that must be described is the generation of a magnetic
field due to the presence of a transport current within a conductor. The
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physics of the problem is described by means of the Ampère law (equation
1.1).

∇×
−→
B = µ0(

−→
J + ε0

∂
−→
E

∂t
) (1.1)

Since this first analysis is focused on the magnetostatic behavior of the sys-
tem the equation 1.1 can be rewritten as:

∇×
−→
B = µ0

−→
J (1.2)

Very often this equation can be expressed not directly as a function of the

magnetic induction
−→
B , but as a function of the magnetic vector potential

−→
A

which is defined as:

−→
B = ∇×

−→
A (1.3)

obtainig a new definition of the Ampère Law (equation 1.2) written as follows:

∇× (∇×
−→
A ) = µ0

−→
J (1.4)

This equation cannot be solved analytically except that in some simple and
ideal cases (e.g. Biot Savart problem [30]) and so must be faced numerically.
As already mentioned, the numerical method that has been adopted for the
solution of the problem is the finite element that are is directly facing the
differential equation to be solved, but its weak or variational formulation. To
obtain this formulation the strong form must be multiplied by a suitable test
function and then integrated on the domain. Making use of the procedure of
integration by parts applicable to 3D integrals the formulation can be simpli-
fied. Using general notation the Ampère law has the following shape, where
−→u and

−→
f are two generic vectorial fields:

∇× (∇×−→u ) =
−→
f (1.5)

Multiplying the equation 1.5 by a suitable test function and integrating over
the domain, the first step to obtain the weak formulation of the Ampère law
is evaluated. Z

Ω

(−→v · (∇× (∇×−→u )))dΩ =

Z
Ω

(−→v ·
−→
f )dΩ (1.6)
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A way to integrate this complex structure must be found out to simplify the
expression. It is known that the integral of the scalar product of the curl of
a vector and another vector is given as:Z

Ω

(∇×−→u ) · −→v dΩ =

Z
Ω

−→u · (∇×−→v )dΩ−
Z
∂Ω

(−→u × n̂) · −→v dS (1.7)

The correlation provided by equation 1.7 can be used to integrate the first
term of the equation 1.6 remembering that the curl of a vector is a vector
itself.Z

Ω

∇× (∇×−→u )| {z }
−→g

·−→v =

Z
Ω

−→g · (∇×−→v )dΩ−
Z
∂Ω

(−→g × n̂) · −→v dS (1.8)

Substituting the corresponding value of −→g in equation 1.8 and introducing
the obtained result in equation 1.6 it is possible to obtain the simplified ver-
sion of the weak formulation of the Ampère law.Z

Ω

(∇×−→u ) · (∇×−→v )dΩ =

Z
Ω

−→
f · −→v dΩ +

Z
∂Ω

((∇×−→u )× n̂) · −→v dS (1.9)

For boundary conditions reasons the last term of equation 1.9 can be sim-
plified since −→u × n̂ = 0, thus obtaining the final simplified version of the
Ampère law weak formulation:Z

Ω

(∇×−→u ) · (∇×−→v )dΩ =

Z
Ω

−→
f · −→v dΩ (1.10)

Now, substituting to the general expression −→u and
−→
f the real quantities that

are describing the magnetostatic phenomena, the definitive weak formulation
that will be faced by means of FEM is obtained.Z

Ω

1

µ
(∇×

−→
A ) · (∇×−→v )dΩ−

Z
Ω

−→
J · −→v dΩ = 0 (1.11)

The solution of the steady state problem is performed by using nodal finite
elements, that are requiring few memory with respect to the edge ones, but,
in order to ensure the Coulomb gauge condition, an additional term must be
added as reported in equation 1.12 assuring that the field is divergence free.Z

Ω

1

µ
(∇×

−→
A ) · (∇×−→v ) +

1

µ
(∇ ·

−→
A ) · (∇ · −→v )dΩ−

Z
Ω

−→
J · −→v dΩ = 0 (1.12)
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1.2 Benchmarking against analytical solution

- Biot-Savart law

Before applying the magnetostatic tool to the foreseen real case, it has been
applied, for benchmarking purposes, to a very simple case, to be compared
with the Biot-Savart analytical solution. The Biot-Savart law is strictly true
for the evaluation of the magnetic field generated by an infinite cable car-
rying a current, and is obtained by integration of the Ampère law. Clearly
it is not possible to model an infinite cable, but having a ratio between the
cable length and the cable diameter sufficiently big, the Biot-Savart law can
be assumed to be valid also for a non infinite cable.
The proposed geometry is a cable of 1 [m] length with the diameter of 1 [cm].
This configuration provides a length to diameter ratio of 100, considered to
be large enough to apply the Biot-Savart law outside the conductor. For sim-
ulation purposes the external world must be modeled too, and in this case
a 2 [m] radius sphere has been adopted. A representation of the geometry is
shown in figure 1.1.

Figure 1.1: Domain of the simulation to be benchmarked against the Biot-
Savart law.
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In this picture the cable is highlighted in blue and in it a steady cur-
rent of 1000 [A] flowing upward has been imposed. The magnetic perme-
ability has been assumed to be uniform and equal to the vacuum one (µ =
4π · 10−7 [H/m]).
According to Biot-Savart law the magnetic field all around the cable can be
evaluated as reported in equation 1.13.

|
−→
B (r)| = µ · I

2πr
(1.13)

In figure 1.2 the comparison between the analytical result and the FEM re-
sult obtained with the above described model is shown.

Figure 1.2: Comparison between analytical and numerical results. Biot-
Savart law.

The finite element results are absolutely comparable with the analytical
solution proposed by Biot-Savart outside the conductor since the behavior
inside the conductor can’t be described by this law that is assuming the ca-
ble to be 1D in the axial direction, concentrating the current basically in the
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center of the real conductor.
It must be pointed out that the Biot-Savart problem could be better repro-
duced in a 2D configuration solving the problem in a plane perpendicular to
the cable, but here, for benchmarking purposes of the 3D tool, this configu-
ration has been chosen.

1.3 DTT TF - Geometry and Materials

The magnet system that will be used to confine the plasma in DTT is com-
posed of coils obtained by windings of superconducting Cable-In-Conduit-
Conductors (CICCs) cooled by supercritical Helium entering at almost 4.5
[K] and almost 5 [bar] [2]. What is relevant for the present work is the geom-
etry and structure of the Toroidal Field Coils. They are 18 separated coils
that are disposed in a toroidal geometry forming the envelope of the plasma
chamber (figure 1.3).

Figure 1.3: View of the entire magnet system. Reproduced from [2]

The shape of the Toroidal Field Coil is symmetric with respect to the
equatorial plane following a ”D-shape” and the winding pack has the section
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as reported in figure 1.4.

Figure 1.4: Section of the DTT TF coil winding pack. Reproduced from [22].

Some geometrical data referring to the coil section dimensions are re-
ported in the following table (Table 1.1).

Table 1.1: Geometrical data of the winding pack [22].
Quantity Description Value [mm]
wc Width of the single conductor including the jacket 28.8
hc Height of the single conductor including the jacket 22.1
tturnins Turn insulation thickness 1.0
tdpins Double pancake insulation thickness 0.5
tgroundins Ground insulation thickness 2.0

For the sake of simulating the magnetostatic behavior of the TF Coil only
the part containing the conductors has been modeled generating a fully 3D
geometry representing the coil itself. The geometry has been completely de-
veloped parametrically in the FreeFem++ environment. The coil geometry
that has been produced is shown in figure 1.5.
For the sake of performing the magnetostatic analysis, the section of the coil
has been homogenized defining the current, properly scaled on the conductor
surface, on the entire section. This assumption is neglecting the presence of
jacket and insulation; this is considered to be a valid assumption for magne-
tostatic analysis. The rationale behind it is that macroscopically the field is
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(a) (b)

Figure 1.5: Geometrical model of the DTT TF: full 3D model (a) and its
equatorial section (b)

supposed not to be affected by where the current is actually defined, but is
only relevant that integrally the current is properly defined; this assumption
is loosing some level of detail from the conductor level point of view, where
the presence of insulation material perturbs locally the field. In any case this
perturbation is considered not to be relevant for the purposes of this work,
mainly dealing with the analysis of the behavior within the casing, outside
the winding pack.
The material properties are considered not to be relevant in the magnetostaitc
analysis, indeed the structures are not included in this computation and nei-
ther the insulate materials, and so the only material that would be modeled
is the Nb3Sn in the SC cables. By the way the only property that is relevant
for the solution of the described problem is the magnetic permeability (µ) of
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the conductor that is assumed to be equal to the vacuum magnetic permeabil-
ity, and the same is true for the external air too. So that µ = 4π ·10−7[H/m].

1.4 DTT TF - Simulation Setup

The geometry that has been proposed in the previous section is not sufficient
to simulate the magnetostatic behavior of the coil since, as it is possible to
demonstrate, the flux of magnetic field across any surface is null. This means
that the magnetic field is solenoidal and all the field lines are closed. This in
principle would require an infinite computational domain to close all the field
lines. Clearly this is impossible and in order to model as precisely as pos-
sible the magnetostatic behavior a sufficiently big external environment has
been introduced. This external environment has been modeled as a sphere
with radius Rsphere = 10[m]. The overall computational domain is shown in
Figure 1.6.

Figure 1.6: Computational domain of the DTT TF magnetostatic analysis

Even if the external environment that has been introduced is not strictly
the real environment, since it is not infinite, a suitable boundary condition
must be fixed in order to close the problem. Since moving far away from
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the field source the potential is expected to decrease, at the sphere walls the
magnetic vector potential has been fixed to be equal to zero.

−→
ABoundary = 0 (1.14)

Given that the problem is, by the time, steady state, no initial conditions
are required.
As already mentioned, the numerical model that has been adopted for the
solution of the problem is the finite element. By means of the FEM the
differential problem is translated in a big algebraic system of equations that
can be solved both with a direct solver or with an iterative scheme. Given
that the size of the computational domain is big such as the amount of cells
involved in the discretization of the space, in this case an iterative solver
has been considered to be more feasible and the conjugate gradient (CG)
method, already implemented in FreeFem++, has been adopted. As all the
algebraic systems of equations also the resulting system of the FEM version
of the Ampère law can be expressed in matricial form as follow:

[A] · −→x =
−→
b (1.15)

Using an iterative method implies the production of a sequence of vectors
{−→x k, k > 0} that converges to the exact solution [3]. In general any iterative
procedure can be expressed as follows:

[P ] · (−→x (k+1) −−→x (k)) = αk · −→r (k) (1.16)

where −→r (k) is the residual at the iteration k evaluated as −→r (k) =
−→
b −[A]·−→x (k)

and αk ̸= 0.
The conjugate gradient method is a dynamic method in which αk is not con-
stant and changes during the iterations, assuring the minimization of the
error along the descent direction −→p (k). The conjugate gradient method can
be summarized with the following algorithm for k = 0, 1, ...
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αk =
−→p (k)T · −→r (k)

−→p (k)T [A]−→p (k)
(1.17)

−→x (k+1) = −→x (k) + αk
−→p (k) (1.18)

−→r (k+1) = −→r (k) − αk[A] · −→p (k) (1.19)

βk =
([A] · −→p (k))T · −→r (k+1)

([A] · −→p (k))T · −→p (k)
(1.20)

−→p (k+1) = −→r (k+1) − βk
−→p (k) (1.21)

(1.22)

1.5 Mesh Generation

The mesh of the overall computational domain has been produced in dif-
ferent steps. First of all the 2D mesh of the section has been generated.
FreeFEM++ allows to triangulate a surface knowing the borders that are
closing it, that are defined in a parametric way. For each border the number
of vertexes lying on it can be imposed; in this case the number of vertexes
for each border has been fixed in such a way to obtain a mesh as uniform
as possible in all the different mesh refinements that have been proposed (i.e
the number of vertexes lying on the border is proportional to its length). In
Figure 1.7 a mesh example for the 2D section is shown.

Figure 1.7: Mesh of the 2D section of the WP

This 2D mesh has been used as the basis for the production of the 3D
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one. As the generatrix is given piece-wise for four different segments of the
”above-equatorial” part, also the mesh has been generated producing sep-
arately the eight segments that form the overall coil, such that a different
region has been produced for each segment, helping in the subsequent defi-
nition of the current that is flowing in the coil itself. After generating all the
segments, they are glued together to form the overall 3D mesh of the coil.
However, in order to match it with the mesh of the external environment, it
is necessary to set up also a surface mesh, obtained by a pre-existing com-
mand in FreeFem++. In Figure 1.8 an example of the 3D coil mesh is shown.

Figure 1.8: 3D mesh of the entire coil. Each color is representative of one of
the generatrix segment.

The external environment has been meshed by means of a pre-existing
command in FreeFem++ able to mesh the surface of a sphere that has been
used, as already mentioned in the previous section, as representative of the
environment surrounding the coil. Then the two surface meshes have been
glued and finally converted in a volume mesh by means of the external library
TetGen that is a tetrahedral mesh generator that creates 3D triangulations
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of polyhedral domains using Delaunay-based algorithms [4]. The final result
is shown in Figure 1.9.

Figure 1.9: View of the overall mesh.

In order to perform the mesh refinement and perform the grid indepen-
dence of the solution, two parameters have been mainly used: the parameter
n and the parameter lay that are respectively the number of vertexes on the
shorter border of the 2D section and the number of layers in which the 3D
extrusion has been discretized. The mesh refinement has been carried out
varying both the parameters.
The grid independence analysis has been performed looking at the value
of the magnetic field in the center of the first turn of the first pancake in
the equatorial inboard plane this location is identified by the coordinates
xk = −140.60[mm]; yk = 1135.45[mm]; zk = 0.0[mm] with the origin of the
axes fixed at the torus center. In Table 1.2 a summary of the different mesh
refinements that have been adopted is reported.

25



Table 1.2: Adopted meshes for Grid Independence Analysis.
Mesh identifier Number of cells n lay B(xk, yk, 0.0)
1 405008 6 10 4.85834 [T]
2 805133 8 15 4.83844 [T]
3 1088164 10 15 4.83477 [T]
4 1341931 10 20 4.83505 [T]
5 fine 1828874 12 22 4.83309 [T]
6 2101397 13 23 4.83384 [T]

The obtained results for the Grid Independence are also shown graphi-
cally in the plot in Figure 1.10.

Figure 1.10: Grid Independence Analysis.

It is possible to state that the grid independence of the results is reached
since the relative difference between the results obtained with the meshs 5
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and 6 is of the order of 0.015%. In order to reduce the computational cost,
given the reached grid independence, the mesh number 4 has been adopted
for the computations.

1.6 Results. Computed magnetic field and

benchmarking

The results have been collected and presented here divided into two sections,
the first one dedicated to the outcomes obtained in the so called self field
configuration, that is the case in which a single TF is operated, the second
one including all the 18 TF coils operated together in the tokamak configura-
tion. Both the configurations are relevant since the first one is representative
of the situation that will be tested in the cold test facility, while the second
one represent the entire machine configuration.

1.6.1 Self field

The direct outcomes of the simulation as it has been presented in previous

sections are the components of the magnetic vector potential
−→
A . The rele-

vant outcome, however, is the value of magnetic induction generated in each
point of the domain. With the magnetic vector potential definition given
by Equation 1.3 the components of the magnetic induction are easily eval-
uated, and then the module of the magnetic induction is computed as follows:

|
−→
B | =

q
B2

x +B2
y +B2

z (1.23)

This allows to produce some maps that are representing the value of the mag-
netic induction in the space. Figure 1.11 represents the magnetic induction
on the equatorial cross section of the coil at inboard and outboard locations.
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(a)

(b)

Figure 1.11: Magnetic induction on equatorial planes at coil inboard (a)
and outboard(b) respectively. The coordinate present on the axes are not
representative of the position of the coil with respect to the origin, but simply
indicate the dimension of the section.

The behavior recalls, macroscopically, the one that can be observed in
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the case of any kind of conductor in which current is flowing, in which the
magnetic induction rises from the center of the conductor itself up to the
borders. Clearly this is not a stand alone conductor, but is a sort of spire
and so the inner part of the spire itself is subjected to higher induction as
it is possible to see from the darker region on one side of the coil due to the
effect caused by the presence of the opposite section of the spire.
The same equatorial plane can be furthermore investigated looking at a big-
ger section that includes both the inboard and outboard legs of the coil; this
view is shown in Figure 1.12, while in Figure 1.13 a 1D plot of the magnetic
induction radial profile is shown on the equatorial plane and at x = 0.

Figure 1.12: Magnetic induction on the equatorial plane. The coordinate
present on the axes are not representative of the position of the coil with
respect to the origin, but simply indicate the dimension of the section.
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Figure 1.13: Magnetic induction profile in radial direction with respect to
the tokamak reference system. In grey highlighted the coordinates at which
the WP is located.

From this last picture is even simpler to observe the fact that the max-
imum induction is reached in the inner part of the coil (the one closer to
the plasma) and it is possible to see also the decrease from the outer part
of the coil towards the external environment, similar to what happens in
case of a single conductor (e.g. Biot-Savart problem). The same observation
can be done looking at figure 1.14, in which a radial-vertical section of the
coil is shown highlighting the higher induction in the inner part of the coil.
Then, within the spire, the magnetic induction is, as expected in presence of
a closed electrical loop, almost constant.
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Figure 1.14: Magnetic induction on a coil radial-vertical section. The coor-
dinate present on the axes are not representative of the position of the coil
with respect to the origin, but simply indicate the dimension of the section.

1.6.2 Tokamak-configuration field

The results that have been described up to now are representative of the
so called ”self-field” and so the magnetic induction that is generated by the
single TF-coil, relevant for the simulation of the experiments that will be
performed in the cold test facility. However, as it possible to see from Figure
1.3, the Divertor Tokamak Test facility is composed of 18 TF coils evenly
distributed in a toroidal geometry. The distribution of the coils over this
toroidal configuration is completely described by the coordinate of the 1x1
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conductor (first turn of the first pancake) reported in the following Table
(1.3).

Table 1.3: Position of the center of the 1x1 conductor with respect to the
machine magnetic axis

Quantity Description Value Unit
x1×1 X-coordinate of the 1x1 conductor -140.60 [mm]
y1×1 Y-coordinate of the 1x1 conductor 1135.45 [mm]

The simulation of the entire set of 18 coils together would require a huge
computational power due to the impressive number of cells that would be re-
quired for the entire geometry. For this reason the magnetic induction that
is generated by the entire set of coils is extracted exploiting the symmetry
of the machine itself. Due to the toroidal geometry the model of the entire
machine can be limited to the model of only one of the eighteen sectors that
are composing the overall 360◦ geometry, simply imposing cyclic symmet-
ric boundary conditions on the two symmetry planes as discussed also by
D’Amico et. al [6]. In order to do that, a modified computational domain
has been adopted with respect to the one that has been presented previously.
The new computational domain is shown in Figure 1.15.
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Figure 1.15: Symmetric computational domain

The boundary condition representing the symmetry is basically an homo-
geneous Neumann that imposes the symmetry of the magnetic induction on
the two planes delimiting the spherical sector. The problem is solved, how-
ever, as function of the magnetic vector potential and the boundary condition
must be translated into a suitable way. In general a boundary condition that
represents a plane across which symmetry is verified can be expressed as fol-
lows:

−→
B × n̂ = 0 (1.24)

meaning that no tangential component of the field are expected to exist on
that plane. Introducing the potential definition 1.3 this expression becomes:

(∇×
−→
A )× n̂ = 0 (1.25)

This expression can be furthermore simplified introducing the concept of
Coulomb gauge according to which the divergence of the magnetic vector
potential is null obtaining the following expression [7]:

−→
A · n̂ = 0 (1.26)

With these settings the simulation provides the results representative of the
entire machine field generated by the toroidal field coils. The results are here
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visualized with the magnetic field map on the TF radial-vertical section in
which the difference with respect to the stand alone case is evident: the mag-
netic induction is much more intense at the inboard part of the coil where
the influence of the other coils (which at the inboard are closer to each other
than at the outboard) is more relevant. The comparison is clear looking at
figure 1.14 and figure 1.16.

Figure 1.16: Magnetic induction on a coil radial-vertical section in tokamak
configuration. The coordinate present on the axes are not representative of
the position of the coil with respect to the origin, but simply indicate the
dimension of the section.

More detailed results are reported in the next section comparing them,
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for verification purposes, with the results obtained in ENEA.

1.6.3 Benchmarking

In order to verify the code the results have been benchmarked with the results
obtained with OPERA [28], both for what concerns the self field [31] and the
overall field generated in tokamak configuration [31]. The ENEA results
are representative of the magnetic induction evaluated at the center of each
cable. The comparison has been carried out along some specific directions.
For what concerns the radial direction the induction has been compared
with ENEA results along the sixth, eighth and tenth pancake, being aware
of the fact that they are also representative of the other half of the section
due to the symmetry that is expected to exist in the results, while for what
concerns the toroidal direction first, fifth and ninth turns have been used for
benchmarking purposes. In the following figures the result comparisons for
the self field are shown, in Figure 1.17 in toroidal and in Figure 1.18 in radial
direction.
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Figure 1.17: Benchmark between FreeFem++ and ENEA results in toroidal
direction at equatorial inboard (a) and outboard (b) coil cross section respec-
tively.
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Figure 1.18: Benchmark between FreeFem++ and ENEA results in radial
direction at sections: equatorial inboard pancake 6 (a), equatorial outboard
pancake 6 (b), equatorial inboard pancake 8 (c), equatorial outboard pancake
8 (d), equatorial inboard pancake 10 (e) and equatorial outboard pancake 10
(f)
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The very same locations are used for the benchmarking of the full machine
simulation, as it is possible to see in figure 1.19 for what concern the toroidal
and in figure 1.20 for the radial direction.
The obtained results are fully comparable with those obtained at ENEA
with a maximum discrepancy of a tenth of Tesla, a difference considered to
be acceptable between the two tools.
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Figure 1.19: Benchmark between FreeFem++ and ENEA results in full ma-
chine simulation in toroidal direction at equatorial inboard (a) and outboard
(b) cross section respectively.
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Figure 1.20: Benchmark between FreeFem++ and ENEA results in full ma-
chine simulationin radial direction at sections:equatorial inboard pancake 6
(a), equatorial outboard pancake 6 (b), equatorial inboard pancake 8 (c),
equatorial outboard pancake 8 (d), equatorial inboard pancake 10 (e) and
equatorial outboard pancake 10 (f)
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Chapter 2

Electrodynamic models and
eddy current computation

2.1 Introduction

The eddy current computation has a fundamental role in the electrodynamic
modeling of any kind of magnetic system due to the power deposition in the
structural materials caused by Joule effect. In the case of superconducting
magnets this analysis is even more important since the superconductive state
is preserved only below certain temperature limits, depending on the mate-
rial and on the working conditions, that can be overcome in case of excessive
Joule power deposition originating quench phenomena into the coil. The
origin of the eddy current is the variation of the magnetic induction either
due to the normal pulsed operations typical of a tokamak or due to off -
normal current transients such as the fast discharge. The phenomenology
of the generation of eddy currents is described by two additional equations
that will be coupled with the Ampère law (equation 1.1) already discussed
in the magnetostatic case: the Faraday law ( equation 2.1) and the Ohm law
(equation 2.2).

∇×
−→
E = −∂

−→
B

∂t
(2.1)

−→
J = σ

−→
E (2.2)

These equations must be properly coupled with Ampère law to obtain the
equation representative of the problem. In literature several techniques are
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adopted and described [8], in this work the A-formulation has been adopted
for the magneto-dynamic analysis too. This formulation is valid, ensuring
the proper gauge on its own, only using edge elements; this has been ensured
making use, in FreeFem++, of Edge03d elements.
From the practical point of view the A-formulation introduces the definition
of the magnetic vector potential in the Faraday equation obtaining a direct
correlation between the electric field and the magnetic vector potential itself
(equation 2.3).

∇×
−→
E = − ∂

∂t
(∇×

−→
A ) (2.3)

Given that the curl operator is not depending on time, it can be moved
outside the time derivative and simplified. Under the assumption that the
gradient of the electric potential is always equal to zero, the electric field can
be directly expressed as a function of the magnetic vector potential (equation
2.4).

−→
E = −∂

−→
A

∂t
(2.4)

In presence of a conductive material, such as the magnets structures, the
electric field is generating, according to Ohm law (equation 2.2), eddy cur-
rents that can now be expressed directly as a function of the magnetic vector
potential too (equation 2.5).

Jeddy = −σ
∂
−→
A

∂t
(2.5)

Recalling the Ampère law (1.1), at the left hand side a current is imposed
as a driver. In the magnetostatic case, that current was the current flowing
into the coil and the driver of the problem. In the magneto-dynamic analysis
both the driver current and the eddy current must be considered while writ-
ing down the Ampère law, obtaining the following equation (equation 2.6).

ν∇× (∇×
−→
A ) =

−→
J D − σ

∂
−→
A

∂t
(2.6)

This equation is valid in the entire domain once the properties are well defined
and the driver current is a divergence free vectorial field. In the framework
of eddy current computation the wave behavior of the Maxwell equations is
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neglected, neglecting itsimpact with respect to that of the eddy currents.
Equation 2.6 is fully representative of the problem analyzed and using a
proper weighting function −→v it is possible to obtain the Galerkin equation
to be solved with FE method (2.7).Z

Ω

ν∇×−→v · ∇ ×
−→
AdΩ +

Z
Ω

σ−→v ∂
−→
A

∂t
dΩ =

Z
Ω

−→
J D · −→v dΩ (2.7)

2.2 FreeFem++ model development

The Galerkin equation that has been previously computed (2.7) must be
properly translated in FreeFem++ language. The first important thing is to
properly subdivide the mesh into the regions representing the different parts
of the domain: the winding pack region in which the driver current must
be imposed, the conductive structure where the eddy currents are generated
and the outside region that is used to close the field lines.
The equation that must be solved is differential both in space and time. For
what concerns the spatial discretization, a 3D tetrahedral mesh is uploaded in
FreeFem++ for each case studied and the built in FreeFem++ solver assem-
bles on its own the matrix to be used for the solution of the algebraic system
representative of each time step of the solution. The time discretization is,
otherwise, developed directly in the model making use of the backward Eu-
ler method. The Galerkin equation to be solved is therefore discretized in
time as reported in equation 2.8 where the superscript n stands for the time
step at which the equation is solved and the superscript n-1 stands for the
previous time step.Z

Ω

ν∇×−→v · ∇ ×
−→
A ndΩ +

Z
Ω

σ−→v
−→
A n −

−→
A n−1

∆t
dΩ =

Z
Ω

−→
J D · −→v dΩ (2.8)

The solution at the time step n-1 is known and so it can be moved at the
right hand side of the equation making it belong to the known term vector
(equation 2.9).Z
Ω

ν∇×−→v · ∇ ×
−→
A ndΩ +

Z
Ω

σ−→v
−→
A n

∆t
dΩ =

Z
Ω

−→
J D · −→v dΩ +

Z
Ω

σ−→v
−→
A n−1

∆t
dΩ

(2.9)
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This last equation is than translated in FreeFem++ language, the matrix
assembly is automatically performed by the software and the obtained alge-
braic system is solved by MUMPS (MUltifrontal Massively Parallel Solver),
that is a package for solving systems of linear equations with a direct method
which performs a Gaussian factorization [10].
The solution of the algebraic system provides an approximation of the mag-
netic vector potential that can be used to reconstruct all the other relevant
unknowns such as the evolution of the magnetic field, but mainly the eddy
currents and, consequently, the deposited Joule power. The eddy currents
are evaluated simply using equation 2.5, while the Joule power is evaluated
with the following equation (2.10).

PJoule =

Z
Ωc

1

σ
·
−→
J 2

eddydΩ (2.10)

Notice that the integral is evaluated only on the fraction of the domain in
which the eddy currents are developed and so in the conductive region of the
structures.
For what concerns the computational grid, the tool has been interfaced with
an external mesher in order to improve the flexibility. FreeFem++ can easily
generate meshes for simple geometries making use of the parametric geometry
definition that is built in the language, but when the geometries start be-
coming more complicated the mesh generation is particularly uncomfortable.
For this reason the connection between FreeFem++ and the external mesher
Gmsh 4.8.1 [11] has been adopted. Gmsh has been adopted as external
mesher between all the possible choices for the extremely high compatibility
with FreeFem++ language.
Gmsh is an open source three-dimensional finite element mesh generator with
possibility to generate geometries thanks to the built-in CAD engine (Open-
CASCADE [32]) or importing directly the CAD of the geometry in several
different formats; the suggested format to be adopted in this tool is the .step,
even if that is not mandatory.
The mesh is generated in Gmsh thanks to the Delaunay algorithm, obtaining
tetrahedral meshes compatible with the FreeFem++ structure.[11]
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2.3 Benchmarking of the tool in simple prob-

lems

In order to verify the developed tool in condition relevant for real-case ap-
plications, it has been tested in simple problems in order to benchmark it
against available solutions and against results obtained with other tools. In
this case two problems have been considered for this purpose, the first for
which several literature results are available and the second for which the
tool as been benchmarked against a state of the art FE commercial code.
The first case is the TEAM 4 problem (The Felix brick) [9] that is relevant
to evaluate the potentiality of the tool even with the current driver set to
zero and using as a driver externally imposed time varying magnetic fields,
while the second is the analysis of a circular conductor leading a time varying
current surrounded by a stainless steel jacket in which eddy currents can be
generated.

2.3.1 Benchmark 1 - The Felix brick

In this problem a rectangular aluminum brick with a rectangular hole through
it is placed in a uniform magnetic field that is normal to the holed faces and
decreases exponentially in time. Eddy currents are generated in the brick and
a certain Joule power is deposited too. For benchmarking purposes the Joule
power evolution and the magnetic field profiles at different time instants are
evaluated and compared with literature results [9].
The brick in figure 2.1 is made of aluminum alloy 6061 of electrical resistivity
ρ = 3.94µΩcm, the main dimensions are reported in figure 2.1 too, while the
hole is centered on the large face and its dimensions are 0.0889m× 0.0381m.
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Figure 2.1: Domain of the reference problem in [9]

The applied magnetic field is oriented along z-axis and uniform in space,
decaying in time with the law provided in equation 2.11.

Bz = B0 · e−
t
τ (2.11)

where B0 = 0.1[T ] and τ = 0.0119[s].
The solution of the problem has been obtained using the developed electro
- magnetic tool and the comparison with the results proposed in [9] is per-
formed on the Joule power evolution and on the magnetic induction profile
on the middle plane of the brick at different time instants (4 [ms], 8 [ms], 12
[ms], 16 [ms], 20 [ms]), see figure 2.2 and 2.3.

Figure 2.2: Comparison between literature results [9] and simulation out-
comes for the Joule Power
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Figure 2.3: Comparison between literature results [9] and simulation out-
comes for the Magnetic induction

As it is possible to observe the comparison with the literature results for
what concerns the magnetic induction is extremely accurate; the power de-
position results differs consistently between the different benchmarked codes
of [9], but the results of the developed tool are fully comparable with the
interval detected in the paper.
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2.3.2 Benchmark 2: a simplified coil

For benchmarking purposes another simple case has been considered trying
to move closer to the real case applications. The geometry considered in
this is a simple circular conductor with a steel jacket around in which eddy
current are generated due to the time variation of the driver current flowing
in the conductor. The dimensions and the relevant physical properties are
reported in the following table (Table 2.1).

Table 2.1: Dimensions, data and relevant physical properties adopted in the
benchmark test case.

Quantity Description Value Unit
R Coil radius 1.0 [m]
rc Conductor radius 0.10 [m]
rj Jacket radius 0.13 [m]
µ Magnetic permeability 4π · 10−7 [H/m]
σj Jacket electric conductivity 1.12 · 107 [S/m]
J0 Initial current density 1.0 · 104 [A/m2]

The above described geometry is presented in Figure 2.4 that shows the
CAD model of this geometry. This is relevant since the benchmark test has
been also used to demonstrate the flexibility of the tool that is able to han-
dle any kind of geometry simply importing the CAD in the above mentioned
mesher (Gmsh 4.8.1).
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Figure 2.4: Benchmark test geometry. In orange the conductor, in green the
jacket

The current density evolution is considered to be exponentially decreas-
ing according to the equation 2.12.

J(t) = J0 · exp(−t) (2.12)

For stability reasons it is preferable not to impose approximated initial con-
ditions to the algorithm and for this reason, even if interested only on the
dump of the current, the simulation is required to load the current starting
from zero up to the initial condition, reach steady state and finally analyze
the current dump. This clearly makes the computation longer, but assures
proper initial conditions for the dump. By the way the computational time
lost for the loading of the current can be reduced making use of a larger time
step in the analysis, given that whatever happens before the dump is not re-
quiring detailed results, but only exists to provide proper initial conditions.
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Following the very same procedure as described in the introductory part, the
evolution of the Joule power deposited in the jacket is evaluated and com-
pared with the results of the same problem obtained with the commercial
FE software COMSOL [29]. The results are shown in Figure 2.5.

Figure 2.5: Comparison between FF++ and COMSOL results.

To be sure that the tool is, by the way, solving the equations properly, also
a grid independence study has been performed for this benchmark test; the
convergence of the algorithm is shown in figure 2.6, where the mesh adopted
is also highlighted. The choice of the mesh is, in this case, mainly focused
to the speed up of the computation and not on the extreme precision of the
results.
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Figure 2.6: Grid independence study for the benchmark test.

The two benchmark examples that are shown here have been developed
in order to demonstrate that the tool is able to work both in the case in
which the variation of the magnetic field is externally imposed (Felix brick
example) and in the case in which the variation of the magnetic field depends
on the variation of a current that is imposed in a conductive region belonging
to the computational domain. By the way this proposed benchmarking needs
to be integrated with a detailed validation in the real case application of the
tool against the experimental data that are expected to be available in the
close future.

2.4 Introduction of the parallel computing

As already described, the problem that is being solved with this tool is a
fully 3D transient problem that is requiring huge amounts of computational
resources. To better use these resources the parallel computing has been
introduced in the tool. The parallel computing is the application of two or
more processing units to solve a single problem [12]. FreeFem++ is interfaced
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with PETSc library which also includes some toolkit that can be used for
the parallelization of the code, such as domain decomposition methods (e.g.
HPDDM) and parallel solvers. The idea is that the domain is decomposed
and each processor should solve the problem in a single part of the domain.
This would speed up the computation allowing to solve the problem in finer
meshes.
For what concerns the FreeFem++ implementation of the parallel code, the
methodology is simplified by the presence of the above mentioned dedicated
libraries that include the commands that directly parallelize the problem, de-
composing the geometry and assigning each subsection of the domain to the
dedicated processor without asking the user to code communication strategy
between different nodes. Thanks to this parallelization strategy the solution
of the problem from the coding point of view is, for what concerns the core
business, the same as solving the problem in a sequential way. The main
differences arise during the post processing phase since the results, in order
to be manipulated to obtain the desired outcome, need to be transported
from the local fragmented mesh to the original uniform one. Doing that it is
fundamental to cut the results linked with the so called ghost elements that
are cells belonging to more than one fragment of the mesh used by the solver
to assure proper communication between the different mesh sections. This
procedure must be performed by means of the so called partition of unity
that is done thanks to some dedicated commands included in the PETSc
library.
Once the partition of unity is performed, the final results manipulation and
the outcome storage is sequentially performed only on the processor number
zero.
The parallel tool has not been directly adopted in this work due to the im-
possibility of exploiting enough computational resources, but is considered
a key point for the future development of the tool, both in improving the
results and in assessing the errors of the simulation thanks also to the future
comparison with experimental results.
The translation of the tool from sequential to parallel has been performed
taking as main reference the Professor Pierre Jolivet lectures at the 2020
FreeFem days [24].
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Chapter 3

Real case application: DTT TF
electrodynamic analysis

The tool that has been developed can find wide range of application during
the design of superconducting magnets for fusion machines, both for design
purposes and performance assessment, but also, potentially, to perform pre-
dictive simulations. In this work a real case application on a fusion machine
is proposed simulating the behavior of the DTT toroidal field (TF) coil. The
transient that has been chosen as test case is the fast current discharge in a
single TF, aiming to represent the experimental campaign that will be held
at the DTT cold test facility in the following few years. The fast discharge is
the exponential dump of the current from its nominal value. This transient
of the current is represented by the following equation (3.1).

−→
J (t) =

−→
J0 · e−

(t−t0)
τ (3.1)

In this equation J0 is the steady state current density value, t0 the time at
which the dump begins and τ is the transient time constant. The steady
state current density is evaluated using equation 3.2 and the value of the
missing data is reported in Table 3.1.

−→
J0 =

I0 ·Nc

AWP

· n̂ (3.2)
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Table 3.1: Relevant data for the evaluation of the current dump transient
during fast discharge.

Quantity Description Value Unit
I0 Steady state cable current 42.5 [kA]
Nc Number of turns in the WP 84 [-]
AWP WP cross section 6.216532 · 10−2 [m2]
τ Transient time constant 5.0 [s]

3.1 Geometry and materials

In addition to the geometry of the winding pack (WP) of the DTT TF that
has been already described in the first chapter, the information related to
the bulky metallic structures must be included given that eddy currents are
generated there. The geometry of DTT TF structure is extremely compli-
cated including a lot of components that can be neglected for the purpose of
the work (e.g PF support, gravity support, Helium loop components). The
real detailed geometry is shown in figure 3.1.

Figure 3.1: Detailed geometry of the DTT TF structures [23]
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All these additional details are supposed not to provide relevant contri-
bution to the final result since the eddy currents are mainly generated in the
bulky structure close to the WP. For this reason a simplified version of the
structure geometry has been proposed only considering the bulky metallic
material constituting the main body of the structure as shown in figure 3.2.
The geometry used for the computation is extremely simplified, but it keeps
the relevant information for the computation, such as the dimensions and
the different cross section at the inboard and at the outboard (inboard trape-
zoidal section, outboard rectangular section).

Figure 3.2: Simplified geometry of the DTT TF structures

Also the materials and their properties have an important role in the
results of the simulation. The superconductive cables are made of Nb3Sn,
while the structures are built with stainless steel. Looking at the equation
to be solved the relevant properties are the magnetic permeability of all the
materials and the electrical conductivity of the stainless steel, fundamental
for the evaluation of eddy currents and the power that they generate.
For what concerns the magnetic permeability, it has been assumed to be
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constant and uniform all over the domain and equal to the vacuum one.

µ = 4π · 10−7[H/m] (3.3)

The electrical conductivity of the steel is depending on the temperature of the
material itself, but, since no thermal feedback exists, at present, the property
is assumed to be constant all along the transient and equal to the value at
4.5 [K] that is, approximately, the initial temperature of the magnet. The
conductivity reported below is taken from [21] at the reference temperature.

σ = 2.0 · 106 [S/m] (3.4)

Possible future development of the tool may include the temperature depen-
dence of the electrical conductivity in order to assess its impact on the final
result or, in order to at least try to assess the influence of the temperature
variation of the structures, some sensitivity analysis varying parametrically
the value of the conductivity and observing the variation of the final results.

3.2 Simulation setup

The objective of the simulation is, as mentioned above, the analysis of a fast
current discharge starting from the steady state nominal value of current
with an exponential dump described in equation 3.1. For numerical stability
the simulation is performed not only including the dump, but following the
current density evolution shown in figure 3.3.
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Figure 3.3: Module of the current density during the simulation

This time evolution has three big advantages. The first one is that in
such a way it is possible to impose an exact initial condition. Indeed having
no current flowing in the coil at the beginning of the simulation all the com-
ponents of the magnetic potential, that is the problem unknown, are exactly
set to zero (equation 3.5).

−→
A (t = 0) = [0, 0, 0]; (3.5)

Moreover the presence of a real current rump up avoids to have nonphysical
spikes on the final relevant result, the power deposition, given by the jump of
the solution that would be computed in case of discontinuity in the definition
of the driver.
Finally the steady state section is numerically helpful since the solution has
the time to stabilize to the proper steady state value, so that the dump surely
starts from the proper initial condition.
The dump has been analyzed for a time interval of 20 [s], i.e. four time the
time constant, so that the driver is decreased of almost two orders of magni-
tude with respect to the initial value. Since in the last part of the transient
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the eddy currents are expected to be proportional to the driver and the de-
posited power to be proportional to the second power of the eddy current,
this means that after 20 [s] the deposited power is expected to be four orders
of magnitude smaller that its peak; that is considered to be small enough to
stop the simulation.
At the artificial boundaries homogeneus boundary conditions can be assumed
[8] and so it is possible to impose that:

−→
B · n̂ = 0 on Γn (3.6)

Introducing the magnetic vector potential the boundary condition is trans-
lated in the following (equation 3.7):

∇×
−→
A = 0 on Γn (3.7)

This condition, in presence of edge finite elements is automatically satisfied
by an homogeneous condition.
As already mentioned in the previous chapter, the problem is solved with the
direct solver MUMPS. For simulations not excessively heavy the problem is
solved sequentially loading the sequential library of MUMPS, that however
borns as a parallel solver and so is perfectly usable also for the parallel solu-
tion with a simple adjustment of the code loading the macroddm and PETSc
libraries directly in FreeFem++.

3.3 Mesh generation

The geometry has been generated by means of an open source CAD editor
(FreeCAD [33]) and saved into a format (.step) suitable to be imported in the
open source mesher Gmsh that is adopted in the tool. In order to complete
the mesh in addition to the structures and the winding pack also the external
air must be meshed. In the selected case with the analysis of a single TF (self
field) the external air is represented by a sphere. The radius of the sphere
is set to R = 10[m]. The grid independence analysis has been performed in
order to choose the most proper mesh refinement, see below.
In order to be fully compatible with FreeFem++ the mesh has been developed
only including tetrahedral elements that have been generated by means of
the Delaunay algorithm already implemented in the mesher.
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In the following figures an example of mesh is shown: in the first one (figure
3.4) an overview of the overall mesh, including the external world, is reported
in order to show the position of the magnet, while the second (figure 3.5)
shows a detail of the mesh highlighting the different refinement that has
been adopted between the winding pack and the structures, with a much
more refined mesh in the structures where the eddy currents, subject of the
study, are generated.

Figure 3.4: Mesh adopted for eddy current computation
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Figure 3.5: Detail of the mesh in correspondence of structures and WP

3.3.1 Grid independence analysis

To assure that the equations are actually properly solved a grid independence
analysis has been performed analyzing in a parametric way the value of the
peak of power evolution. The first parameter that has been considered is
the refinement of the external environment. The cell size has been fixed, at
the boundary, at four different values keeping the mesh of structures and
winding pack unchanged. The mesh characteristics are summarized in the
following table (Table 3.2) and the convergence of the computation is shown
in the plot in figure 3.6.
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Table 3.2: Mesh characteristics (external world refinement). The average
cell size is directly imposed in the different regions in the mesher thanks to
dedicated field functions
Mesh WP cell size [m] Steel cell size [m] Air cell size [m] cell number

1 4.0 · 10−2 2.5 · 10−2 2.5 7.35 · 105
2 4.0 · 10−2 2.5 · 10−2 2.0 8.85 · 105
3 4.0 · 10−2 2.5 · 10−2 1.5 1.03 · 106
4 4.0 · 10−2 2.5 · 10−2 0.75 1.75 · 106

Figure 3.6: Grid independence analysis (external world refinement). High-
lighted in green the selected grid.

The convergence of the solution is demonstrated and the chosen cell size
for the external world is the one highlighted in green since it is the best com-
promise between computational resources requirement and accuracy, given
that the difference with respect to the finer mesh is smaller than 1%.
The same analysis has been then performed varying the refinement of the
structure that is the more delicate region, in which the eddy currents are
generated. The WP is not requiring particular attention in the refinement
since no relevant issue of the solution is expected to arise there.
The mesh characteristics are reported in Table 3.3 and the convergence of
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the computation is shown in figure 3.7.

Table 3.3: Mesh characteristics (structures refinement). The average cell size
is directly imposed in the different regions in the mesher thanks to dedicated
field functions
Mesh WP cell size [m] Steel cell size [m] Air cell size [m] cell number

1 4.0 · 10−2 3.5 · 10−2 1.5 5.30 · 105
2 4.0 · 10−2 2.5 · 10−2 1.5 1.03 · 106
3 4.0 · 10−2 2.0 · 10−2 1.5 1.52 · 106
4 4.0 · 10−2 1.5 · 10−2 1.5 3.17 · 106
5 4.0 · 10−2 1.0 · 10−2 1.5 8.26 · 106

Figure 3.7: Grid independence analysis. Structure refinement.

The selected grids that have been tested are not enough to reach conver-
gence, even if the convergent behavior is clearly observed. This is due to the
limited computational resources available at present, but, as mentioned, the
tool is able to work with parallel computing and so, in the future when more
computational resources will be easily available this analysis can be improved
providing estimations on the error that has been committed using as input
for the 4C code the outcome of the most refined grid presented here.
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3.4 Time convergence analysis

When a transient simulation is performed, the convergence of the time march-
ing algorithm must be verified too. The analysis presented here is not de-
manding a very fine time discretization all along the transient since the time
constant is sufficiently big, but as already observed the relevant outcome
(power deposited by eddy currents) shows a peak just after the beginning
of the current dump. For this reason that part of the transient requires to
be sufficiently refined in order to properly resolve the peak. Therefore a
2 seconds time interval in which the peak is expected to appear has been
differently refined in order to assess the convergence of the time marching
algorithm following the refinement detailed in Table 3.4.

Table 3.4: Time convergence analysis. Time refinement
Refinement dt [s] Interval time step Power Peak [W] Energy [kJ]

1 0.1 20 1.210 · 105 364.7
2 0.05 40 1.238 · 105 367.8
3 0.025 80 1.254 · 105 369.7
4 0.01 200 1.267 · 105 370.9

The results that have been summarized in the previous table are also
shown in the plot of figure 3.8 in which the convergent nature of the time
stepping algorithm is clear observing the asintotic behavior of the curve. In
the two plots the selected point has been highlighted too. The selected time
discretization has been chosen to optimize the computational time, ensuring,
by the way, good precision, both the results are less than 1% different with
respect to the most refined solution (0.9% difference for what concerns the
power peak and 0.3% difference for what concerns the deposited energy).
Indeed the selected configuration provides the described precision discretiz-
ing the time interval containing the peak in less than half of the time steps,
that means decreasing of a factor bigger than two the time required for the
simulation of the peak interval.
A possible improvement of the time discretization technique would be the in-
troduction of an adaptation algorithm that would fit the time step according
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to the evolution of the transient. This topic can be seen as a possible future
development of the tool.

(a) (b)

Figure 3.8: Time convergence analysis. Peak power (a) and deposited energy
(b). Highlighted in green the selected time refinement.

3.5 Results

The direct result obtained from the solution of the Galerkin equation repre-
sentative of the problem (equation 2.9) is the magnetic vector potential that,
by the way, is not providing on its own relevant information. Its manipula-
tion provides the results that are relevant for this analysis. The developed
tool is able to provide the evolution of the magnetic field in each location in
the domain and, more important, thanks to subsequent manipulation, the
power deposition due to eddy currents. The tool can be freely manipulated
to obtain any kind of information related to the power deposition, starting
from the local power density to the integral value of the power in the entire
volume or only in part of it. This extremely high flexibility is the key point
to assure the compatibility of the tool with the 4C code.
Even if not particularly relevant for the evaluation of the power deposition
due to eddy currents, the first outcome of the simulation is the time evolu-
tion of the magnetic induction. Neglecting the initial rump up of the current
and focusing on the relevant part of the transient (the current dump) the
magnetic field is expected to decrease monotonically from the initial steady
state value, that is the same that has been evaluated with the magnetostatic
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tool and that can be seen in figure 1.14, and reaching asintotically zero as the
current reaches zero as well. Instead of looking at the local evolution of the
magnetic induction, a series of map at different times during the transient
has been adopted to show the global evolution of the magnetic induction.
In figure 3.9 six maps are reported showing the magnetic induction at the
steady state initial value, 0.5 [s], 1.0 [s], 2.5 [s], 5.0 [s] and 10.0 [s] after the
beginning of the dump. As expected it is possible to observe the monotonic
decrease of the magnetic induction value in all the domain. The color scale
has been kept fixed so that it is easier to appreciate the decrease of the mag-
netic induction.

Figure 3.9: Magnetic induction evolution during fast current discharge in
DTT TF coil. The time indicated must be intended measured from the
dump beginning.

The relevant outcome of this simulation is the power that is deposited in
the structures. What is locally evaluated is the power density, but for the
purpose of using this information as an input to the 4C cod,e integral infor-
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mation are required (the coupling strategy will be explained in detail in the
next chapter). The first information that is presented here is the evolution
of the overall power that is deposited in the coil structures. This evolution is
shown in figure 3.10. The trend is reasonable since it starts from zero, given
by the initial steady state current, and then reaches a peak to successively
follow an exponential decrease according to the evolution of the driver. The
presented plot shows a time axis that is not representing the entire simulated
time, but only the part in which the dump occurs, since it is the relevant
part for the subsequent steps of the analysis.

Figure 3.10: Integral power deposition in DTT TF coil structures. The origin
of the time axes is imposed at the dump beginning.

As mentioned previously the tool is able to integrate the power, by means
of boolean controls, not only on the entire structure volume, but also on part
of it. This is the key point for a consistent coupling with the 4C code. Here
below the example of average power density evaluated in sixteen subvolumes
that are used for the 4C coupling (figure 3.11).
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Figure 3.11: Average power density in sixteen subvolumes of the DTT TF
coil structures.

This plot is proposed here only to show the potentialities of the tool,
but the choice of the subvolumes and the procedure adopted for the average
power density evaluation will be reported in the following chapter during the
explanation of the coupling strategy with the 4C code.
As that the tool is fully 3D a detailed map of the power density can be ob-
tained too as an outcome. In figure 3.12 the evolution of the power density
in the equatorial section is shown.
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Figure 3.12: Evolution of the power density in the equatorial section. The
time indicated must be intended measured from the dump beginning.
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The initial steady state value is not shown given that no power deposition
is expected. Looking at the evolution of the map in the six proposed instants
it is possible to identify the evolution of the integral power value showing an
initial increase followed by the expected decrease. Thanks to the map, it is
possible to observe more in detail how the power is deposited, clearly seeing
how the heat deposition is stronger at the inboard, where the geometry of the
structure is more complicated offering big resistance to the current flowing.
In the winding pack no power deposition is detected, as expected given that
in the WP the only resistive part, the jacket, has been not modeled only
considering the SC material uniforming the section as described in chapter
2.
Looking at both inboard and outboard section, the power deposition is not
uniform on the section and shows the maximum value where more material
is present, so in the outer side of the coil (with respect to the plasma). To
predict a priori the spatial distribution of the power density was basically
impossible, since two aspect should be considered: the fact that where the
section is thinner the electric resistance is expected to be higher and the fact
that where the resistance is higher the (induced) current is lower. Provided
that the power deposition is proportional both to the resistance and to the
current, it was not possible to be sure which of the two factor was actually
predominant. By the way looking at the results obtained it seems that the
dependence on the current is more relevant, coherently also to the fact that
this dependence is actually on the second power of the current, while the
dependence on the resistance is linear.
Given the non uniform distribution of the power density that is deposited in
the structure the strategy of furthermore dividing the structure in smaller
volumes, dividing the contribution of the plasma and non plasma side, will
certainly improve the results and is considered to be a relevant possible fu-
ture improvement of the tool.
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Chapter 4

Thermal-hydraulic analysis:
Coupling with the 4C code

The last main purpose of the work is to take the results of power deposi-
tion obtained from the electro-dynamic simulation and use them as an input
for the thermal-hydraulic analysis aiming to evaluate the evolution of the
temperature margin during the transient, given the presence of the power
deposition due to eddy currents in the structures. In order to perform the
thermal hydraulic simulations, the state of the art code 4C, developed at
Politecnico di Torino, has been adopted.

4.1 Brief introduction on superconductivity

phenomenology

The reasons for which the coupling between the electrodynamic model and
the thermal - hydraulic one is required is hidden within the physics explain-
ing the phenomenon of superconductivity.
Superconductive cables are excellent for the purposes of building magnets
for fusion machines since they are capable of carrying huge currents with no
resistance, but this status is not always present since it requires some specific
conditions, combination of magnetic field, current density and temperature.
Figure 4.1 shows in a qualitative way the constraint to be respected to obtain
the superconductive state.
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Figure 4.1: Qualitative representation of the superconductive region as a
function of magnetic field, current density and temperature. Reproduced
from [20].

As it is possible to understand from this plot, for each couple of values
representing magnetic field and current density flowing in the strands, a single
value of current sharing temperature exists, that is the threshold not to be
overcome in order to avoid quench phenomena in the magnet.
During the transient that is analyzed in this work, the evolution of the current
and of the magnetic field are known, but the variation of the latter causes
AC losses in the strands and power deposition in the casing due to eddy
currents, that are influencing the evolution of the strands temperature. For
this reason it is relevant to monitor the evolution of the strands temperature
and compare it locally with the current sharing temperature, function of
both magnetic field and current density, in order to evaluate if quenching
phenomena are foreseen during the transient.
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4.2 Brief introduction to the 4C code

This section is mainly taken from [13].
The 4C (Cryogenic Circuit Conductor and Coil modeling) code is thought
to perform simulations of the entire magnet system of fusion reactors mainly
focusing on the winding (CICC), the structures and the refrigeration circuit
with the final aim of predicting the coil performance in terms of temperature
margin and heat load on the cryoplant. The code models simultaneously
the cooling circuits for the winding and for the coil casing, coupling them
respectively with the winding and the structures; the thermal coupling be-
tween the last two items is accounted too. The main model components that
are present in the code are:

❼ 1D transient thermal-hydraulic model for the conductor and case cool-
ing channel

❼ 2D heat conduction model of the structures (based on FreeFem++, the
same adopted for the electro-dynamic model)

❼ 1D/0D compressible flow model for the cryogenic circuit (based on
Modelica language and on ThermoPower and CryoModelica libraries)

The first model is based on the Multi - conductor Mithrandir code that is the
evolution of the Mithrandir code, considering the simultaneous simulation of
several conductors including the coupling between them. Detailed descrip-
tion of the code can be found at [14].
The second one is a simple heat conduction model developed with the open
source finite element software FreeFem++ [5] that is directly and continu-
ously interfaced with the model of the conductor and of the cooling chan-
nels. The solution of the 3D transient heat conduction problem in the bulky
structures of the magnet is approximated by means of a series of 2D poloidal
sections on which the problem is solved [15].
The last one is the representation of the cryogenic circuit by means of the
object oriented language Modelica (Dymola interface [34]) that by means of
1D or 0D model reproduces the thermal - hydraulic behavior of the super-
critial Helium that cools down the magnets.
The code has been validated against several experimental results [16], [17],
on a wide range of transients and time-scales, and has been already used for
predictive simulations [18], [19].
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4.3 Coupling strategy between 4C code and

the new developed electrodynamic tool

In order to complete the simulation of the selected transient, including the
heat load coming from eddy currents, the coupling between the 4C code and
the newly developed electrodynamic tool must be performed. As already
mentioned previously, the tool is extremely flexible and it is possible to ex-
tract information correlated with the power deposition by eddy currents in
a large variety of ways. To ensure the correct coupling, the tool has been
implemented to produce as output the results that can be used as inputs by
the 4C code.
The developed electrodynamic tool is fully 3D, but the 4C code does not
solve the entire 3D thermal transient in the structures; on the contrary it
simplifies the structures dividing it in segments that are represented by the
central 2D cross section, and the heat load on that section is assumed to
be equal to the average heat load on the segment itself. For this reason the
electrodynamic tool produces as output the average power density evolution
in different segments of the entire structures.
The first choice of the number segments to be adopted in the poloidal direc-
tion has been performed on the basis of the available 4C code model of the
DTT TF coils. As the nuclear heat load has been provided to the 4C code
as average power density in sixteen segments, shown in figure 4.2. So sixteen
segments will be used as a first attempt for the analysis of the current fast
discharge. The independence of the results from the number of 2D cross sec-
tions adopted will be assessed in the next future, as the analyses performed
here are mainly demonstrative of a real application of the electrodynamic
tool.
In order to obtain the average value of power density in each of the segments,
the volume of the structures has been divided into the sixteen subvolumes
thanks to some boolean controls and then, for each of them, the average
power density has been evaluated as reported in equation 4.1, where the sub-
script n stands for the n-th segment of the subdivision.

qIIIn =
1

Vn

Z
Vn

1

σ
·
−→
J 2

eddydVn (4.1)

The electrodynamic tool produces as output a matrix in which the first col-
umn is the time and the remaining ones are including progressively the av-
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Figure 4.2: Subdivision of the structures of the DTT TF magnet for heat
load definition.

erage power density in all the sixteen segments. To facilitate the reading
procedure by the structure module of the 4C code, the matrix is disassem-
bled and recomposed in as many files as the number of segments. Each of
the files has two columns, the first one representing the time and the second
the average power density in the correspondent segment.
The reading procedure of these files by the 4C code has been integrated in
the already existing procedure simply adding a function able to import the
files, read their content and then interpolate in time the values since the
time discretization in the 4C code is adaptive and not necessary the same
as that used to compute the power deposition in the structures by the elec-
trodynamic tool. Once interpolated, the power density value is transmitted
to the function generating the heat load to be passed to the FreeFem++
code solving the thermal transient in the structures. In such a way, with
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a single simulation of the electrodynamic transient, is possible to perform
as many thermal - hydraulic simulation as desired. Doing that the com-
putational effort is reduced, loosing, however, the thermal feedback on the
electro-dynamic simulation that could influence relevant material properties,
i.e. the electrical conductivity of the structure steel. This issue may be faced
in future as potential development of the tool.
The coupling strategy is summarized in a schematic way in figure 4.3 where
the logic connection between the different models included in the tool are
pointed out by red arrows.

Figure 4.3: Schematic representation of the coupling strategy between the
4C code and the newly developed electro-magnetic tool.

The power density evolution evaluated in the sixteen segments in which
the structures are subdivided has been already presented in the previous
chapter with the aim of showing the capability of the tool in handling the
results (figure 3.11).
This coupling strategy is functional but can be obviously improved. It could
be possible to consider a non uniform heat load over the 2D section repre-
senting the segment aiming to better reproduce the real power distribution
in the section as shown in figure 3.12, or even to increase the number of
segments in which the overall coil is discretized along the poloidal direction.
By the way, simply comparing the Joule power deposited in the structures
evaluated directly by the tool with the approximation given by the 16 seg-
ments discretization, obtained multiplying the average segment power density
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by the segment volume and summing them up, it is possible to observe that
no big differences are actually detected as it is shown in figure 4.4.

Figure 4.4: Comparison between Joule power computed by the 3D tool and
its approximation obtained with the 4C segment discretization

The error obtained using the discretized version is evaluated on the base
of the energy deposition during the transient. The deposited energy can be
simply computed, by definition, as reported in equation 4.2.

E(t) =

Z t

t0

P (t)dt (4.2)

The error is simply evaluated as percentage relative difference between the
energy computed using the real power evolution (obtained directly with the
3D tool) and its discretized version (equation 4.3), obtaining a discrepancy of
less than 3%. This discrepancy is considered to be acceptable, but however,
as already mentioned, an improvement of the discretization can furthermore
increase the precision of the approximation.

ϵrel =
|Ecorr − Ediscr|

Ecorr

· 100 = 2.8% (4.3)
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4.4 Simulation setup

The fast current discharge scenario is driven by the time evolution of the cur-
rent carried by the coil. As already mentioned in chapter 3, the dump of the
current is exponential with a time constant τ = 5.0[s]. In the electrodynamic
tool the current was ramped up to the steady state value that has been kept
for few seconds and then the dump was performed, for numerical stability
reasons. This current evolution is not useful in the thermal-hydraulic case
and, thanks to the developed coupling strategy, it is possible to avoid includ-
ing in the TH simulation non relevant part of the transient. Indeed in the 4C
code only 10 [s] of nominal steady state before the dump have been modelled,
to assure the stabilization of the values, and then the dump is induced as
reported in figure 4.5.
The current flowing in the coil generates a magnetic field that is relevant for
the evaluation of the current sharing temperature. The magnetic field, as
already observed in the previous chapters, is not uniform on the section of
the winding pack, and this means that is not uniform on the length of the
pancake too. For completeness, the magnetic induction profile along three
pancakes (P3, P5 and P10) is shown in figure 4.6.

Figure 4.5: Module of the current density evolution in 4C simulation.
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Figure 4.6: Magnetic induction profiles along pancakes 3, 5 and 10.

Moreover some static heat loads are always included in the analysis: the
radiative heat load from the TS, cooled by helium at 80 [K] and the con-
ductive heat load coming from the gravity support, quantified to be, conser-
vatively, 30 W for each TF coil. The most relevant heat loads during the
transient at hand, by the way, are those given partly by the AC losses and,
mainly, by the deposited in the solids due to eddy current passing from the
solid to the conductor. The nuclear heat load has been neglected here, as
in the experimental campaign within the DTT cold test facility there will
clearly be no plasma.
The 4C code is solving a fluid equation and proper boundary conditions are
required. The 4C code allows to decide which kind of boundary condition to
adopt. It is possible to fix them at pancakes and channels inlet and outlet
(e.g. imposing the inlet temperature and the pressure at inlet and outlet, or
the inlet temperature, one pressure and the mass flow rate), or, as alterna-
tive, connecting the model of the coil with the model of the feeding circuit.
This circuit is fed by a circulator with a parabolic characteristic that is rep-
resented in figure 4.7, intersected with the circuit resistance.
Both the circuit and the circulator characteristics are obtained from nominal
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data; then, the circulator characteristic has been properly scaled to the cor-
rect rpm ratio foreseen to be used in the real case application. The coefficient
of the quadratic characteristic (∆e = a · Q2 + b · Q + c) and the operative
rmp ratio are reported in table 4.1.

Table 4.1: Pump characteristic data.
a b c ω/ω0

−1.543 · 107 −1.899 · 105 1.589 · 103 1.575

Figure 4.7: Pump characteristic and circuit resistance in the specific energy
vs. volumetric flow rate plane, independent from the thermodynamic oper-
ating conditions.

The shown characteristic is that of the pump working in the operating
conditions representative of the entire tokamak machine. For the case of
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the stand alone simulation of one TF (as in the cold test facility) the flow
rate obtained as outcome from the intersection between pump characteristic
and circuit resistance is divided by the number of coil presents in the DTT
tokamak configuration (18), given that they are eighteen parallel hydraulic
circuits opposing the same resistance to the flow. From this assumption it
is deduced that the flow rate is the same for each coil and so to obtain it, it
is enough to divide the overall operated flow rate by the number of parallel
coils.
The other components of the circuit are two heat exchangers that ensure the
proper inlet conditions to the coils, one upstream the pump and one down-
stream it. Then there are three pipes: the return and the supply lines from
and to the coils and the case cooling channel supply, see figure 4.8.
The geometrical data of the pipes are reported in Table 4.2.

Figure 4.8: Qualitative representation of the circuit. Black lines = pipes.
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Table 4.2: Geometrical data of the pipes of the circuit
Pipe Length [m] Diameter [m]
HX1 30.0 2.0 · 10−2

Supply 25.0 2.0 · 10−2

Return 25.0 2.0 · 10−2

HX2 30.0 2.0 · 10−2

CCCs supply 5.0 2.0 · 10−2

At the inlet and outlet of each pipe, initial pressure and temperature val-
ues are imposed. What is relevant to mention is that both the supply of the
pancakes and the supply of the case cooling channels are at the same initial
condition of pressure (p = 5[bar]) and temperature (T = 4.55[K]), and all
the hydraulic channels (pancakes and case cooling channel) are connected to
the same return manifold at an initial pressure of 3[bar]. To avoid having
discrepancies between the amount of flow in the short and long pancakes,
due to the different hydraulic resistance, the throttling valves (that will exist
in the real machine for the homogenization of the mass flow rate in differ-
ent hydraulic channels having different length) are introduced. The initial
return manifold temperature has been set at 4.9[K], that is an estimation of
the temperature at the outlet of the coils subjected only to the static loads.
Moreover the initial temperature distribution along the pancakes is a linear
increasing profile from the inlet value of 4.55[k] to the outlet value of 4.90[K].

4.5 Thermal - hydraulic simulation results.

The first relevant result coming out from this simulation is the amount of
power that, coming from the structures, reaches the winding pack. This
result is relevant since not all the power that is deposited in the structures
reaches the winding pack, thanks to the direct cooling of the casing by means
of the casing cooling channels, but its however the direct responsible of the
strands temperature increase. This is a first of a kind computation for the
DTT TF analyses, since the 4C code model of those coil has never been used
before with an eddy current load generated directly in the structures.
The power generation is that already plotted in figure 4.4, while the power
that is transmitted to the winding pack is shown in figure 4.9.

79



Figure 4.9: Power transferred across the ground insulation from the solid
structures to the winding pack.

Simply looking at this plot, and comparing it to the power generation
one, it is easy to observe the different time scales of the two evolution. The
power generation is extremely fast and within few current decay time con-
stants (τ = 5[s]) the heat load goes basically to zero; on the contrary, the
power that is passing to the winding pack shows a qualitative evolution that
is similar to the one of the power generation, but on time scales that are
longer: indeed after 2000[s] the power that is passing to the WP is still of
the order of 100[W ]. This is due to the processes of heat transfer across the
insulation layers and within the bulky structures, that are influenced by their
thermal capacity, thermal conductivity and density, influencing the thermal
diffusivity and thus the heat transfer time constant.
This power is that actually influence the thermal behavior of the winding
pack, impacting on the supercritical helium and strands temperature.
The presence of a power deposition in the superconductive strands causes
an increase of their temperature. This phenomenon must be carefully mon-
itored for the reasons reported in section 4.1 with main reference to figure
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4.1. Indeed a temperature increase may translate into an overcoming of the
current sharing temperature that may cause a quench in the magnet.
During the analyzed transient, all the variables are changing; by the way,
the only way in which the superconductive state can be lost is due to a tem-
perature increase, since the strands are designed to assure superconductivity
while carrying the nominal current and sustaining the nominal magnetic field.
During this transient these values are only going to decrease, starting from
nominal conditions, and so only the overcoming of the critical temperature
may be responsible of the loss of superconductive state. For this reason
the temperature is the variable to be controlled. The current sharing tem-
perature is a function of both current and magnetic field, and it is directly
evaluated during the transient by the 4C code.
The first location in which temperature modifications are induced is clearly
within the structures, where the power generated by eddy currents is de-
posited. As representative of the thermal transient within the structures,
the evolution of maximum and minimum temperature in the two equatorial
sections is shown in figure 4.10. Moreover, the temperature map on the same
section 10 seconds and 90 seconds after the start of the current dump are
shown in figure 4.11 and in figure 4.12. In this particular case, the equatorial
inboard section is also representative of the maximum temperature within
the structures that is located in the vertical leg.

(a) (b)

Figure 4.10: Maximum and minimum temperature evolution in the two equa-
torial sections. Section 3 = inboard (a), section 11 = outboard (b).
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Figure 4.11: Temperature map at the inboard equatorial section. The time
indicated must be intended measured from the dump beginning.

Figure 4.12: Temperature map at the outboard equatorial section. The time
indicated must be intended measured from the dump beginning.

Looking at the plot of the temperature evolution it is possible to observe
how the two sections behave in different ways, both for what concerns the
magnitude of the peak and for what concerns its width. The higher tem-
perature reached in the inboard section is due to the higher heat load that
exists in correspondence of that segment, as it is possible to see from the
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comparison plot in figure 4.13.

Figure 4.13: Heat load on the inboard and outboard equatorial sections.
Section 3 = inboard, section 11 = outboard. The time indicated must be
intended measured from the dump beginning.

By the way the time scale of the power deposition in the two sections is
the same, and so it can not be the responsible of the different speed of the
recooling. This difference in speed may be due to the higher mass of the
outboard section and consequently its higher thermal inertia with respect to
the inboard one.
Looking at the temperature maps, it is also possible to verify that the cooling
of the structures is stronger close to the cold winding pack and to the four
cooling channel present in the casing, as expected.
As reported before, a fraction of the power that is generated in the structures
reaches the winding pack, causing its temperature increase. Also in this case,
the temperature increase is not uniform, and it has been studied by means
of 1D models for each pancake included in the winding pack. Each pancake
has its own behavior and so all of them must be considered in the analysis.
Also within the same pancake the temperature has a distribution that is not
uniform, but what is relevant to be controlled is the hot spot temperature,
that is the point within the pancake with the highest temperature, the most
critical condition with respect to the risk of overcoming the current sharing
temperature. The hot spot evolution, for each pancake is plotted in figure
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4.14.

Figure 4.14: Evolution of the hot spot temperature in the ten pancakes.

The first observation is that a symmetric behavior, with respect to the
WP toroidal symmetry axes, is detected, with the two shorter and lateral
pancakes (number 1 and 10) that show an evolution qualitatively different
from the remaining eight pancakes with a single peak, the second and ninth
pancakes that are the hottest and the central pancakes that behaves in a
very similar way to each other. The symmetric behavior is coherent with
the symmetric nature of the geometry that is also producing a symmetric
magnetic field.
It is relevant to understand the reasons behind this different behavior of some
pancakes and the reason of the existence of two peaks in the hot spot evolu-
tion of the central pancakes. The presence of two peaks seems to be counter
intuitive given that there are no drivers that show this kind of evolution. In
order to understand the reason of this behavior, the temperature evolution
recorded in some specific points along the pancake has been analyzed, with
the aim of including in the analysis the transport phenomena that are due
to the supercritical helium flow.
The sensors have been fixed all along the length of the pancake every 5 me-
ters. For explanatory reasons, only two representative pancakes have been
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selected and compared: the number 5, that is one of the two pancakes exactly
at the center of the winding pack, and the number 10, that is one of the ex-
ternal pancakes, which clearly present differences for what concerns the hot
spot temperature evolution. In these two cases, the temperature evolution
is shown in four sensors along the pancake at 5, 35, 70 and 100 meters for
the fifth pancake and at 5, 25, 50 and 70 meters for the tenth one (which is
shorter), and can be seen in figure 4.15 and figure 4.16.

(a) (b)

(c) (d)

Figure 4.15: Temperature evolution at the selected sensors in pancake 5.
Evolution at 5 [m] (a), 35 [m] (b), 70 [m] (c) and 100 [m] (d).
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(a) (b)

(c) (d)

Figure 4.16: Temperature evolution at the selected sensors in pancake 10.
Evolution at 5 [m] (a), 25 [m] (b), 50 [m] (c) and 70 [m] (d).

Looking at the plotted evolutions, it is possible to recognize the behavior
already observed in the hot spot temperature evolution with the formation of
the two peaks moving towards the outlet of the pancake in the central chan-
nels, while in the lateral pancake only a single peak is present. These plots
are consistent with the double peak behavior of the hot spot temperature in
lateral pancakes, but they are not explaining the reason of that. In order
to understand it, the distribution of the power deposition along the pancake
must be observed (figure 4.17).
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(a) (b)

Figure 4.17: Power distribution along the pancakes 5 (a) and 10 (b).

In pancake 10, the power deposition is decreasing moving towards the
outlet of the pancake. In such a way, the peak is generated basically imme-
diately at the inlet and then is transported towards the outlet by the helium
flow. On the contrary, in pancake 5 the power is deposited mainly at the inlet
and at the outlet of the pancake. This causes the generation, at the begin-
ning of the power deposition, of two hot spots, one at the inlet, the other at
the outlet. Looking at the temperature evolution in the last sensor (close to
the outlet) two peaks are detected since the first is the one generated by the
power deposition in that point, the second is the one generated at the inlet
and then transported at the outlet by the helium flow. This thesis is also
confirmed by the distance in time between the two peaks. Looking at the
helium flow velocity evolution, taken as an example from pancake 5, (figure
4.18) it is possible to assume that, on average, the flow moves at a speed of
0.24 [m/s]. At this velocity, the distance between the inlet of the pancake
and the sensor located at 100 [m] is covered in almost 420 [s]. This time
is called the transit time and is absolutely comparable to the time distance
between the two peaks.
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Figure 4.18: Helium flow velocity at inlet and outlet of pancake 5.

Knowing the hot spot temperature evolution is then possible to focus
on the temperature margin, that is evaluated, in the case of Nb3Sn strands,
considering the current sharing temperature evaluated at the equivalent mag-
netic field. The latter is the uniform magnetic field that results in a critical
current equal to the integral of the critical current density across the cable
cross section when the (real) magnetic field, varying on the cable cross sec-
tion, is known.
The current sharing temperature, depending on other conditions (namely
the magnetic field and the current density) is not uniform along the pancake
over the transient. This means that it is not possible to fix a value of critical
temperature and actually compare it with the hot spot temperature, but the
temperature margin must be evaluated in each point, and the attention will
be paid at the position where the minimum temperature margin is reached.
In figure 4.19 the evolution of the minimum temperature margin is plotted.
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Figure 4.19: Minimum temperature margin during the transient

The immediate consequence of this plot is that during the selected tran-
sient the magnet is never overcoming the current sharing temperature and
this means that no quench is expected to happen during the fast current
discharge of DTT TF coil during the cold test in the cold test facility. This
is due to the fact that, how it is possible to understand from figure 4.1,
decreasing the magnetic field and decreasing the current density flowing in
the conductor, the current sharing temperature increases, naturally avoiding
to have current sharing phenomena in the cable. To better understand the
phenomena, the plot of the evolution of the minimum of the current shar-
ing temperature is proposed too (figure 4.20). It is important to remember
that this is not necessary the value against which the minimum temperature
margin is evaluated, by the way it is helpful to understand how generally the
current sharing temperature evolve. The evolution is coherent with what has
been pointed out previously. Indeed the current sharing temperature is in-
creasing monotonically from its steady state value (different for each pancake
since each of them is subjected to different magnetic field) to the asintotic
value given that current and magnetic field are both approaching to zero,
point at which the maximum current sharing temperature, for the selected
material, is detected.
This phenomena helps avoiding the excessive erosion of the temperature mar-
gin, but, however, the hottest temperature reached in the strands during the
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transient, is never overcoming the minimum value of current sharing temper-
ature, reason for which no quench is initiated.

Figure 4.20: Evolution of the minimum current sharing temperature, in the
cold test facility operating conditions.

In the proposed simulation, the coil structure is considered to be not in
thermal contact with the winding pack on the plasma side since this is what
happens normally during plasma burns due to the strong Lorentz forces that
arise during the operation. By the way this assumption is not fully conser-
vative in the case of a fast discharge given that the decrease of the current
and of the magnetic field during th transient causes also the decrease of the
Lorentz forces. This causes a re-attachment of the coil structure with the
winding pack.By the way this process of re-attachment is not known in detail
and it is not even known if once at zero current and zero magnetic field the
structure is back in full contact with the winding pack, due to some possible
(partial) plastic deformations.
In order to be fully conservative, a second run of the simulation has been per-
formed considering full contact between the coil structure and the winding
pack also on the plasma side. The comparison between the minimum tem-
perature margin within the hottest pancake (number 2)in the two extreme
cases (full contact and no contact) is shown in figure 4.21.
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Figure 4.21: Comparison between the evolution of the minimum temperature
margin in case of full contact and no contact between coil structures and
winding pack on the plasma-facing side.

From this figure it is possible to observe that the thermal contact on
plasma side is a minor effect on the temperature evolution within the wind-
ing pack, given that the difference between the extreme cases, no contact
and full contact, is negligible. This means that not knowing how actually
the re-attachment between structures and winding pack occurs during the
transient is not a main issue for the transient at hand.

The results discussed in this section demonstrate that no quenches are
expected during a fast current discharge in a single TF of DTT in conditions
relevant for thei cold test, also in the first seconds (which are considered the
most critical, since the magnetic field and the current density are still high
and the current sharing temperature is, for this reason, low).
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Chapter 5

Conclusions and perspectives

The magnetic confinement of the plasma in fusion reactors is a strongly multi-
physical problem and an important technological and scientific challenge. A
lot of different aspects must be considered during the design and operation
phases; in this framework, the numerical simulations provide a significant
contribution, helping both with the design and the future operation of the
magnets.
This thesis aims at proposing a first of a kind electro-magnetic tool capable
to be coupled with the already existent and validated tool for the thermal
- hydraulic simulation of superconducting magnets for fusion reactors: the
4C code. The aim was to include in the simulation of the transients also the
contribution given by the power deposition generated by the eddy currents
within the coil structures in presence of a time varying magnetic field, caused
either by normal pulsed tokamak operation or by off normal transients (e.g
fast current discharge or disruption). The time varying magnetic field gener-
ates, according to Faraday law, an electric field that induces, in conductive
materials as the structures, currents that, by Joule effect, generate a non
negligible power deposition close to the winding pack, influencing the tem-
perature margin of the superconducting cables.
The idea proposed in this work is the development of the above mentioned
tool with an open source code (FreeFem++) to be as much flexible as possi-
ble both in the stand alone use of the tool but, especially, in the coupled use
with the 4C code
A first magnetostatic analysis has been performed solving the weak formu-
lation of the steady state Ampère law with the A - formulation, using the
magnetic vector potential as unknown of the problem. The tool has been
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verified against a simple analytical case (the Biot-Savart law [30]), and then
against reference data obtained with the commercial code OPERA [28]at
ENEA of the static magnetic field generated by the DTT TF coil both in
stand alone and tokamak configuration [31]. The milestone obtained with
this first step is that an open source code has been able to reproduce pre-
cisely the results obtained by state of the art software for magnetostatic
analysis.
After that, the development of the transient tool has been described, intro-
ducing the time dependent part of the Ampère law and properly translating
it in the A - formulation version, founding out the connection between the
magnetic vector potential, unknown of the problem, and the generated elec-
tric field, fundamental for the evaluation of the eddy currents.
The developed tool has then been successfully benchmarked against results
from some classical literature benchmark and state of the art finite element
software (Comsol [29]).
The tool has then finally been applied to a real case: the fast current dis-
charge in one single DTT TF coil. The obtained results show, as expected,
an integral power deposition that in the very first instants after the dump
shows a peak and then follows the driver behavior decreasing exponentially
its value. The power deposition is not uniform all over the coil, but the 3D
nature of the tool allows to consider also this heterogeneity for the coupling
with the 4C thermal - hydraulic model.
The complete EM+TH simulation of the fast current discharge in one sin-
gle DTT TF coil has been performed and presented. The major outcomes
are the evolution of the temperature margin, the evolution of the hot spot
temperature and the power that from the structure is passing to the winding
pack. As a consequence of these results it is possible to conclude that dur-
ing a fast current discharge in the DTT TF coil in the cold test facility no
quench is expected to happen, even if a non negligible temperature increase
is foreseen, due to the increase of the current sharing temperature due to the
simultaneous decrease of the magnetic field and current density flowing in
the coil.
This work can be seen as the beginning of the development of more detailed
and complete tools for SC magnets system simulations, and many future
possible development can be implemented, related to several different top-
ics. Improving the structure discretization, and developing a continuous and
direct coupling between the two tools such that temperature dependent prop-
erties can be correctly evaluated at each time step could be a first future tool
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improvement. The impact of the modification of physical properties (mainly
electrical conductivity) due to temperature evolution is not known yet, but
to evaluate it, before the possible development of the continuous and direct
coupling, some sensitivity analysis can be performed.
A subsequent step will certainly be the validation of the tool against ex-
perimental data, soon available thanks to the cold test facility experimental
campaign foreseen for the next couple of years.
Finally the introduction of other physical models is envisaged. A relevant
add on may be the thermal - mechanical model of the structure, relevant to
evaluate the effect of fast transient on the magnet integrity or to optimize
the (slow) cool down strategies.
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