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ABSTRACT

In the last decades, the increasing demand for air transport, both in the mili-
tary and in the civil field, has led to an exponential growth of greenhouse gases
emission, which are rationally thought to play an active role in climate change.
One of the most important (and promising) solution proposed to counter this
notoriuos problem is the replacement of current fuels with less pollutant ones.
In this perspective, the Technical University of Munich (TUM), under the ex-
clusive patronage of DLR centre (Deutsches Zentrum für Luft- und Raumfahrt,
the German Aerospace Center), has started a new research project whose pur-
pose is to find reliable alternatives to the existent petroleum fuels. Since no such
promising improvement would be achieved if the research was focused on cur-
rent feedstocks, the interest is centered on renewable energy sources, whose
products, even if after many different chemical processes, are the main hydro-
carbons directly involved in the fuel combustion, reducing as much as possible
the presence of other polluting agents, such as sulfur oxide (SOx) and nitrogen
oxide (NOx). From this alarming context immediately flows the necessity to find
a well founded solution (matematically speaking, a numerical model) to forecast
the chemical and physical properties of hydrocarbons’ surrogate, in order to
validate them against the reference petroleum fuel’s properties. In this regard,
the collaboration between Polytechnic University of Turin and TUM has made
possible the development of this Master Thesis, whose main aim is to find the
optimal IFS (Input Formula of Surrogate) for given petroleum fuel. The strat-
egy of IFS construction is based on the direct correlation between the synthetic
petroleum fuel’s specifications and the hydrocarbons’ model’s ones and it is
used to reproduce the real fuel combustion properties. The IFS is intended to in-
clude adequate fractions of four different chemical families of hydrocarbons, i.e.
normal/iso-paraffins, naphthenes (also known as cycloparaffins) and aromatics.
Thanks to previous studies and with an huge bibliography effort, researchers
succedeed in completing a full properties table for the forty-seven (47) hydro-
carbons, which are supposed to be the starting point for future developments.
Going into the specifics of this thesis, the first pages are dedicated to a gen-
eral introduction of the main problem, trying to get the reader on the path of the
reference topic. Then, after a brief presentation of many important civil and mil-
itary fuels, paying attention to adding specific information about the reasons for
their current utilization or their past dereliction, some historical kerosene models
are shown, with the aim of introducing the general iter for jet fuel modelling. In
the same pages, their properties are also shown in order to make the reader
more aware about their general meaning (and also their normal magnitude and
operative range). After a brief treatise about the main chemical and physical
properties of jet fuels, the indirectly optimized MATLAB code for the IFS is intro-
duced. It consists of three main parts, each of them dedicated to a particular
output. While the first two are independent from each other, the third one leans
on them, giving the IFS as direct output.
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Then, a second possible code is introduced. This time, the code is character-
ized by a robust strategy of optimization through the use of the PSO algorithm
(Particle Swarm Optimization) and it returns the same outputs of the previuos
attempt’s code. These data are the validated against a reference model, ob-
tained from previous researches. In the end, potential future developments are
hypothesized, in order to further validate the numerical model proposed in this
work. However, regardless any possible future advancement, this thesis, since
supported by a broad theoretical discussion, is thought to be a valid starting
point for the course of research, giving forthcoming insiders a well founded ba-
sis where to begin their work.

Keywords: air transport growth, aromatics, cyclo-paraffins, development, green-
house gases, hydrocarbons, IFS, iso/normal paraffins, jet fuels, numerical model,
optimization, petroleum, PSO, research, surrogate
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Chapter 1

Introduction

Nowadays, air traffic is an essential part of our modern society, helping people
to feel more comfortable about the progressive reduction of physical distances
between different countries and places. This new outlook, despite numerous ex-
ternal upheavals over the years, created an increasing demand for air transport
which has spread all over the world, from the poorest countries to the richest
ones; according to the Airports Council International Forecast [1], in the next 20
years the world air traffic is expected to double or even to triple. This remark-
able trend is confirmed even by the last Commercial Market Outlook of the main
aircraft companies, such as Boeing, Airbus, Embraer and Bombardier [2]-[5].
If these previsions revealed themselves to be true, the progressive increase of
air traffic would provoke a significant and growing contribution to the global in-
ventory of greenhouse gases, which are rationally thought to be implicated in
climate change. Over the years, many different (and sometimes hasty) solutions
have been proposed to limit this pessimistic future, from new aerodynamics and
structural concepts for wings and fuselage (able to act in an indirect way to the
increase of the aerodynamic efficiency) to new flight pats, chosen to take ad-
vantage of favorable winds. But these possibilities, which entail a reduction of
the fuel’s consumption, are defined not to be enough to counter the problem. In
this regard, a more promising road to limit the greenhouse gases emission is
thought to be the sostitution of actual fuels with other less polluting (see figure
1.1), acting directly on the fuel’s chemistry.

(a) Emissions growth (b) Countermeasures to the emissions

Figure 1.1 Forecast of emissions in equivalent CO2 [6]
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In addition, the aviation sector has a high demand for fossil fuels; in this context,
the investigation for new alternative fuels (non-petroleum based) for aircrafts
occurs to be more indispensable than ever. Moreover, the incessant growth of
fossil fuels’ costs has prompted the industry to look for alternative (and cheaper)
combustibles which should be able to provide the required service features with
a mixture of crude oil based kerosene and alternative fuels. They could have
different origin, most of which are summed up in the following list, trying to show
at the same time their main features:

• Hydroprocessed Esters and Fatty Acids (HEFA): for the production of
sustainable fuels based on esters and fatty acids, all forms of native fat
or oil could be used. In addition to fats and wastes from the food industry,
mainly vegetable oils and fatty acids from the refining process are used.
The manufacturing process is based on their hydrogenation and then on
their refining, similarly to fossil fuels. This process is already mature and
has been approved by the ASTM since 2011. HEFA kerosene has been
used in thousands of test flights and in regular service. However, HEFA
biojet historically costs more than fossil-derived jet fuels (and a similar
prospect afflicts their feedstocks).

• Fischer-Tropsch (FT): in the Fischer-Tropsch synthesis, long-chain hy-
drocarbons are generated from a synthesis gas (carbon monoxide and hy-
drogen) in a reactor. Thereafter, these syngas must be further processed
into kerosene (by hydrocracking and/or isomerization). Since 2009, the
original process is certified by the ASTM for aviation, but the technology as
a whole is extremely demanding. The Fischer-Tropsch process produces
high value, clean-burning fuels and a wide range of biomass is suitable as
its starting feedstocks. The resulting fuels are colorless, odorless and low
in toxicity. FT fuels have less sulfur, nitrogen oxide, carbon monoxide and
particulate matter emissions than petroleum fuels.

• Gas to liquid (GTL): biomasses of different origin and composition are
first converted into biogas via biochemical processes. In addition to wood,
almost all available biomass (including waste) can be used. Also, in terms
of techno-economic aspects, the production can be realized in a compar-
atively small-scaled way. As a result, biomass resources with a relatively
low energy content, such as liquid manure, can be opened up, which would
be uneconomical to transport over long distances. However, this can only
be achieved by feeding the biomethane into the existing natural gas net-
work. The collected biomethane can be fed to refineries. In the subse-
quent GTL process, this biomethane is converted into carbon monoxide
(CO) and hydrogen (H2). CO and H2 are then converted by FT synthesis
in long-chain hydrocarbons - and thus ultimately in sustainable kerosene.
So far, no sustainable aviation fuel has been generated via the GTL pro-
cess. Since biomethane and fossil methane are chemically identical and
the technology for natural gas is already used on a large scale, production
is considered to be problem-free. However, there are high costs for fuel
production from renewable resources via the GTL process.
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• Biomass to Liquid (BTL): for the production of biomass-to-liquid fuels,
solid biomass is converted directly via thermochemical gasification into a
synthesis gas which consists primarily of CO and H. For this purpose, lig-
nocellulosic biomass is used. After a purification by FT synthesis, the gas
produced from the biomass is relocated in hydrocarbon chains. Subse-
quently, kerosene is separated from the resulting hydrocarbon mixture by
means of the refinery processes. A typical production scheme for BTL fuel
is shown in the next figure, which refers to the GAFT1 value chain model:

Figure 1.2 GAFT value chain model [7]

• Coal to Liquid (CTL): coal liquefaction is a process of converting coal
into liquid fuels. Specific liquefaction technologies generally divide into two
categories: direct liquefaction (DCL) and indirect liquefaction (ICL) pro-
cesses. Direct processes are based on approaches such as carbonization,
pyrolysis and hydrogenation. Indirect liquefaction processes generally in-
volve gasification of coal to a mixture of carbon monoxide and hydrogen
and then, using a suitable process, conversion of the syngas mixture into
liquid hydrocarbons. In contrast, direct liquefaction processes convert coal
into liquids directly.

Figure 1.3 CTL processes

1 GAFT is a Norwegian project, whose overall objective is to accelerate the implementation
of liquid biofuels production in Norway guaranteeing alternative sources for the jet fuel’s refining.
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• Direct Sugar to Hydrocarbons (DSHC): in DSHC technology, sugar is
firstly converted directly into pure unsaturated hydrocarbons by aerobic
fermentation of genetically modified yeasts and subsequently the output
products must be hydrogenated. In principle, even higher sugars (polysac-
charides such as cellulose) can be metabolized after digestion. While the
fermentation of simple sugars to hydrocarbons has already reached in-
dustrial scale, the fermentation of higher sugar still needs some devel-
opment work. By the way, some specific tests have already been made
by the American Pratt & Whitney [8] with a 20-80% fuel blend of Amyris
Farnesane-Jet A and no difference was observed in engine operability.

• Alcohol to Jet (ATJ): in alcohol-to-jet technology, hydrocarbons are pro-
duced from alcohols, mailnly derived from lignocellulosic biomasses and
sugar. The actual conversion of the alcohol takes place in three steps:

1. O is removed by dehydration and short-chain alkenes are formed
2. their oligomerization to long-chain alkenes takes place
3. they are hydrogenated to alkanes

Figure 1.4 ATJ process

The readiness level of some of them is shown in the following figure:

Figure 1.5 Readiness level
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However, there are several requirements to observe; as for any other jet fuel,
the most important one is not to compromise the safety of the equipped aircraft
in any way. In addition, the fuel developed must have:

• good atomization, evaporation and burning characteristics
• good thermal and chemical stability
• low viscosity and explosion risk
• high lubricity and specific heat capacity
• good storage and handling characteristics

These requirements reflect the actual complexity of the situation. The aviation
industry also presents far greater restrictions on any candidate fuel due to sev-
eral factors that could undermine the operations’ safety:

i. the extreme conditions under which combustion must reliably and safely
take place demand a limited range of potential liquid fuels

ii. any product must be fully interchangeable with the current jet fuel product
to avoid the logistic problems of airports handling multiple fuels of varying
qualities and the commercial limitations this would impose

iii. the long life of a commercial jet imposes on any candidate fuel to be “back-
wards compatible” for use in existing engine technology

Thence, aviation’s current focus is on the development of “drop-in fuels”, which
are alternative jet fuels composed solely of hydrocarbons (but produced from
alternative sources such as bioderived feed stocks), and that could provide es-
sentially identical performance to that from petroleum-derived jet fuels. These
drop-in fuels may be more appropriately considered the same as jet fuel, but
produced from alternative raw materials. Drop-in fuels do not require engine/air-
plane redesign, nor new fuel systems/components on ground or in flight. Fur-
thermore, hydrocarbon drop-in fuels undergo rigorous evaluation to ensure that
they do not degrade margins for safety, operability, performance or durability.
The desire for hydrocarbon drop-in fuels is primarily due to the very high energy
density of liquid hydrocarbon fuels and the enormous cost of converting aircraft
and infrastructure to accommodate not drop-in fuels. Nevertheless, it’s important
ot remind that the certification is costly, requiring significant resources (includ-
ing fuel intensive tests that are variable in scope) and lengthy times required for
certification. As a result, the FAA, NASA, AFRL and AFOSR established an in-
ternational joint federal, academic and industrial program called the National Jet
Fuels Combustion Program (NJFCP), with a view to develop combustion-related
generic test and modeling capabilities that could improve the understanding of
the impact of fuel chemical composition and physical properties on combustion,
leading to speeding the approval process of new alternative jet fuels [9]. This
program intervenes in the last steps of the generalized certifications process of
ASTM (American Society for Testing and Materials)2 (figure 1.6).

2 ASTM International, acronym of American Society for Testing and Materials, is an interna-
tional standards organization that develops and publishes technical standards for a wide range
of materials, products, systems and services.
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Figure 1.6 NJFCP integration into the ASTM process

The NJFCP incorporates efforts from a large number of academic institutions,
US government laboratories, original equipment manufacturers of gas turbine
jet engines, individual contractors and international partners, as well as US Fed-
eral agencies that provide funding and oversight of the program. To succeed in
the validation of these alternative fuels, one of the strongest and most efficient
NJFCP’s instrument is the CFD (Computational Fluid Dynamic) simulation of
the proposed fuel’s model. One of the most important and used software for
the chemical research is CHEMKIN, developed by ANSYS. CHEMKIN is a soft-
ware tool for solving complex chemical kinetics problems and it is used world-
wide in the combustion, chemical processing, microelectronics and automotive
industries. CHEMKIN solves thousands of reaction combinations to develop a
comprehensive understanding of a particular process, which might involve mul-
tiple chemical species, concentration ranges and gas temperatures. However,
because of the outstanding complexity of traditional jet fuels (each of them is
a mixture of several thousands of hydrocarbons such as paraffines, cycloalka-
nes, aromatics and olefins), the processing of actual chemical kinetic data of
these blends is something currently utopian. Therefore, only simplified chemical
kinetic models of practical fuels such as surrogate mixtures can be used to de-
velop alternative fuel types. General formulae or standard rules for the construc-
tion of such surrogate mixtures are not established yet, but common principles
of such construction are clear and require that the surrogate mixture must have
similar physical and chemical characteristics of the target fuel [10]. The physi-
cal properties can be summarised in density, fuel energy content, evaporation
characteristics (boiling range, flash point, vapour pressure), thermal conductiv-
ity, surface tension and viscosity. On the other hand, chemical properties (which
are related to the chemical composition) are mainly C/H ratio, flame speeds,
ignition delays and sooting tendency.
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These properties, in case of conventional fuels, are summed up by NJFCP in
the category A paper. This document also includes the following data:

• Specification properties: the specification properties are features im-
portant to combustion and could be summed up in: flash point, viscosity,
aromatic content, hydrogen content, ASTM D86 distillation, smoke point,
measured heat of combustion and measured cetane number. A summary
of key properties of the fuels is given in figure 1.7 and in table 1.1, which
show that the fuels do indeed encompass a wide range of properties within
the jet fuel experience base. Density was not a criteria for the Category
A fuels, but the viscosity and aromatic requirements also effectively drove
the density of the fuels to the edges of the distribution.

Figure 1.7 Available range

Property Test method Limits

Density,
[

kg
m3

]
D4052 0.775-0.84

Flash point, [◦C] D93 > 38
Viscosity at -20 ◦C, [cSt] D445 < 8
Aromatics, vol [%] D1319 < 25

Heat of combustion,
[

kJ
kg

]
D4809 > 42800

H content, mass [%] D3701 > 13.4
H content, mass [%] D7171 > 13.4
H content, mass [%] GCxGC (UDRI) > 13.4
H/C ratio, [-] D3701 n\a
Molecular formula GCxGC n\a
Derived Cetane Number D6890 n\a
Distillation, ◦ D86

IBP
10 % < 205
20 %
50 %
90 %
FBP < 300

Engine Cetane Number D613 n\a
Smoke pt, [mm] D1322 > 18
Freeze pt, [◦C] D5972 > -47

Table 1.1 Specification test results for category A fuels
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• Composition: thanks to GCxGC3 system, it is possible to evalute the
distribution of major hydrocarbon classes across carbon number and the
average molecular weight. The fuel specification properties don’t control
the fuel composition directly, aside from the 25% (vol) limit on total aro-
matics by ASTM D1319. The indirect effect of the specification limits lead
to the (average) distribution of hydrocarbons shown in figure 1.8. The lack
of hydrocarbons below about C8 is due to the flash point limit (> 38 ◦C);
while the lack above about C17 is due to the freeze point limit (< -40 ◦C).
In general, typical jet fuels have four classes of hydrocarbons (olefins are
low in jet fuels) distributed across many carbon numbers.

Figure 1.8 Average composition

3

GC is the acronym for comprehensive
two-dimensional Gas Chromatogra-
phy, which is is a multidimensional gas
chromatography technique that was
described in 1991. GCxGC utilizes
two different columns with two differ-
ent stationary phases. In GCxGC, the
effluent from the first dimension col-
umn is diverted to the second dimen-
sion column via a modulator. Then,
the modulator traps injects the effluent
from the first dimension column onto
the second dimension. This process
creates a retention plane of the 1st di-
mension separation x 2nd dimension
separation. Figure 1.9 GCxGC
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• Fit-for-purpose properties: the alternative fuel approval process (ASTM
D4054) defines this class of properties that are not limited by the specifica-
tion, but are limited to an expected range for fuels that are acceptable (“fit-
for-purpose”). They can be summed up in the density-T curve, viscosity-T
curve, Cp-T curve, surface tension-T curve and vapor pressure-T curve:

– density-T curve: density is a linear function of temperature in the
range shown, which is significantly below the jet fuel critical temper-
ature (' 400 ◦C). For the temperature range shown, it would seem
reasonably accurate to extrapolate density of an unknown jet fuel
based on this slope and the 15 ◦C specification density.

– viscosity-T curve: given the strong temperature dependence of vis-
cosity, measurements at -20 ◦C appear to be warranted for any new
fuel, rather than an estimate based on ambient temperature viscos-
ity or based on correlations with other properties. ASTM D7566 has
started using a 12 cSt limit at -40◦C for alternative fuels. The data in
figure 1.11 have been linearized for ASTM D341 using the correla-
tion: log(ν +0.7) = a – b· log(T ), where a and b are fuel constants.

Figure 1.10 density-T curve Figure 1.11 viscosity-T curve

– heat capacity-T (Cp-T): heat capacity is a fit-for-purpose property
which is evaluated using ASTM E1269. The results are shown in fig-
ure 1.12. There is some spread in the data which shows differences
among fuels, probably due to density’s differences. The heat capac-
ity can also be calculated from enthalpy data since Cp is the slope of
the h-T curve at a given temperature (figure 1.13):

Cp =

(
∂h
∂T

)
p=const
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Figure 1.12 Cp-T curve Figure 1.13 h-T curve

– surface tension-T: similarly to heat capacity, surface tension is also
not a specification property. In this case, however, the current data do
not match well with the SwRI (South west Research Institute) mea-
surements (lower than data) or with the calculation (higher than data)
(although the trends are the same, the discrepancies may again be
due to density differences).

– vapor pressure-T: although vapor pressure is not a specification prop-
erty, it is not independent from the other properties discussed. The
CRC Handbook shows separate vapor pressure curves for JP-8, Jet
A, Jet A-1 (flash point > 38 ◦C) and JP-5 (flash point > 60 ◦C).

Figure 1.14 surface tension-T
curve

Figure 1.15 vapor pressure-T
curve
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1.1. OVERVIEW

1.1 Overview

Purpose

Summarizing what said so far, it is clear an urgent need to define proper math-
ematical tools for the modeling process of future jet fuels, which, in order to limit
the harmful emissions of nitrogen oxides (NOx) and of sulfur oxides (SOx), are
intended to be composed according to a proper blend of hydrocarbons, limiting
the contribution of possible contaminants. In this context, it has been possible
to develop this work of thesis, which is intended laying the computational foun-
dations for the definition of the Input Formula of Surrogate (IFS), which should
mimic the reference properties of the input fuel.

Rundown

In the following lines, the structure of the thesis is introduced, trying to sum-
ming up each section’s main content:

1. the first chapter plays the role of the introduction of the thesis, trying to
summing up the reasons of its draft. Furthermore, it submits the develop-
ment’s stages for new alternative fuels, according to the actual legislation

2. the second one shows the research’s actual state of art and proposes a
brief report about the fuel’s historical usage in the civil and military field

3. in the third chapter, the chemical and physical properties of a fuel are
summed up, endowing some mathematical tools for their evaluation

4. the fourth chapter deals with the "brute-force search" code. The code is
characterized by a very simple basic theory but, in its simplicity, it allows
the user to think that the solutions obtained refer to the input objective
funcion’s global minimum. The main problem of this kind of approach
emerges in the huge computational cost required to the processor, that
grows exponentially with the mesh refinement

5. the fifth one shows the directly optimizated code, which exploits the PSO
robust algortihm (Particle Swarm Optimization). This code proved to be
computationally far lighter than the first option; however, because of cal-
culation’s stocastica nature, the users doesn’t have the absolute certainty
of succeeding in finding the global minimum but there is a remote possi-
bility that the particle’s swarm could be blockade in a local minimum

6. the results obtained from the two codes are compared in the sixth chapter
of the thesis, trying to certify the work of thesis’ goodness.

7. in the seventh and last chapter, some future developments are introduced,
starting from eventual improvements on the previous codes arriving to the
testing of next steps of the certification process proposed by the current
legislation (see figure 1.6)

11



Chapter 2

Literature Overview

2.1 Jet Fuels

2.1.1 Alternative jet fuels

The main focus of this paragraph is to give a short introduction to the existent
alternatives to conventional jet fuels. There are several types of fuels used in
different engine applications. Nowadays, petroleum is the main used source to
produce almost all jet fuels, but natural gas, shale oil and coal as other fossil
fuel sources could also be used to produce jet fuels. In addition, there are sev-
eral potential alternative aviation fuels such as bio-derived jet fuels, cryogenic
fuels, Fischer-Tropsch (FT) synthetic fuels that are a main focus to investigate
for scientific community, since they could guarantee a reliable solution too.

• Bio-Derived Jet Fuels: biomass is being increasingly considered as an
alternative raw material of transportation fuels. Ethanol and biodiesel have
been used in recent years as blend components for gasoline and diesel
fuel and this use is likely to continue to expand as a result of government
green mandates and a desire to diversify energy sources. The renewable
jet fuels contain mostly normal/iso-paraffins and have nearly no aromatics
or cycloalkanes. Due to the lack of these hydrocarbons families, in order
to be allowed to be used as aviation fuels for commercial flights bio-jet fu-
els should need to be blended with petroleum based fuels [11]. In general,
aviation biofuels have seen some use starting in 2008. The first demon-
stration flight, which was undertaken by Virgin Atlantic, used a blend of
20% biofuels in one of its engine. After many other tests, in October 2012,
100% biofuels was used by the National Research Council in Canada
to power a Dassault Falcon 20 demonstration flight. However, given the
more stringent limits, commercial flights have been using, at most, a 50%-
50% blend. In order to make a 100% bio-jet fuel for commercial flight, a
biosource must be found to be able to synthesize aromatics and cycloalka-
nes fuel compounds [12]. Theoretically these components can come from
cellulosic biomass which would give a fully synthetical jet fuel [11]. Gen-
erally, production of kerosene from biomass can occur in several different
ways; some possible paths are shown in the figure 2.1.
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2.1. JET FUELS

Figure 2.1 Different paths

• Cryogenic Fuels: the term “cryogenic fuels” refers to materials that are
gases at normal ambient conditions and that have been cooled to their
boiling point and stored as low temperature liquids. Liquid hydrogen and
liquid methane are examples of cryogenic fuels. These are fundamentally
different from traditional jet fuels and would require new engines, airframes
(since liquid CH4 boils at ' 120 K, storage tanks need to be thermally in-
sulated) and global airports infrastructure to supply and store cryogenic
fuels. By the way, despite to the high costs, LNG (Liquefied Natural Gas)
aircraft operations could offer a profitable investment due to the abun-
dance of low cost feedstocks.

Figure 2.2 Evolution of cryogenic and Jet-A fuel cost
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2.1. JET FUELS

• Fischer-Tropsch (FT) Synthesis Fuels: Fischer–Tropsch process (devel-
oped by the German researchers Franz Fischer and Hans Tropsch devel-
oped in 1922) is often regarded as the key technological component for
converting synthesis gas to transportation fuels and other liquid products.
FT fuels have several characteristics that make them attractive as a jet
fuel. Their higher specific energy leads to a small reduction in the amount
of energy required to fly a given distance with a given payload and could
allow for increased payload capacity. Furthermore, they are clean burn-
ing without sulfur dioxide (SO2) or sulfuric acid (H2SO4) aerosol emissions
(property that leads to increased combustor and turbine life) and their im-
proved thermal stability should reduce deposits on engine components
and fuel lines. In addition, this aromatic-free fuel emits fewer particulates
than conventional jet fuel. However, there are two disadvantages associ-
ated with no aromatics in the fuel. First, FT kerosene meets all other jet
fuel specification properties with an exception of the minimum density re-
quirement. Second, the absence of aromatic compounds can cause leaks
in certain types of fuel system. Both of these issues may be resolved by
blending the fuel with conventional jet fuel and with the appropriate use of
fuel additives. There has been extensive evaluation of synthetic paraffinic
kerosene (SPK) produced from a starting material of coal using the Fis-
cher–Tropsch process. Since 1999, blends that are up to 50% FT liquids
have been used by commercial airlines in South Africa. The FT-SPK fuels
are composed of a combination of normal and iso-paraffins with a small
percentage of cyclo-paraffins. The paraffins carbon number and type (iso-
paraffins and n-paraffins) of the neat FT-SPK varies from C9 to C15 which
is a typical range found in conventional jet fuel. The whole FT process can
be summed up in four main steps. The first step is the production of syn-
thesis gas, which is a mixture of hydrogen H and carbon monoxide CO.
The second main one removes undesired compounds such as CO2 as
well as impurities from the synthesis-gas stream. The third step is the FT
synthesis, i.e. the process that makes mainly straight chain hydrocarbons.
The product composition will vary depending on the hydrogen to carbon
monoxide ratio, the catalyst and the process conditions. These raw prod-
ucts of FT synthesis are then further processed in the last step to make
an acceptable fuel. The hy-
drocarbon product is up-
graded to liquid fuels us-
ing well-established meth-
ods in common petroleum
refineries. This processing
includes cracking the long
chains into smaller units
and rearranging some of
the atoms (isomerizing) to
provide the desired proper-
ties (see figure 2.3). Figure 2.3 FT process
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2.1. JET FUELS

The kinetic process can be expressed by the following equations, where n
is the average carbon number and m is the average number of hydrogen
atoms of the hydrocarbon products (the marked reactions [∗] are the main
ones for the generation of straight-chain alkanes and olefins):

(2m+1)H2 +nCO → CnH2m+2 +mH2O ∗
2mH2 +nCO → CnH2m +mH2O ∗
2mH2 +nCO → CnH2m+2O+(m−1)H2O ∗
CO+H2O → CO2 +H2

CO+3H2 → CH4 +H2O

The FT process produces a mixture of hydrocarbons with carbon chains
corresponding to gases (range from C1 to C4), liquids (from C5 to C20) and
even waxes (> C20). The main products of this process are olefins, alco-
hols, acids, oxygenate and paraffins of different length depending on a re-
actor and catalyst type. The FT approach provides a series of production
of liquid fuels (including jet fuel) from various carbonaceous feedstocks, of
which the most relevant are coal, natural gas and biomass.

• Gas-To-Liquid (GTL) Process Fuels: GTL process is a process to con-
vert natural gas or other gaseous hydrocarbons (e.g. methane-rich gases)
into longer-chain hydrocarbons such as gasoline or diesel fuel. This con-
version process is achieved either via direct conversion or via syngas
as an intermediate, e.g. using the Fischer-Tropsch processes. The GTL
process begins with partial oxidation of methane (CH4) to carbon dioxide
(CO2), carbon monoxide (CO), hydrogen (H2) and water (H2O). The ratio
of carbon monoxide to hydrogen is adjusted by using the water gas shift
reaction and the excess carbon dioxide by aqueous solutions of physical
solvents. The water is then removed yielding synthesis gas that is chemi-
cally reacted over an iron or cobalt catalyst to produce liquid hydrocarbons
and other byproducts.

Figure 2.4 GTL process using the FT method
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2.1. JET FUELS

• Biomass-To-Liquid (BTL) Process Fuels: the term BTL is applied to
synthetic fuels made from biomass through a thermochemical route. The
objective is to produce fuel components that are similar to those of current
diesel fuels and fossil-derived gasolines and hence can be used in exist-
ing fuel distribution systems and with standard engines. The advantage of
the BTL route to liquid transport fuels lies in the ability to use almost any
type of biomass, with little pre-treatment other than moisture control. This
is because the feedstock is gasified in the first stage of the process and
then further treated to clean it, to remove tars, particulates and gaseous
contaminants and to adjust the ratio of the required gases. Gasification
is a thermochemical process at 800-1300 ◦C run at under-stoichiometric
conditions (typically λ 1= 0.2-0.5). Under these conditions the biomass is
fragmented into raw gas consisting of rather simple molecules such as hy-
drogen, carbon and their combinations. Solid by-products are char, ashes
and impurities. After size reduction of the raw material, it is moved into
the gasifier. Typical gasification agents are oxygen and water/steam. The
choice of the gasification agents depends on the desired raw gas compo-
sition. A higher process temperature or using steam as gasification agent
leads to increased H2 content. High pressure, contrarily, decreases the H2
and CO. Impurities of the raw gas depend on the gasification conditions
and used biomass and can cause corrosion, erosion, deposits and poi-
soning of catalysts (therefore it could be necessary to clean the raw gas).
Technology-dependent impurities such as dust, ashes, bed material, tars
and alkali compounds are removed through various cleaning steps. Com-
ponents having mainly poisonous effects are sulphur compounds, nitrogen
and chloride. The cleaned raw gas will then be upgraded to clean syngas.
In the Fischer-Tropsch (FT) pro-
cess, the clean syngas is trans-
formed into alkanes using mostly
iron and cobalt as catalysts. The
raw product can not be directly used
as fuel. It needs to be upgraded via
distillation to split it into fractions. It
could happen via hydration and iso-
merization of the C5-C6 fraction and
via reforming of the C7-C10 fraction
in order to increase the octane num-
ber for gasoline use or via crack-
ing by application of hydrogen un-
der high pressure in order to con-
vert long-chain fractions into gaso-
line and diesel fraction.

Figure 2.5 BTL process

1 λ is the air–to-fuel equivalence ratio. It can be calculated as the mathematical ratio be-
tween the AFR (air-fuel ratio) under consideration and the stoichiometric one (distinguished by
subscript "s"). λ = 1.0 is at stoichiometry, λ < 1.0 refers to rich mixtures and λ > 1.0 to lean ones.

λ =
AFR
AFRs

=
ma

m f
·
(

m f

ma

)
s
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• Coal-to-Liquid (CTL) Process Fuels: coal liquefaction is a process of
converting coal into liquid fuels which was originally developed at the be-
ginning of the 20th century. Specific liquefaction technologies generally fall
into two categories: direct (DCL) and indirect liquefaction (ICL) processes.

– Direct processes are based on approaches such as carbonization,
pyrolysis and hydrogenation:

i. pyrolysis and carbonization processes: The carbonization con-
version typically occurs through pyrolysis or destructive distil-
lation. It produces condensable coal tar, oil and water vapor,
non-condensable synthetic gas and a solid residue char. One
typical example of carbonization is the Karrick process, a low-
temperature carbonization process where coal is heated from
360 ◦C to 750 ◦C in the absence of air. These temperatures op-
timize the production of coal tars richer in lighter hydrocarbons
than normal coal tar. Karrick processe is generally too low for
practical use for synthetic liquid fuel production. Furthermore,
the resulting liquids are generally of low quality and require fur-
ther treatment before they can be usable as motor fuels. Result-
ing coal tars and oils from pyrolysis are then further processed by
hydrotreating to remove sulfur and nitrogen species, after which
they are finally processed into liquid fuels.

ii. hydrogenation processes: One of the main methods of direct
conversion of coal to liquids by hydrogenation process is the
Bergius process, developed by Friedrich Bergius in 1913. In this
process, dry coal is mixed with heavy oil recycled from the pro-
cess. A catalyst is typically added to the mixture. The reaction
occurs at 400-500 ◦C and 20-70 MPa hydrogen pressure. The
reaction can be summarized as follows:

nC+(n+1)H2 → CnH2n+2

– Indirect coal liquefaction (ICL) processes operate in two stages. In
the first stage, coal is converted into syngas (a purified mixture of CO
and H2 gas). In the second stage, the syngas is converted into light
hydrocarbons using one of three main processes: Fischer–Tropsch
synthesis (the oldest ICL processes), methanol synthesis with sub-
sequent conversion to gasoline or petrochemicals and methanation.
In methanol synthesis processes syngas is converted to methanol,
which is subsequently polymerized into alkanes over a zeolite cat-
alyst. This process was developed in the early 1970s. Methanation
reaction converts syngas to substitute natural gas.

In contrast, direct liquefaction processes convert coal into liquids directly
without having to rely on intermediate steps by breaking down the organic
structure of coal with application of solvents or catalysts in a high pressure
and temperature environment.
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2.1.2 General compositions of jet fuels

Jet fuels consist mostly of hydrocarbon compounds (paraffins, cycloalkanes
or naphthenes, aromatics and olefins) and are mostly derived from fossil fu-
els. In addition to hydrocarbons, they could also contain small fraction of non-
hydrocarbons compounds as well as additives.

• Paraffins: paraffins, also known as alkanes, are saturated hydrocarbons
and are the major component of the jet fuels. Paraffins consist of only
hydrogen and carbon atoms and they are bounded exclusively by single
bonds without any cycles with the general formula of CnH2n+2. Paraffins
have a high hydrogen-to-carbon ratio, with a high heat release per unit
of weight. Alkanes with more than three carbon atoms can be arranged
in various different ways, forming structural isomers. The simplest isomer
of an alkane is the one in which the carbon atoms are arranged in a sin-
gle chain with no branches. However the chain of carbon atoms may also
be branched at one or more points. The number of possible isomers in-
creases rapidly with the number of carbon atoms. Even with the same
molecular formula different isomers have different shapes. Is then possi-
ble to divide the family in two categories, the n-paraffins and the i-paraffins,
whose structures are shown respectively in figure 2.6 and in figure 2.7:

Figure 2.6 n-pentane

Figure 2.7 i-pentane

The two categories differ even for their cetane number CN. In fact, with
the same amount of carbon’s atom, the n-paraffins show a higher CN
value than the i-paraffins (see figure 3.6). This difference should be due to
the healty effect of the carbon chain length, since the cetane number in-
creases as the chain length increases. Another important difference con-
cerns the boiling boint of the two families. In fact, on equal number of
carbon atoms, the n-paraffins shows a higher boiling point than the iso-
paraffins. This feature is thought to be due to the molecular interactions
and to the dispersion forces of the two structures.

• Olefins: olefins are similar to the paraffins but are unsaturated with chem-
ical compound containing at least one carbon-to-carbon double bond with
the general formula of CnH2n. Because of their high reactivity and availabil-
ity and their low cost, olefins are widely used in petrochemical synthesis,
in the manufacture of plastics and in the preparation of certain types of
synthetic rubber, chemical fibers and other commercially valuable prod-
ucts. Furthermore, they show a lower cetane number than n-paraffins, but
higher than the i-paraffins one (see figure 3.6).
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• Cycloalkanes: cycloalkanes, also called naphthenes, are another essen-
tial hydrocarbon compounds found in jet fuels. Cycloalkanes are types
of alkanes which have one or more rings of carbon atoms in the chemi-
cal structure of their molecules. Cycloalkanes consist of only carbon and
hydrogen atoms and are saturated because there are no multiple C-C
bonds to hydrogenate. A general chemical formula for cycloalkanes is
CnH2(n+1−g) (where n represents the number of carbon atoms and g is the
rings number in the molecule). Adopting a more general notation, larger
cycloalkanes are typically called cycloparaffins. Due to their ring structure,
cycloalkanes are much more stable than the corresponding paraffins. Cy-
cloalkanes have a lower hydrogen-to-carbon ratio, which results in less
heat release per unit of weight but increases the fuel’s density. Paraffins
and cycloalkanes components have also the ability to reduce the freez-
ing point of the fuel. In addition to the simplest cycloalkanes, substituted
cycloalkanes are also present in the fuel mixture. They show an addi-
tional methyl group, which replaces a hydrogen atom. Its presence causes
additional RO2 isomerization pathways available (and these substantially
increase the fuel reactivity). A typical strucural difference between a stan-
dard cycloalkane and its substituted is shown in the next figure, which
displays the two different possible cyclohexane’s structures:

Figure 2.8 Cyclohexane structures

• Aromatic hydrocarbons: aromatic hydrocarbons are hydrocarbons that
have at least one aromatic ring and are a good energy source in the fuel.
The configuration of six carbon atoms in aromatic compounds is known
as benzene ring. Aromatic hydrocarbons can be monocyclic (MAHs) or
polycyclic (PAHs). Monocyclic aromatic hydrocarbons (MAHs) are an im-
portant fraction of volatile organic compounds and are toxic or even car-
cinogenic. Polycyclic aromatic hydrocarbons (PAHs) are some of the worst
atmospheric pollutants and they could lead to soot formation. Aromatic
hydrocarbons can be generally summed up in two categories, the unsub-
stituted PAHs (see figure 2.9) and the substituted PAHs (see figure 2.10).
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Figure 2.9 Unsubstituted PAHs

Figure 2.10 Substituted PAHs

– Unsubstituted PAHs: PAHs could be divided into two classes: low
molecular weight PAHs (LPAHs) and high molecular weight PAHs
(HPAHs). LPAHs (e.g. naphthalene, acenaphthene, acenaphthylene,
fluorene, anthracene, phenanthrene) tend to have a core structure
of two to three benzenoid rings (six-sided aromatic rings of carbon).
HPAHs tend to have molecular structures of four or more benzenoid
rings and include fluoranthene, pyrene, benzopyrene and benzofluo-
ranthenes. LPAHs use to be more acutely toxic to aquatic organisms
than HPAH since they are more watersoluble [14]. The toxicity and
environmental cycling of PAHs may be further modified by the pres-
ence of various molecular side groups around the central ring (this
derivation focuses primarily on the higher-molecular weight).

– Substituted PAHs: alkylated PAHs, having attached carbon-hydrogen
chains (especially methyl groups), have been frequently identified
in environmental samples. Basic research on alkylated and halo-
genated PAHs in the environment has been very limited up to the
last five to ten years; therefore, knowledge of environmental cycling
or toxicity is very limited. The location of alkyl groups around the ring
structure strongly influence carcinogenicity and other toxic effects.
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Furthermore, all aromatic hydrocarbons have a special importance in the
investigation of soot or in efforts for soot reduction in jet fuels. Therefore,
in comparison to cycloalkanes and paraffins, aromatic hydrocarbons occur
in smaller quantities in jet fuels and their maximum levels are restricted.
The generic process of soot formation is shown in the following figure:

Figure 2.11 Soot formation

• Non-hydrocarbon compounds: non-hydrocarbon compounds, such as
sulfur and its derivatives, are also found in jet fuels. Besides them, it’s im-
portant to remind additives, present in limited quantities (they are often
only measurable in parts per million) in order to improve the combustion
performance (generally by eliminating undesirable effects) or to meet spe-
cific requirements of certain aircraft or airline operators. They divide in:

– Antioxidants: olefinic components are often used in refineries to max-
imise gasoline volumes, despite being fundamentally unstable to oxi-
dation, principally via free-radical propagation. Fuels containing these
components can be prone to gum formation, color degradation and
shortened induction periods. Furthermore, the presence of signifi-
cant levels of hydroprocessed components in jet fuels are prone to
forming peroxides, which can attack fuel-system elastomers. These
additives extend the induction period and eliminate radical chain re-
actions involved in hydrocarbons oxidation, holding the side effects.

– Antiknock agent: an antiknock agent is a gasoline additive used to
reduce engine knocking and to increase the fuel’s octane rating by
raising the temperature and pressure at which autoignition occurs.
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– Metal deactivators: they are fuel and oil additives used to stabilize
fluids by deactivating (usually by sequestering) metal ions, mostly
introduced by the action of naturally occurring acids in the fuel and
acids generated in lubricants by oxidative processes with the metallic
parts of the systems (e.g. copper or iron). Metal deactivators inhibit
the catalytic effects of such ions, retarding the formation of gummy
residues and sediment formation.

– Metal passivation: metal passivation additives are designed for be-
ing used in fuels containing elemental sulfur, hydrogen sulfide (H2S)
or mercaptans. The additives bond to the surface of copper, copper
alloy or silver components to protect them from degradation.

– Fuel system icing inhibitors: it is an additive to aviation fuels that pre-
vents the formation of ice in fuel lines. As an aircraft gains altitude,
the temperature drops and jet fuel’s capacity to hold water is dimin-
ished. Dissolved water can separate out and could become a serious
problem if it freezes in fuel lines or filters, blocking the flow of fuel and
shutting down an engine.

– Corrosion inhibitors: it is a chemical compound that, when added to
a liquid or gas, decreases the corrosion rate of a material, typically
a metal or an alloy. A common mechanism for inhibiting corrosion
involves formation of a coating, in general a passivation layer, which
prevents access of the corrosive substance to the metal.

– Static dissipator: hydrocarbon liquids, such as jet fuels and aviation
gasolines, can generate sufficient electrostatic charge when flowing
through the pipes and filters of a modern fuel handling system to pro-
duce electrical discharges when the liquids are loaded into receiving
tanks. One way of reducing the danger of electrostatic discharges
during fuel handling is the use of a static dissipator additive to raise
the conductivity of the fuel and thereby promote the rapid dissipation
of the charge.

Table 3.5 depicts the hydrocarbons related to respective families. These hydro-
carbons are mainly chosen according to composition of target fuel. The physical
properties of each compound in table 3.5 were calculated through their specific
numerical models or taken though the literature review. Formation enthalpy ∆h0

f
and combustion enthalpy ∆cH0 were calculated at 298 K using Benson’s Method
[15] [16]. Threshold Sooting Index (TSI) values, boiling temperature Tboil , critical
temperature Tcrit , critical pressure pcrit , liquid density ρ and standard normal
entropy s0 were taken from bibliography [17], [15] and [18]. Dynamic viscosity η

of individual compounds were calculated at 20 ◦C using Morrio’s Method [15],
[19]. Kinematic viscosity ν and reduced temperature Tr were calculated using
the following equations:

Tr = T
Tcrit

=
273.15+Tg

Tcrit

ν = η

ρ

where


Tg is the given temperature

ρ is the compounds liquid density

22



2.2. KEROSENE

2.2 Kerosene

This master thesis is mainly focused on the development of a surrogate model
for kerosene. The general principle to design a surrogate model is that the model
must have similar physical and chemical characteristics of the target fuel. There-
fore, this chapter is mainly concentrated to define the composition and to identify
the most important physical and chemical properties of kerosene, trying at the
same time to introduce some historical information about the fuel’s utilization.

2.2.1 Kerosene types

Kerosene mixtures are thin, colorless and have low-volatile components of crude
oil with a boiling range of about 150-300◦C and density of 0.780–0.810 kg

dm3 . Pre-
viously, kerosene was only obtained by fractional distillation of petroleum (also
known as straight run distillation), which consists of the separation of crude into
several fractions, each with its boiling point. Technically, this is achieved by heat-
ing the crude oil, then separating and condensing the vapors. The results are
fuel distillates and the remaining heavy residue. Straight distillation is performed
in continuous systems, which allow to evaporate and to fraction the distillates in
a singe process loop. Nowadays, kerosene is mostly mixtures of such straight
run distillates with converted components which were generated by catalytic
crack-processes in hot hydrogen rich atmosphere or at moderate temperatures
and pressure in hydrogen atmosphere. Kerosene, in general, can be thought
as the starting point for the development of jet fuels, which are a mixture of a
large number of different hydrocarbons. Because the exact composition of jet
fuel varies widely based on petroleum source, it is impossible to define jet fuel
as a ratio of specific hydrocarbons. Jet fuel is therefore defined as a perfor-
mance specification rather than a chemical compound. Furthermore, the range
of molecular mass between hydrocarbons (or different carbon numbers) is de-
fined by the requirements for the product, such as the freezing point or smoke
point. Kerosene-type jet fuel (including Jet A and Jet A-1) usually has a carbon
number distribution between about 8 and 16 (carbon atoms per molecule) and
shows the following percentage of hydrocarbons (figure 2.12).

Figure 2.12 Typical hydrocarbon distribution for kerosene-type jet fuel

Typical physical properties for JP–4, JP–5, JP–7, JP-8, Jet A-1, Jet A and RP–1
are specified in the table 2.1 [20], [21].
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Property JP-4 JP-5 JP-7 JP-8 Jet A-1 Jet A RP-1
Approximate
formula

C8.5H17 C12H22 C12H25 C11H21 C11H21 C11H21 C12H24

HC ratio [-] 1.99 1.87 2.02 1.91 1.91 1.91 1.98
Boiling range [◦C] 160–238 182–257 188–249 166–266 166–266 166–266 177–289
Freezing point [◦C] –62 –49 –44 –51 –46 –51 –48
Flash point [◦C] –48 64 60 53 53 53 57
Net heating value[BTU

lb

] 18.7 18.53 18.7 18.58 18.58 18.58 18.65

Specific gravity

at 16 ◦C
[

kg
m3

] 760 810 790 810 810 810 810

Tcrit [F ] 327 399 399 410 410 410 410
Pcrit [psia] 450 290 305 340 340 340 315
Average composition
Aromatics [%vol] 10 19 3 18 18 18 3
Naphtenes [%vol] 29 34 32 20 20 20 58
Paraffines [%vol] 59 45 65 60 60 60 39
Olefines [%vol] 2 2 - 2 2 2 -
Sulfures [ppm] 370 470 60 490 490 490 20

Table 2.1 Fuel characteristics for different aviation fuels

The main properties of these fuels (and many others) are presented in the fol-
lowing pages. It’s important to remind that the first three fuel jets proposed have
limited comsumption, since they are used only in Russia and in the Common-
wealth of Independent States nations, and that the fuel properties could change
up to the origin of the feedstocks and the production method.

• T-1: T-1 is a product of distillation of low sulfur content naphthene based oil
with boiling range of 130-280 ◦C. It contains a large volume of naphthenic
acids and therefore has a high acidity level. It is leached and washed with
water after fractionation. Heterotopic naphthenic compounds in the fuel
provide good wear-reducing properties and chemical stability. On the other
hand, the fuel has very low thermal oxidative stability. Continuous tests
have demonstrated that when fuel is used in Tu-154 engines, this leads
to increased resin deposits and reduced life term of the engine. Only pre-
mium fuel grades are currently produced, but with limited volumes.

• T-2: T-2 is a product of distillation oil of wide fractional composition (60-
280 ◦C). It contains up to 40% gasoline cuts which leads to high pressure
of saturated vapours, low viscosity and density. The maximized pressure
of saturated vapours will lead to potential formation of vapour locks in the
fuel system of the aircraft which limits its flight altitude.

• TS-1: TS-1 is produced by straight atmospheric distillation from a high
sulfur crude, half of which is hydrotreated and the other half a straight-run
product which may have had mild caustic treatment. It is a kerosene-type
fuel with slightly higher volatility (flash point is 28◦C minimum) and lower
freeze point (< –50◦C) compared with Jet A-1. It is supplied against the
GOST 10227 specification and it is the main jet fuel grade available in
Russia and the C.I.S..
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The main properties of these fuels are reported in the following table [22]:

Charateristic T-1 TS-1 T-2

Density
[

kg
m3

]
800-850 > 775 > 775

Initial boiling point [◦C] 150 150 > 60

Kinematic viscosity
[

m2

s

]
1.50 1.25 1.05

Flash point [◦C] 30 20 -
Crystallization point [◦C] -60 -60 -60
Aromatic hydrocarbon content

[ mg
100 ml

]
25 22 22

Sulphur content [%] 0.10 0.25 0.25

Net calorific value
[

MJ
kg

]
42.915 42.915 42.915

Soot [%] 0.005 0.005 0.005

Table 2.2 Main properties of T-family jet fuels

• JP-1: JP-1, also known as avtur, was the first U.S. military standard jet
fuel (hence the 1 in the designation), with its specifications issued in 1944;
it was an extremely narrow-cut, high-alkane kerosene, not far from what
would later become RP-1. As a result, it had both a very low freezing point
(-60◦C maximum) and a very high flash point (' 40◦C). Its only drawback
was that it was hard to produce and therefore expensive and in chronically
short supply, which prompted the development of wide-cut fuels (first the
extremely-wide-cut JP-3, followed by the somewhat saner JP-4) and the
gradual disappearance of JP-1 (although, judging by mentions in various
aircraft accident reports, it was still being produced into the 1970s).

• JP-2: in order to overcome the production problems of JP-1, a wide-cut
distillate fuel, JP-2 (specification AN-F-34) was developed in the last years
of World War II. However, the use of JP-2 was limited to experimental test-
ing and experimental service use and was found to have unsuitable vis-
cosity and flammability (even if it shows a higher freezing point than JP-1).
Then, nowadays, this fuel is considered rather obsolete.

• JP-3: JP-3, specified in 1947, was a mixture of 65% gasoline and 35%
kerosene. Because of its gasoline high percentage, its characteristics were
quite similar to. This included low flash point (4 ◦C), easy cold weather
starting and poor lubricating qualities. There was also a high fuel loss due
to evaporation (its vapor pressure of 7 psi (' 48300 Pa) let a maximum
cruising altitude of ' 6000 m)2, a high tendency to vapor lock and it was
even more volatile than JP-2.

2 Pressure on Earth varies with the altitude; as it increases, atmospheric pressure decreases.
The following equation (also known as barometric) relates atmospheric pressure p to altitude h:

p = p0e−
ghMW

T0R

where g is the gravitational acceleration, p0 is the standard atmo-
spheric pressure, MW is the molar mass of the air, T0 is the stan-
dard temperature and R the universal gas constant
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• JP-4: JP-4, also known as avtag or as F-40 (NATO), is an aviation 50%
gasoline and 50% kerosene blend used by the U.S. Air Force (USAF) from
1951 until the 1980s. The JP-4 fuel, covered by the MIL-DTL-5624U spec-
ification, was intended for use in aircraft turbine engines. JP-4 is called
a wide-cut fuel because it is produced from a stock comprising products
from direct distillation, products of thermal and catalytic cracking and con-
tains a wide array of carbon chain-lengths, from 4 to 16 carbons long. It
was initially developed for broad availability in times of need and to over-
come the JP-3 critical pressure problems. In fact, JP-4 vapor pressure is
restricted to 2-3 psi (' 13800-20700 Pa), guaranteeing adequate low tem-
perature starting and high-altitude relight performance. The composition
of JP-4 is approximately 13.0% (by volume) aromatics, 1.0% olefins and
86.0% saturated hydrocarbons. It has a distillation temperature range of
60-270 ◦C. The maximum levels of aromatics are limited to 20-25% by vol-
ume. Olefins, the most reactive hydrocarbons, are permitted at only 5% by
volume. Benzene is a contaminant usually present below 0.5% by volume.

• JP-5: JP-5, also known as avcat or as F-44 (NATO), is one of the most
important and commonly used kerosene. JP-5, covered by the MIL-DTL-
5624U specification, was developed for the U.S. Navy in 1952 for use in
aircraft stationed aboard aircraft carriers and was intended for use in air-
craft turbine engines. The fuel is refined by a straight distillation of crude
or shale oil or by a distillation of crude oil in the presence of a catalyst.
It is mainly composed by primarily aliphatic and aromatic hydrocarbons
and could further include some additives, in order to improve the chemical
and physical features of the blend. These additives are used in speci-
fied amounts only, as governed by commercial and military specifications.
However, JP-5 usually consists of ' 23% by volume of alkanes, ' 53% of
cycloalkanes, ' 25% of aromatics and ' 2% of olefins. JP-5’s flash point
temperature is 60 ◦C, value that affords an additional degree of safety in
handling fuel on aircraft carriers, and a maximum freezing point of -46 ◦C.

Charateristic JP-1 JP-2 JP-3 JP-4 JP-5

Density
[

kg
m3

]
814 764 792 764 830

Vapor pressure at 38 ◦C [mmHg] - 315 368 134-160 55
Initial boiling point [◦C] - 65.5 70 65 210

Kinematic viscosity at -40◦C
[

m2

s

]
10 10 10 - -

Flash point [◦C] 43 - -23 -13.8 38
Freezing point [◦C] -60 -60 -60 -60 -40
Aromatic content

[ mg
100ml

]
14.3 11.3 25 13 20

Sulphur content [%] 0.20 0.20 0.50 0.40 0.40

Net calorific value
[

kJ
kg

]
42550 42760 42727 42760 42510

Table 2.3 Properties of the previuos jet fuel
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• JP-6: JP-6 was a kerosene fuel developed in 1956 for the General Elec-
tric YJ93 jet engine of the XB-70 Valkyrie supersonic aircraft. Although the
XB-70 was also designed to burn an exotic, boron-based fuel to give in-
creased range, the relative program was later cancelled because of costs
and the marginal range increase obtained. JP-6 was similar to JP-5 but
with lower freeze point and improved thermal oxidative stability.

• JP-7: JP-7 is a special kerosene fuel used for the Lockheed SR-71 Black-
bird, an advanced, long-range, strategic reconnaissance aircraft, and used
by the U.S. Air Force from 1964 to 1998. It was developed to obtain a new
fuel having a low vapor pressure and excellent thermal oxidative stability
(the flash point is' 60 ◦C), because of the very high altitude and Mach 3+
cruising speed of the SR-71. To insure adequate combustor life, the fuel
was also required to have excellent combustion characteristics, initially
specified in terms of hydrogen content. A high net heat of combustion
was also specified. These requirements essentially have the effect of lim-
iting the composition of JP-7 in paraffins’ and cycloparaffins’ percentages.
The aromatic content is typically below 5.0% by volume. JP-7 usually con-
sists of ' 60.0% by volume of alkanes, ' 30.0% of cycloalkanes and '
5.0% of aromatics. This fuel composition results in a fuel with a relatively
high freezing point (-43.5◦C), but the SR-71 spends little time at subsonic
speeds at high altitude. JP-7 is not a distillate fuel as are most other jet
fuels but is composed of special blending stocks that have been subjected
to special processes to remove aromatics. This special processing results
in a very clean hydrocarbon mixture that is very low in the sulfur, nitrogen
and oxygen impurities typically found in distillate fuels, giving a fuel with
excellent thermal oxidative stability but very poor lubricating properties.

Figure 2.13 A Pratt&Whitney J58 burning off JP-7 fuel
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• JP-8: JP-8 was developed as a result of the dire combat experience ob-
tained during the South-East Asian Conflict, which revealed that USAF air-
crafts using highly volatile JP-4 had higher losses that US aircrafts using
low volatility JP-5. Furthermore, crash data indicated that the probability of
a postcrash is almost 100% when using JP-4 fuel, much higher than with
a kerosene fuel such as JP-5. The increased safety of kerosene fuels, as
compared to wide-cut fuels as JP-4, was also evident in the number and
severity of ground handling accidents. Therefore, JP-8 was developed to
give the Air Force a safer, kerosene-based jet fuel that would still have ad-
equate availability and an acceptable freeze point. The properties of JP-8
were selected to be identical to those of commercial Jet A-1, which had a
freezing point of -50◦C (this was done to simplify the production of JP-8).
Subsequently the freezing point of Jet A-1 was raised to -47◦C, forcing the
freezing point of JP-8 to increase accordingly (for some polar locations the
ground temperatures can be as low as -50◦ for up to 24 hours, but a max-
imum allowable freeze point of -47◦C is believed adequate for European
theater flight and ground operations). JP-8, also known as F-34 (NATO),
usually consists of ' 13.0% by volume of alkanes, ' 27.0% of cycloalka-
nes, ' 20.0% of aromatics (included benzene, alkyl benzenes, toluene,
xylene, indenes naphthalenes) and ' 40.0% of olefins. Its minimum flash
point temperature is 38 ◦C and it has a volumetric energy content of about
42800 kJ

m3 . When thermal stability additive is in JP-8, the fuel is called JP-
8+100. Furthermore, it’s important to remind JP-8+100LT, which is a vari-
ant of JP-8+100, with additives to facilitate low-temperature performance.
Because JP-8 is a kerosene-based fuel with relatively low volatility, ground
starting and altitude relight performance of jet aircraft are affected. US
Army helicopters have experienced significantly degraded starting perfor-
mance when using JP-8. Although the technology is available to provide
adequate solutions, modification of existing aircraft engines are required.

Figure 2.14 JP-8 strip

• JP-9 and JP-10: JP-9 and JP-10 are specialty fuels that have been devel-
oped for demanding applications, such as aircraft-launched missiles [23].
The required properties are: maximum volumetric energy content, clean
burning and good low-temperature performance. To achieve these prop-
erties, the fuels are formulated with high-density naphthenes in nearly
pure form. These fuels only are used in limited volumes and in situa-
tions where price is a minor consideration. JP-9 is mainly a blend of three
hydrocarbons: methylcyclohexane, perhydronorbornadiene (a norbornadi-
ene dimer) and exo-tetrahydrodicyclopentadiene. JP-9 has a minimum vol-
umetric heat content of 39573 kJ

m3 . JP-10 could be essentially composed by
a single-hydrocarbon exo-tetrahydrodicyclopentadiene and it superseded
JP-9 fuel, achieving a lower low-temperature service limit of -54 ◦C. It has
a minimum volumetric heat content of 39434 kJ

m3 .
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A sum up of the main properties of the previous fuels is shown in the next table:
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Table 2.4 Sum up of JPs properties
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• Jet A-1 and Jet A: the Check List for Jet A-1 forms the basis of inter-
national supply of virtually all commercial aviation world-wide outside of
North America, Former Soviet Union, some East European countries and
the People’s Republic of China. Jet A-1, also known as avtur or as F-35
(NATO), embodies the most stringent requirements of the following speci-
fications: British Def Stan 91-91, ASTM D1655 Kerosine Type Jet A-1 and
IATA Guidance Material-Kerosine Type. In the USA and parts of Canada,
Jet A is the fuel supplied at civil airports. Jet A-1 and Jet-A are almost
the same, but the first one has lower freezing point (-47 ◦C vs. -40 ◦C).
The lower freezing point makes Jet A-1 more suitable for long interna-
tional flights, especially on polar routes during the winter. International Jet
A-1 requires the use of an additive to increase the electrical conductivity
of the fuel. Furthermore, it contains a static dissipator additive and may
also have an antioxidant. The aromatic content of Jet A-1 is limited to 25%
by volume. Indeed, Jet A fuel must reach ASTM specification D1655. The
choice of Jet A for its use in the United States is driven by concerns about
fuel price and availability (many years of experience have shown that Jet
A is suitable for use in the United States, especially for domestic flights).
Both of them are a petroleum distillate blended from kerosene fractions.

• Jet B: Jet B is a blend of approximately 30% kerosene and 70% gaso-
line, that is used for its enhanced cold-weather performance in the coldest
regions of the world, as Canada or Alaska. However, Jet B’s lighter com-
position makes it more than little dangerous to handle. It has a very low
freezing point of -55 ◦C and a low flash point, as well.

Properties Jet A Jet A-1 Jet B
Aromatics [%] vol 23.4 19.5 20
Sulphur [%] mass 0.07 0.02 0.3

Final boiling point [◦C] 280 258 -

Density at 15◦
[

kg
m3

]
775-840 751-802 751-802

Freezing point [◦C] -40 -47 -55

Viscosity at -20◦C
[

mm2

s

]
5.2 3.5 -

Specific energy, net,
[

kJ
kg

]
43020 43150 42800

Energy density
[

kJ
m3

]
35300 34700 33230

Flash point [◦C] 38 -
Autoignition temperature [◦C] 210 -

Smoke point [mm] 19.5 25 20
Naphthalenes [%] vol 2.9 1.5 -

Table 2.5 Comparison between Jet A-1, Jet A and Jet B properties
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• RP-1: RP-1 is a highly refined form of kerosene outwardly similar to jet
fuel, used as the standard U.S. rocket fuel. RP-1 has a lower specific im-
pulse than liquid hydrogen (lH2), but is cheaper, stable at room temper-
ature (far less than an explosion hazard) and far denser. RP-1 is signifi-
cantly more powerful than lH2 by volume. RP-1 also has a fraction of the
toxicity and carcinogenic hazards of hydrazine, another room-temperature
liquid fuel. In RP-1 olefin content is not supposed and the percentage of
aromatics is strictly limited. Referring to the figure 2.15, it is possible to
notice that the use of the RP-1 for the Saturn V is limited to the first stage,
since RP-1 doesn’t provide as much energy per unit mass as lH2 but it
is twice the density, so, the only way they could get the necessary total
impulse from the first stage, was to use the denser fuel.

Figure 2.15 Saturn V

• RJ-1: distributed under the specification NIL-F-25558, RJ-1 was first re-
leased in April 1956. According to the available records, RJ-l was intended
to be a high boiling range kerosene distillate fuel and it was designed for
the Navaho missile, a long-range cruise missile that never became oper-
ational. Then, since no existing or planned system would have used the
fuel, the RJ-1 specification was cancelled in March 1983.

• RJ-2 and RJ-3: no information has been found on these fuels. It stands to
reason that these fuels never progressed past the development stage.

• RJ-4: TH dimer (see figure 2.16), grade RJ-4, describes the first high den-
sity synthetic hydrocarbon missile fuel. Developed by the US Navy, RJ-4
was used in the mid-1960s in the ramjet-powered Tales missile. The freez-
ing point of RJ-4 is -46◦C, too high for use in air launched missiles. How-
ever, RJ-4 is the primary fuel for the Ground Launched Cruise Missile.

Figure 2.16 TH-dimer
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• RJ-5: RJ-5, a proposed fuel that is a mixture of hydrogenated dimers
of norbornadiene, is based on Shelldyne H technology developed by the
Shell Oil Company in the 1960s. It is unusual in being a liquid hydrocar-
bon with a density greater than that of water. Its high freezing point, high
viscosity and high cost have deterred its use in Air Force systems.

• RJ-6: RJ-6 is a proposed fuel consisting of a mixture of RJ-5 and JP-10.
This mixture eliminates the freezing point problem and reduces the high
costs and high viscosity of RJ-5, while retaining much of its high volumet-
ric energy density. Its proposed composition is 60% RJ-5 and 40% JP-10.

The chemical and physical properties of the last three fuels are summed up in
the following table:

Typical Properties of Liquid Hydrocarbon Missile Fules
RJ-4 RJ-5 RJ-6

Specification MIL-F-82522 DRAFT DRAFT
Molecular Formula C12H20 C14H18 C12H17
Molecular Weight 164 186 161

Density \@ -40◦C
[

kg
dm3

]
0.93 1.08 1.024

Boiling Range ◦C
minimum
maximum

207
221

260
285

182
285

Flash Point ◦C 71 104 61
Freeze Point ◦C -46 -29 -54
Viscosity \@ -40◦C [cSt] 60 2000 140

Net heat of combustion[
MJ
m3

]
,
[

BTU
gsl

]
,
[BTU

lb

] 39600
142000
18300

44900
161000
17900

42400
152000
18000

Table 2.6 Comparison between some missiles fuels properties

Comparing the fuel compositions represented in the previous pages, it can be
concluded that defining fuel’s chemistry is a very complex task, since it could
greatly vary up to many factors (starting from the chemical development’s pro-
cesses arriving even to the geographical location of the feedstocks). These di-
verse compositions also complicate both experimentally and numerically the
simulations of its components because of all the possible interactions between
the compounds. As a result, the idea of finding numerical models which could
lead to the development of alternative fuels is likely to became extremely com-
plicated, but it has never been so urgent.
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2.2.2 Kerosene modelling

Surrogate models are defined as having the same physical and chemical proper-
ties of the target practical fuels. These models, since characterized by a compu-
tationially lighter weight, are desirable for experimental compliance and could be
used to simulate the reference fuel characteristics, such as density, heat capac-
ity, viscosity, surface tension, volatility, etc. On the other hand, a chemical sur-
rogate could be used to forecast chemical properties such as pre-oxidation sta-
bility, ignition behavior, flame speed, emission behavior, etc. Accounting these
advantages, a significant progress in the development of surrogate mixtures for
aviation fuels has recently occurred. The investigations are mostly concentrated
to create surrogate mixtures which, in theory, could mimic the target kerosene.
The proposed surrogate models differ in complexity and are valid for different
applications. Eddings & coll. [24] developed two different surrogates, named
Hex-11 and Hex-12, which are based on specific criteria for surrogate devel-
opment and are composed of six compounds (see table 2.7). The surrogate
models are formulated to match sooting tendency and volatility of Jet A. The
results indicate that the two proposed surrogates are similar to Jet A in terms
of volatility, which is reflected by the flash point and average boiling point. The
SP of the surrogate Hex-12 seems to be close to that of Jet-A, whereas the SP
of Hex-11 was off by 4 mm (table 2.8). Furthermore, the two surrogate mixtures
matched the distillation curve of Jet A (figure 2.17).

Hex-11 Hex-12 Jet A
mol % mol % mol %

n-paraffins ' 28
n-C8H18 3.5 n-C8H18 3
n-C12H26 40 n-C12H26 30
n-C16H34 5 n-C16H34 12

branched paraffins ' 29
Xylenes 8.5 Xylenes 15.0 mono-aromatics ' 18
Tetralin 8.0 Tetralin 13.0 diaromatics ' 2
Decalin 35.0 Decalin 27.0 cycloparaffins ' 20

non-determined ' 3

Table 2.7 Composition of tested surrogate blends

Properties Jet-A Hex-11 Hex-12
Smoke point [mm] 24.5 28.7 23.1
TSI [-] 26.7 17.6 22.1
MW

[ g
mol

]
173.5 151.5 152.2

VABPa [◦C] 220.2 211.1 215.7
Flash point [◦C] 40.9 40.3 41.3

Latent heatb
[

kJ
kg

]
254.6 280.4 281.8

Combustion heat
[

kJ
kg

]
44900 44500 44600

Table 2.8 Surrogates properties. a VABP means volumetric average boiling point;
it is the mean of 10, 30, 50, 70, 90 % recovery temperature determined in ASTM
D86. b Latent heat is estimated at VABP.
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Figure 2.17 Distillation curve Figure 2.18 Surface regression rate

Since the most promising surrogate turned out to be Hex-12, some of its prop-
erties are shown in figure 2.18 and in figure 2.19:

Figure 2.19 Hex-12 heat flux

Mati & coll. [25] compared computed results of a five component mixture model
with experimental measurements using blended synthetic diesel fuel in a jet
stirred reactor (JSR). A detailed kinetic reaction mechanism consists of 377
species and 2755 reversible reactions. The chemical kinetic model was formu-
lated to match the amount of the various classes in the synthetic diesel fuel
and was composed of 23.5% n-hexadecane, 19.0% iso-octane, 26.9% n-propyl-
cyclohexane, 22.9% n-propyl-benzene and 7.7% 1-methyl-naphthalene. These
represent respectively n-paraffins, cycloalkanes, mono-aromatic hydrocarbons,
isoparaffins and polyaromatic hydrocarbons. The fuel density was 835 kg

m3 , it had
a cetane number of 50.4 and a 50% ASTM distillation temperature of 267 ◦C.
The global formula for this diesel fuel was determined to be C15.5H30. Overall,
using the relative path analyses to delineate the most important reactions, the
modelling showed a good consistency with the experimental data (figure 2.20).
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Figure 2.20 Predicted and measured intermediate species profiles

Dryer & coll. [31] presented a method for specifying a surrogate fuel composi-
tion for two jet fuels, Jet A and JP-8. In order to formulate mixtures for these
gas turbine fuels, they chose to use the following hydrocarbons: n-alkanes (n-
heptane, n-decane, n-dodecane), alkane isomers (iso-octane, iso-cenaten), cy-
cloalkanes (n-methyl-cyclohexane) and alkylated aromatics (toluene, n-propyl-
benzene, 1,3,5-tri-methyl-benzene, 1-methyl-naphthalene). Two different sets of
low temperature reactions for n-decane oxidation were tested, one from the
studies of Gokulakrishnan & coll. [26] and the other one from the work of West-
brook & coll. [27]. The two formulated models for the surrogates oxidation’s
description consisted of 614/1615 and 830/2273 species/reversible reactions,
respectively. C/H ratio, TSI and CN succeeded in matching properties in both
surrogate and the target jet fuel. They stated that it is important to equal the C/H
ratio, because it affects properties such as heat of reaction, flame temperature
and flame speed. CN was suggested to match the ignition property of the surro-
gate and jet fuel. Figure 2.21 compares available jet fuel ignition delay data [28],
[29], [30] against modeling predictions using the two models described above.
Given the lack of optimization of the a priori assembled models, the agreement
is excellent. At high temperatures, both models yield similar results, whereas
discrepancies become more evident at lower to intermediate temperatures (id
est T ≤ 950K). This is an indication of the different developmental approaches
to n-decane low-temperature chemistry in the studies of Gokulakrishnan and
Westbrook. Generally, from these researches it’s clear the need for additional
validation data in the low-temperature regime.
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Figure 2.21 Experimental and model data for ignition delay

In the previous image, while solid lines are predictions using the n-decane low
temperature kinetic subset of Gokulakrishnan & coll., dashed lines use the sub-
set of Westbrook & coll. If the bold line denotes computations assuming a linear
pressure rise of 10 %

ms prior to ignition, the other curves were numerically mod-
eled for stoichiometric fuel/air mixtures at an initial pressure of 20 atm assum-
ing homogeneous, adiabatic and isochoric conditions (i.e. constant volume and
internal energy). Honnet [32], in order to represent jet fuel JP-8, investigated
the Aachen Surrogate with the composition of 80% n-decane and 20% 1,2,4-
trimethylbenzene. Experiments made in a laminar counter flow diffusion flame
(fig. 2.22) showed similar soot concentrations and ignition/extinction character-
istics compared to the JP-8 ones. In general, their process of description of the
Aachen surrogate is focused on a detailed kinetic model (based on n-decane
chemical behaviour) and on the surrogate’s properties validation over a wide
range of conditions (from fig. 2.23 to fig. 2.26).

Figure 2.22 Counterflow

Figure 2.23 Surrogate burning velocity
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Figure 2.24 Fuel mass fraction

Figure 2.25 TSI

Furthermore, the improved n-decane mechanism showed promising results on
the surrogate’s ignition delay times, which are summed up in the following im-
ages. In fig. 2.26, the lines represent results obtained using the upgraded n-
decane model, the dotted ones represent calculations performed using the mech-
anism shown in [33] and the symbols display the experiments described in [34].

(a) (b)

Figure 2.26 n-decane’s ignition delay times

The n-decane’s model was recovered from many studies, starting from the one
of Lindstedt & Maurice [42], who reported a n-decane mechanism that satisfac-
torily reproduces several species profiles from the experiments of Vovelle [43].
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Zeppieri [44] and Bikas & Peters [45] have developed n-decane mechanisms
based on experimental measurements on shock-tube ignition, flow reactor and
jet-stirred reactor experiments. Zeppieri’s method includes detailed chemistry of
n-decane and five n-decyl radicals and incorporates both internal hydrogen iso-
merization reactions and β -scission pathways for the various system radicals. To
include this additional detailed reaction and simultaneously minimize the num-
ber of species present in the model, researchers made an important assumption
regarding the distribution of radical isomers. It was assumed that the different
isomers of a given alkyl radical are in equilibrium at each carbon number above
the C4 level, thereby allowing the inclusion of the reaction channels associated
with each isomer, without imposing the computational penalty associated with
including each isomer as a separate species in the mechanism. As a result, only
a single radical is needed to represent all the isomers associated with it. Then,
the high temperature model has been further revised and compared against
a much wider set of experimental parameters, including high-temperature py-
rolysis and oxidation data at atmospheric pressure. Turning to Bikas & Peters’
mechanism, the model validation has been performed by using experimental
measurements on a premixed flame of n-decane, O2 and N2, stabilized at 1
atm. The reaction mechanism is characterized by 600 reactions and 67 species.
Furthermore, special attention was directed towards an accurate description of
species relevant to pollutant formation. Some years ago, Zhao & Zeppieri [41]
made additional model/experimental comparisons to laminar burning rate mea-
surements in a jet-wall stagnation flame configuration, burner-stabilized species
profiles and stirred reactor data. While computed data, derived thanks to the pre-
vious partially reduced skeletal mechanism for n-decane pyrolysis and oxidation
[44], were found to be in poor agreement, the analyses of experimental data
based on the revised model, obtained updating the hydrogen/oxygen monoxide
oxidation and small carbon number C1-C3 sub mechanisms, thermochemistry
and elementary rates, results in acceptable prediction of the experimental re-
sults. Predictions using the revised model were found to reproduce data used in
validating the original model in in-
cluding high temperature, atmospheric
pressure flow reactor pyrolysis and ox-
idation, high pressure shock tube igni-
tion delay and stirred reactor species
measurements. The revised model
predictions also agree well with at-
mospheric pressure, burner stabilized
flame data and recently published
shock tube ignition delay measure-
ments at both low and high pressure
(figure 2.27). While this mechanism
is developed for high temperature ap-
plications, authors’ recent work is in-
tended to the addition of low and inter-
mediate temperature submechanisms
to the present one.

Figure 2.27 Ignition delay times
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Naik & coll. [35] proposed three components of FT fuel surrogate blends con-
taining of n-dodecane, n-decane and iso-octane and optimized their composi-
tion to represent various properties of two different FT fuel sources, namely
Syntroleum S-8 and Shell GTL. Both FT fuels were produced from natural gas
using low temperature hydrocracking and isomerization process using cobalt. To
generate optimal composition of the surrogate blend consisting of the three hy-
drocarbons, they used certain measured properties as targets (mainly CN, H/C
molar ratio, lower heating value, ASTM D-86 T50 distillation point and density).
The surrogate blend composition for the Shell GTL and the Syntroleum S-8 fuels
and associated properties are given in table 2.9.

Measured Surrogate
Property Shell GTL S-8 Shell GTL S-8

iso-octane
%

m
ol 28 32

n-decane 61 25
n-dodecane 11 61

CN [-] 61 60 61 61
H/C [-] 2.17 2.17 2.21 2.20

lower heating value
[

MJ
kg

]
44.2 44.1 44.55 44.45

distillation point [K] 445 474 404 447

density
[

kg
m3

]
0.736 0.755 0.723 0.729

Table 2.9 Fuels’ properties

An improved chemical kinetic mechanism for modeling the surrogate compo-
nents’ combustion and emissions behavior has been assembled and developed
to accurately predict fundamental properties. Containing 753 species and 4668
reactions in CHEMKIN-compatible format, the mechanism has been validated
against a variety of fundamental experimental data for individual components
over a broad range of conditions, including autoignition time, autoignition tem-
perature, laminar flame speeds, NOx emissions and soot formation (for the
record, researchers developed a smaller version of the improved FT surrogate
mechanism excluding the PAH chemistry containing 597 species and 3854 re-
actions).

(a) iso-octane [36], [37] (b) n-decane [38], [39] (c) n-dodecane [40]

Figure 2.28 Effect of Φ and dilution on ignition-delay times
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Figure 2.29 Extin-
tion strain rate

Figure 2.30 Lami-
nar flame speed

Figure 2.31 NOx

ppm

Dooley & coll [46],[47] formulated two different surrogates for POSF 4658 Jet-A
fuel. While the first one is a three component surrogate formulated by constrain-
ing a mixture of n-decane, iso-octane and toluene, the second one is a mix-
ture of n-dodecane, iso-octane, 1,3,5-tri-methyl-benzene and n-propyl-benzene
in a predictive manner to mimic the same gas phase combustion phenomena
of the reference fuel. As the target properties, they specified average molecular
weight, H/C ratio and TSI. The experiments made for the first surrogate showed
that the POSF 4658 surrogate closely emulates the chemical behavior of POSF
4658, supporting considerable optimism that surrogates composed of some-
what larger molecular weight alkanes and alkyl-aromatics can lead to further
improvements in surrogate performance. Indeed, although the tested surrogate
emulates overall ignition times (fig. 2.32), it fails to emulate the two-stage igni-
tion behavior exhibited by POSF 4658 in the RCM study (however, this is not
surprising as the surrogate was not formulated to do so).

Figure 2.32 Ignition delay times
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The appropriateness of the second surrogate’s formulation technique is tested
by the experimental measurement of a series of practically important and fun-
damentally significant gas phase combustion kinetic phenomena. Overall, this
surrogate is observed to exhibit combustion properties similar to those of the
target real fuel, indicating the validity of the methodology employed. The exper-
imental comparisons point out that the suggested surrogate fuel is an appropri-
ate candidate for the dedicated development of combustion kinetic models for
the prediction of the gas phase combustion behavior of Jet-A fuels. The com-
bustion kinetic behavior of the n-dodecane, iso-octane, 1,3,5-trimethylbenzene
and n-propylbenzene surrogate fuel is shown to be very similar to that previously
reported for an n-decane, iso-octane and toluene surrogate fuel.

Figure 2.33 Ignition delay times

Figure 2.34 Strain rates of extinction for counter flow diffusion flames
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However, these two surrogates show huge differences on the physical proper-
ties branch. Huber & coll. [49] have measured the liquid density and viscosity of
Jet-A POSF 4658. Indeed, the liquid density and viscosity behaviors of the first
and second generation surrogate fuels are calculated from the equation of state
methods implemented in the REFROP code and compared to the measured
values of Jet-A POSF 4658 in fig. 2.35 and fig. 2.36 respectively. Thus, the sec-
ond generation surrogate is of higher density and viscosity than the lighter first
generation surrogate. The density of the second generation surrogate is esti-
mated to be 5-6% lower than the measurements of Huber & coll. However, the
deviation from the measured Jet-A POSF 4658 viscosity is larger, ranging from
50-30% from 273-373 K but is likely to deviate only minimally at the operating
temperatures of gas turbine atomizers.

Figure 2.35 Surrogates density Figure 2.36 Surrogates viscosity

A brief sum up of fuels’ main characteristics are shown in the following table:

Fuel CN [-] H/C [-] MW
[

kg
kmol

]
TSI [-]

n-dodecane ' 78 2.16 170.3 7
iso-octane ' 17 2.25 114.2 6.8
1,3,5-trimethylbenzene 21.8 1.33 120.2 62
n-propylbenzene 28.2 1.33 120.2 53
Kerosene fuel range 30-60 1.84-2.07 - 15-26
Jet-A POSF 4658 47.1 1.96 142 ± 20 21.4
1st Generation Surrogate 47.4 2.01 120.7 14.1
2nd Generation Surrogate 48.5 1.95 138.7 20.4

Table 2.10 Fuels’ properties

Lemaire & coll. [50] have investigated the IDEA (Integrated Diesel European
Action) surrogate diesel fuel [51] which consists of 70% n-decane and 30%
1-methyl-naphthalene (1-MN) and have compared it to a low-sulfur diesel that
contained 8% by volume esters. They investigated these fuels in an atmospheric
pressure, flat flame burner with an injector tube that nebulizes the liquid fuel and
produces an aerosol. The flat flame burner is supplied with methane-air mixture.
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Based on laser induced incandescence (LII) of the soot and laser induced flu-
orescence of the PAHs, they found that the IDEA fuel produced more soot and
PAHs compared to the low sulfur diesel fuel. Therefore, they reduced the amount
of 1-MN in the surrogate fuel. To determine the amount of 1-MN, they used the
threshold soot index and matched the TSI of the surrogate with the diesel fuel’s
one, finding the optimized surrogate with 20% 1-MN. This new surrogate also
matched the diesel’s measured LII and PAH levels quite well (see fig. 2.38).
This work supports the use of TSI to match the sooting behavior of the surro-
gate with the target real fuel [52], [53], [54]. When the researchers examined the
PAHs absorbed on the soot, they found
out that the molecular weight distribu-
tion of the measured PAHs from the
surrogate was narrower compared to
that from the diesel. They also noted
that the oxygenate content of the ester
components in the low sulfur fuel likely
reduced the level of soot and PAHs be-
low that of produced by a conventional
diesel. This means that, although the
new surrogate works better compared
to this diesel containing esters, the
standard IDEA surrogate with 30%
1-MN may still work best in comparison
to conventional diesel fuel. However,
the findings of this work about how to
match a surrogate to a target real fuel
are still of great significance.

Figure 2.37 Flames reconstituted
2D-images

(a) fluorescent soot precursors

(b) LII

Figure 2.38 Radial profiles at different HAB
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2.2. KEROSENE

Kook and Pickett [55] investigated a surrogate of 23% m-xylene and 77% n-
dodecane and compared it to a conventional jet fuel in a high-pressure and high-
temperature combustion vessel used to simulate conditions in a diesel engine.
Using planar laser-induced incandescence, they showed that the surrogate fuel
sooted more than the conventional jet fuel in the diesel engine. They attributed
this behavior to the surrogate fuel having a higher aromatic content than con-
ventional fuel jet. Natelson & coll. [56] tested the reactivity of a [2:1:1] surrogate
containing 50% n-decane, 25% n-butylbenzene and 25% n-butylcyclohexane
in a pressurized flow reactor at 8 bar and they found almost the same reac-
tivity properties of another [1:1:1] surrogate containing, on the contrary, 33%
n-decane, 33% n-butylbenzene and 33% n-butylcyclohexane which was pro-
posed to match diesel fuel properties. They used the amount of CO formation in
the flow reactor as a measure of reactivity of the surrogate and the target fuels.
They found these surrogates to be more reactive than the jet and diesel fuels
they were designed to match (fig. 2.39).

Figure 2.39 Reactivity map

Steil & coll. [57] made measurements on the ignition delay time of a kerosene
sample. These experiments were performed by applying the shock tube tech-
nique, in the temperature range of about 1250 to 1700 K at pressures around
6 bar, for up to three equivalence ratios. A fuel (a mixture of 70% n-decane
and 30% propylbenzene) was investigated also, under similar conditions, as a
representative of a surrogate model for kerosene. The two sets of experiments
consisting of almost 200 shocks are analyzed, statistically evaluated and com-
pared to ignition delay times predicted by using two detailed reaction models.
The predictions obtained with the binary surrogate fuel turned out to be not a
good choice for representing autoignition behavior of kerosene, according to the
findings of the present investigation. Myong & coll. [58] found that evaporation
of the surrogate fuel is promoted by addition of a low boiling point component
because the saturated-vapor pressure line of the high boiling point component
shifts to a lower temperature in the two-phase region.
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Chapter 3

Fuel Properties

According to the previous chapter, numerical models must be developed for cal-
culating chemical and physical properties of the surrogate mixtures to obtain the
optimal composition of the surrogate’s formulae. The numerical models include:

• average molecular weight (MW )
• liquid density (ρ)
• viscosity (η−ν)
• formation enthalpy
• combustion enthalpy


Physical properties

• specific energy
∗ distillation curve and phase diagram
∗ boiling temperature

• cetane number (CN)
• iso-to-normal paraffin ratio
• TSI
• C/H ratio
∗ flame speed


Chemical properties

∗ IDT (ignition delay time)
∗ concentration profiles
∗ flash/freeze/smoke point

For the record, the [∗] marked properties are not under further investigation in
this work of thesis.
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3.1. PHYSICAL PROPERTIES

3.1 Physical properties

• Average Molecular Weight (MWmix)

Fuel diffusive properties correlate strongly with its molecular weight. The
higher the molecular formula, the grater the proportion of large aromatics
which leads mainly to soot formation. Therefore, in order to emulate the
diffusive properties of the real jet fuel in flame environments, a surrogate
model must have a similar average molecular weight [48]. The average
molecular weight of the surrogate can be calculated from the mole frac-
tions χi of the components and their molecular weight MWi:

MWmix =
I

∑
i=1

χi ·MWi

[
kg

kmol

]
where:

– χi is the mole fractions of each component involved
– MWi is the molecular weight of each species involved

• Liquid Density (ρmix)

The liquid density of the surrogate can be calculated from the mole frac-
tions χi of the components and their respective liquid density ρi:

ρmix =
I

∑
i=1

χi ·ρi

[
kg
m3

]
where:

– χi is the mole fractions of each component in the surrogate mixture
– ρi is the liquid density of each compound in the mixture

• Viscosity (ηmix-νmix)

A huge number of papers have been published to suggest ways to esti-
mate the low-temperature liquid viscosity when no experimental data are
available. Since theoretical calculation of liquid viscosity is quite compli-
cated, many empirical methods have been proposed and, among these,
Morris’ method [15], [19] was chosen for liquid viscosity calculation for sur-
rogate models. The main point is that this method has an advantage on
applicability to all compound classes such as alcohols, acids, n-paraffins,
iso-paraffins, naphthenes, cycloparaffins, aromatics, heterocyclic amines,
aldehydes or multi-halogenated compounds. Also availability of related
data and simple numerical evaluation (compared to other methods) are
another utilization reasons. Nevertheless, analysis has shown that over
other ones (e.g. Thomas’ and Orick-Erbar’s method), it usually introduces
smaller calculation errors than the experimental results [15], [64].
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3.1. PHYSICAL PROPERTIES

The calculation of the liquid viscosity for this method is defined as follows:

log10

(
η

η+

)
=

√
0.0577+

I

∑
i
(bi ·ni)

(
1
Tr
−1
)

where:

– η+ [cP] is an empirical constant for each compound class, whose
values are shown in the table 3.1.

– Tr is the reduced temperature
(

Tr = T
Tcrit

)
– bi is the contribution of each group (determined from table 3.2)
– ni is the number of times that each group appears in the molecule

Compound classes η+ [cP]
Hydrocarbons 0.0875
Halogenated Hydrocarbons 0.1480
Benzene derivatives 0.0895
Halogenated benzene derivatives 0.1230
Alcohols 0.0189
Organic acids 0.1170
Ethers, ketones, aldehydes, acetates 0.0960
Phenols 0.0126
Miscellaneous 0.1000

Table 3.1 Empirical constant for each compound class [15]

Group bi [-] Group bi [-] Group bi [-]
CH3, CH2, CH 0.0825 I 0.1908 NH2 adjoining ring 0.7645
Halogenated-subst. CH3 0.00 Double bond -0.0742 F, Cl adjoining ring 0.00
Halogenated-subst. CH2 0.0893 C6H4 benzene ring 0.3558 OH for alcohols 2.0446
Halogenated-subst. CH 0.0667 Additional H in ring 0.1446 COOH for acids 0.8896
Halogenated-subst. C 0.00 CH2 saturated ring 0.1707 C=O for ketones 0.3217
Br 0.2058 CH1−3 adjoining ring 0.0520 O=C-O for acetates 0.4369
Cl 0.1470 NO2 adjoining ring 0.4170 OH for phenols 3.4420
F 0.1344 -O- for ethers 0.1090

Table 3.2 Structural contribution for bi [15]

Based on the above-given information, the dynamic viscosities of individ-
ual components of the surrogate can be calculated. Then, each viscosity
shoud be divided by the density of the relative compound, obtaining the
respective kinematic viscosity. Kinematic viscosities of the blend could be
calculated using the corresponding mole fractions χi and the obtained val-
ues of kinematic viscosities of individual components:

νmix =
I

∑
i=1

χi ·νi where νi =
ηi

ρi
[cSt]

where:

– χi is the mole fractions of each components in the surrogate mixture
– νi is the kinematic visocity of each components in the mixture
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3.1. PHYSICAL PROPERTIES

• Distillation Curve and Phase Diagram

The distillation curve of a complex fluid is a critically important indicator of
the bulk behavior or response of the fluid. For this reason, the distillation
curve, usually presented graphically as the boiling temperature against
the volume fraction distilled, is often cited as a primary design and test-
ing criterion for liquid fuels, lubricants and other important industrial fluids.
While the distillation curve gives a direct measure of fluid volatility fraction
by fraction, the information the curve contains can be taken much further;
there are numerous engineering and application-specific parameters that
can be correlated to the distillation curve. When applied to liquid engine
fuels, researchers can estimate engine starting ability, drivability, fuel sys-
tem icing, vapor lock, fuel autoignition, etc.

Figure 3.1 A distillation curve showing the temperature of the fluid against vol-
ume fraction in the x-y plane and the composition as measured by gas chromatog-
raphy along the z axis, represented as retention time against peak intensity.

On the other hand, the phase1 diagram shows, in pressure-temperature
space, the lines of equilibrium or phase boundaries between the three
phases of solid, liquid and gas. The curves on the phase diagram show
the points where the free energy becomes non-analytic. The open spaces,
where the free energy is analytic, correspond to single phase regions. Sin-
gle phase regions are separated by lines where phase transitions, called
phase boundaries. The phase diagram is especially important for the at-
omization and evaporation modeling and thus has to be included in the set
of reference properties for surrogate model design. Calculation of phase
diagram and distillation curve is based on Soave-Redlich-Kwong (SRK)
equation of state, which was developed in 1949.

1A phase, or state of matter, is a domain within a many-body system within which relevant
physical properties are uniform.
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3.1. PHYSICAL PROPERTIES

The Soave-Redlich-Kwong equation of state is an empirical algebraic equa-
tion that relates temperature, pressure and volume of gases. It is generally
more accurate than the van der Waals equation and the ideal gas equation
at temperatures above the Tcrit . The equation is formulated as:

p =
RT

Vm−b
− a√

TVm (Vm +b)

where:

– p is the gas pressure [Pa]
– R is the gas constant

[ J
mol K

]
,

– T is temperature [K],
– Vm is the molar volume

[V
n

]
,

– a is a constant that corrects for attractive potential of molecules
– b is a constant that corrects for volume

The constants are up to the which gas which is being analyzed and they
could be generally calculated from the critical point data of the gas:

a =
1

9
(

3
√

2−1
) R2T 2.5

crit
pcrit

b =
3
√

2−1
3

RTcrit

pcrit

where Tcrit and Pcrit refer to the critical point (CP).

Figure 3.2 Typical hydrocarbons’ system phase diagram

In figure 3.2, the following points are evident:

– critical point: the end point of the pressure-temperature curve that
designates conditions under which a liquid and its vapor can coexist.
At higher temperatures, the gas can’t be liquefied by pressure alone

– bubble point line: the bubble point is the temperature (at a given pres-
sure) where the first bubble of vapor is formed when heating a liquid
consisting of two or more components

– dew point line: it is the temperature to which air must be cooled to be-
come saturated with water vapor. When further cooled, the airborne
water vapor will condense to form liquid water (dew)
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3.1. PHYSICAL PROPERTIES

• Boiling Temperature Tboil

The boiling behavior of chemical substances are described by the follow-
ing equation:

Tboil,mix =
I

∑
i=1

χi ·Tboil,i [K]

where:

– χi is the mole fractions of each components in the surrogate mixture
– Tboil,i is the boiling temperature of each components involved

Estimation techniques for Tboil , when data are no available, are all empiri-
cal. Some of the most promising are reported in the following list [15]:

– Watson method: Watson [61] related the boiling temperature with the
liquid volume. He obtained the following equation:

Tboil =
θ

V 0.18
boil

exp

(
2.77V 0.18

boil
θ

−2.94

)
where the variable θ can be obtained starting from the molecule
structure. Furthermore, the low exponent on Vboil makes the estima-
tion of Tboil relatively insensitive to possible errors in Vboil .

– Ogata and Tsuchida method: [62] They employed the linear relation:

Tboil = py+q

In this equation, y is determined from the hydrocarbon radical type
and p and q from the functional group.

– Somayajulu and Palit method: [63] they suggested a method of com-
parable accurancy:

Tboil = a
(
∑Z

)c
+b

The constants a, b and c are listed for homologous series. The term
∑Z is the atomic-number sum.

• Formation Enthalphy

Formation enthalpy of the individual species of the surrogate mixtures
could be calculated using the additivity rule, also known as the Benson’s
method [15], [16]. According to this theory, the formation enthalpy ∆h0

f of
each species is given as:

∆h0
f =

I

∑
i=1

ni ·h0
f ,i

[
kJ

mol

]
where:

– ni is the number of times the group occurs in a molecule
– h0

f ,i is the formation enthalpy of the compounds group

50



3.1. PHYSICAL PROPERTIES

If data are not available, good solutions are given by empirical relations:

– Verma and Doraiswamy: they suggested a linear relation:

∆h0
f = A+BT

where A and B contributions are given for each group. This relation
could be used in the temperature range 300≤ T≤1500 K and it gives
back good results (there is a difference of ± 5 kcal

g mole )
– Souders, Matthews and Hurd’s method: they developed an additive-

groop extimation technique for ∆h0
f that fully reflects the characteris-

tics of the reference hydrocarbons:

∆h0
f ,T = ∆h0

f ,298 +

[∫ T

298
∑C0

pvibrational
dT − n

2

∫ T

298
C0

pH2
dT + ....

...−m
∫ T

298
∑CpcarbondT

]
I
+

(∫ T

298
∑C0

pinternalrotation
dT
)

II
+4R(T−298)

where:

– C0
pH2

is the heat capacity of hydrogen at standard state

– Cpcarbon is the heat capacity of solid graphite (standard state)
– m, n are the numbers of atoms of carbon and hydrogen in the molecule
– C0

pvibrational
is the vibrational contribution to heat capacity and it is func-

tion of the chemical structure
– C0

pinternalrotation
is the internal rotational contribution to heat capacity and

it is function of the chemical structure

• Combustion Enthalphy

The previous calculations are essential to evaluate the combustion en-
thalpy of mixture’s chemical reactions [65], [66], according to the relation:

∆cH0 =
I

∑
i=1

wi ·∆h0
f ,i

[
kJ

mol

]
where:

– wi is the stoichiometric coefficient of the i-th reactant in the reaction
– ∆h0

f ,i is the formation enthalpy of each reactant

• Specific Energy

Specific energy can be calculated from the combustion energy [65], [66],
according to the formula:

ES,mix =
I

∑
i=1

χi ·
(
−∆cH0

i
MWi

) [
kJ
kg

]
where:

– χi is the mole fractions of each component in the surrogate mixture
– ∆cH0

i is the combustion enthalpy of each molecule involved
– MWi is the molecular weight of each molecule in the surrogate
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3.1. PHYSICAL PROPERTIES

Compound (gas) Formula
Heat of

formation
∆h0

f

Heat of
combustion
−∆H0

c[ kcal
mol

] [ kcal
mol

]
Ethene (ethylene) C2H4 +12.496 ± 0.066 337.234 ± 0.072
Propene (propylene) C3H6 +4.879 ± 0.122 491.987 ± 0.129
1- Butene C4H8 +0.280 ± 0.196 649.757 ± 0.204
cis-2-Butene C4H8 -1.362 ± 0.196 648.115 ± 0.204
trans-2-Butene C4H8 -2.405 ± 0.196 647.072 ± 0.204
2-Methylpropene (isobutene) C4H8 -3.343 ± 0.182 646.134 ± 0.191
1-Pentene C5H10 -5.00 ± 0.43 806.85 ± 0.44
cis-2-Pentene C5H10 -6.51 ± 0.26 805.34 ± 0.27
trans-2-Pentene C5H10 -7.59 ± 0.26 804.26 ± 0.27
2-Methyl-1-butene C5H10 -8.68 ± 0.23 803.17 ± 0.24
3-Methyl-1-butene C5H10 -6.92 ± 0.22 804.93 ± 0.23
2-Methyl-2-butene C5H10 -10.17 ± 0.22 801.68 ± 0.23
1-Hexene C6H12 -9.96 ± 0.44 964.25 ± 0.45
cis-2-Hexene C6H12 -11.56 ± 0.53 962.66 ± 0.54
trans-2-Hexene C6H12 -12.56 ± 0.53 961.66 ± 0.54
cis-3-Hexene C6H12 -11.56 ± 0.53 962.66 ± 0.54
trans-3-Hexene C6H12 -12.56 ± 0.53 961.66 ± 0.54
2-Methyl-1-pentene C6H12 -13.56 ± 0.56 960.66 ± 0.57
3-Methyl-1-pentene C6H12 -11.02 ± 0.46 963.20 ± 0.47
4-Methyl-1-pentene C6H12 -11.66 ± 0.47 962.56 ± 0.48
2-Methyl-2-pentene C6H12 -14.96 ± 0.56 959.26 ± 0.57
cis-3-Methyl-2-pentene C6H12 -14.32 ± 0.55 959.90 ± 0.56
trans-3-Methyl-2-pentene C6H12 -14.32 ± 0.55 959.90 ± 0.56
cis-4-Methyl-2-pentene C6H12 -13.26 ± 0.56 960.96 ± 0.57
trans-4-Methyl-2-pentene C6H12 -14.26 ± 0.56 959.96 ± 0.57
2-Ethyl-1-butene C6H12 -12.92 ± 0.55 961.30 ± 0.56
2,3-Dimethyl-1-butene C6H12 -14.78 ± 0.27 959.44 ± 0.28
3,3-Dimethyl-1-butene C6H12 -14.25 ± 0.28 959.97 ± 0.29
2,3-Dimethyl-2-butene C6H12 -15.91 ± 0.27 958.31 ± 0.28
1-Heptene C7H14 -14.89 ± 0.44 1121.69 ± 0.45
1-Octene C8H16 -19.82 ± 0.45 1279.13 ± 0.46
1-Nonene C9H18 -24.74 ± 0.46 1436.59 ± 0.48
1-Decene C10H20 -29.67 ± 0.48 1594.02 ± 0.50
1-Undecene C11H22 -34.60 ± 0.50 1751.46 ± 0.52
1-Dodecene C12H24 -39.52 ± 0.52 1908.91 ± 0.55
1-Tridecene C13H26 -44.45 ± 0.56 2066.35 ± 0.59
1-Tetradecene C14H28 -49.38 ± 0.59 2223.79 ± 0.62
1-Pentadecene C15H30 -54.31 ± 0.62 2381.23 ± 0.66
1-Hexadecene C16H32 -59.23 ± 0.66 2538.68 ± 0.70
1-Heptadecene C17H34 -64.15 ± 0.70 2696.13 ± 0.74
1-Octadecene C18H36 -69.08 ± 0.75 2853.57 ± 0.79
1-Nonadecene C19H38 -74.00 ± 0.80 3011.01 ± 0.85
1-Eicosene C20H40 -78.93 ± 0.84 3168.45 ± 0.89
∆ for CH2; n>5 -CH2- -4.296 157.443

Table 3.3 Enthalpies table [67]
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3.2. CHEMICAL PROPERTIES

3.2 Chemical properties

• Iso-to-Normal Paraffins Ratio

The influence of the iso-to-normal paraffins ratio is considered to reflect
the influence of the fuel’s molecular structure on autoignition. The impor-
tance of this criterion and the influence of the isomer’s structure on the
fuel ignition is illustrated with data obtained by Ribaucour [68] for 3 pen-
tane isomers: n-pentane, neo-pentane and i-pentane (figure 3.3).

Figure 3.3 Molecular structure of the three pentane isomers

Figure 3.4 shows computed temperatures for each isomer at the same
compression temperature and initial pressure. The compression histories
are identical but the constant-volume ignition delay times are different.

Figure 3.4 Temperature
history for pentane isomers

Figure 3.5 Effect of chemical structure on delay times for iso/neo/n-pentane.
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3.2. CHEMICAL PROPERTIES

• Cetane Number (CN)

Cetane numbers for each component are measured using a method de-
veloped in the 1930s by the Cooperative Fuel Research (CFR) Committee
and later standardized as ASTM D613. Two primary reference fuels (made
by a single hydrocarbon) define the cetane number scale:

– n-hexadecane, also called cetane, is characterized by the molecular
formula n-C16H34 and has very good ignition quality. It was assigned
the cetane number of 100

– 1-methylnaphthalene, whose molecular formula is C11H10, has a aw-
ful ignition quality and then it was assigned a cetane number of 0

In 1962, the low cetane number reference fuel was replaced with isoc-
etane (also called 2,2,4,4,6,8,8-heptamethylnonane or HMN) which had
better oxidation stability and was easier to use in the CFR engine. When
measured against the two original standards, HMN has a cetane number
of 15. When a fuel has the same ignition delay period as a mixture of the
two primary reference fuels, its cetane number is derived from the volume
percent of cetane and heptamethylnonane as follows:

CN = %cetane+0.15%heptamethylnonane

Summing up, CN is a significant expression of the quality of a diesel fuel.
CN depends on the chemical and the physical fuel properties as well as
the molecular structure of fuel hydrocarbons. It can be seen from figure
3.6 [69] that n-paraffins have the highest CNs and that CN tends to grow
with the increase of carbon number. The greater the degree of branching,
the lower the CN for i-paraffins is. Furthermore, the position of the branch
plays a secondary role in the CN. If the branching is only concentrated at
one end of the molecule leaving a long chain at the other end, then such
i-paraffins tend to have higher CNs [76]. Numerous attempts have been
made in the past to correlate the CN with various physical and chemi-
cal properties of the fuel [69], [76]. These models are typically empirical
and may result restrictive in their application for other fuels. The follow-
ing relation, proposed by Chosh and Jaffe and based on an explicit and
complete representation of the detailed molecular composition of the fuel
[76], shows the correlation between the fuels’ CN and the pure-component
cetane number:

CNmix =

I
∑

i=1
νiβiCNi

I
∑

i=1
νiβi

[−]

where:

– νi is the volume fraction of each molecule in the fuel
– βi is the pure-component structure parameter (see table 3.4)
– CNi is the pure-component CN of each molecule in the fuel
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Molecular class Molecular structure β

n-paraffins from n-C5 to n-C16+ 0.5212
i-parrafins from i-C5 to i-C25+, mono and multi-branched i-paraffins 7.3717
naphthenes cyclohexane to C10+, naphthenes, decalin to C4+, decalins 0.0727

aromatics
benzene to C14+, aromatics, naphthalene to C13+,
naphthalenes, tetralin to C15+, tetralins

3.1967

olefins/cyclo-olefines C5 to C18+ linear olefins, branched olefins and cyclo-olefins 0.3597

Table 3.4 Parameter value β the pure-component structure parameter

Figure 3.6 Pure-component CNs for different hydrocarbon classes

Fuels with low CN may also increase PM emissions, since combustion be-
gins in the final stage of the expansion cycle when the temperature inside
the chamber diminishes, reducing the speed of oxidation, which in turn
increases the concentration of unburned hydrocarbons that condense on
the surface, causing the mass of particulate matter to increase [70], [71]-
[73]. The CN also affects specific fuel consumption, with a tendency for
fuel consumption to decrease as the CN increases due to the higher tem-
perature of the combustion process, improving the thermal performance of
the engine [74]. Furthermore, as the CN increases the ignition delay time
decreases. These features can be summed up in the following image:

Figure 3.7 Ignition delay time and PM emissions as a function of CN [75]
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• Threshold Sooting Index (TSI)

This number is representing the inherent sooting tendency of a compound
or a mixture. TSI is used for comparing the experimental studies on the
tendency of different fuels to soot. A higher TSI means higher sooting ten-
dency. By analyzing the TSI of the surrogate mixture it is possible to deter-
mine the surrogate fuel aromatic composition, which should be very similar
to that of the target fuel. This is due to a fact that TSI has been shown to
be strongly dependent on aromatic component fraction of the fuel [17]. TSI
is an empirical index based on the smoke point. The smoke point is the
maximum height of a smoke free laminar diffusion flame and depends on
molecular weight of the fuel [17], [77]-[81]. For premixed flames, hypotheti-
cal hydrocarbon fuels are considered with very different molecular weights
or C/H ratios (both of which are responsible for producing soot) when fuel
is burned at critical equivalence ratio Φc. Thus, TSI for premixed flames is
defined as [17], [77]-[81]:

T SI = c−dΦc where Φc is defined as: Φc =

(O
F

)
stoic(O

F

) =

(
moxid
m f uel

)
stoic(

moxid
m f uel

)
For diffusion flames, the TSI is defined as [17]:

T SI = a
(

MW
h

)
+b

where:

– a
[

mol mm
g

]
, constant of a specific experimental setup

– b [−], constant of a specific experimental setup
– h [mm], critical height of the flame, referred to the smoke point at

which the soot is first observed

The TSI of a mixture can be calculated according to the linear mixture
formula (Gill & Olson [53]), defined as:

T SImix =
I

∑
i=1

χi T SIi [−]

where:

– χi is the mole fractions of each component involved
– T SIi is the TSI of each component in the surrogate mixture

Nevertheless, they proposed another non-linear formula for its calculus:

(1.1)T SImix =
I

∑
i

χi (1.1)
T SIi [−]
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Figure 3.8 Mixture’s TSI evaluation

• CH Ratio

This value can be calculated from the average molecular formula which
describes the average size of the molecules of a fuel. The higher the aver-
age molecular formula, the grater the proportion of large paraffins is which
leads to soot formation. Through a global parameter, the carbon/hydrogen
ratio reflects the diversity of molecular structure. The densities of hydro-
carbon fuels are correlated with their CH values; if the hydrocarbon fuel
has a low CH, then the fuel has a low density. Similar perspective could be
applied to fuel’s viscosity, flash point temperature and net weight heating
value. In contrast, a decrease in CH ratio magnitude provokes a decrease
of net volumetric heating value [82]. Furthermore, even the combustion
enthalpy, the adiabatic flame temperature, flame velocity and the overall
radical population are strongly dependent on CH [46].

Figure 3.9 CH ratio effect of smoke point
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3.3 Experimental estimation methods of fuel properties

• CH Ratio
One of the most promising way to evaluate the CH ratio of a blend is the di-
rect collaboration between the atomic spectrometry and the capillary gas
chromatography (GC), which creates a system with high separation power
as well as high selectivity [84]. The well-defined and identifiable electron
transitions in excited atoms or ions render atomic spectroscopy the best el-
ement selective method available to the analyst. Its utilization started in the
early 1990s after the successful introduction of an atomic emission detec-
tor (AED), which was compatible with GC, and so became the tool of many
organic environmental and analytical chemists. This tool’s robustness and
wideranging usefulness have been amply demonstrated. GC–AED pro-
vides simultaneous multi-channel detection with excellent limits of detec-
tion (LOD). A rewarding aspect of AED detection is the so-called universal
or compound-independent calibration principle. The high temperature of
the plasma causes a complete breakdown of analyte molecules into their
constituent atoms. Consequently, the response per mass unit of an ele-
ment is independent of the structure of the analyte of interest. Then ele-
mental ratios can be calculated and used to estimate molecular formulas.

• Cetane Number
In the ASTM D613 test, the cetane number of a diesel fuel is determined
by comparing its ignition delay in the standard CFR (Cooperative Fuel
Research) test engine with those for blends of reference fuels of known
cetane number. The compression ratio is varied by adjusting a calibrated
hand wheel to obtain the same ignition delay for the sample and for each of
two bracketing reference fuels, permitting interpolation of cetane number
in terms of the hand wheel readings [83]. The ISO 5165 method, the inter-
national counterpart to ASTM D613, is essentially the same test using the
same engine. In Europe, a similar method, DIN 51773, uses a standard
BASF (Badische Anilin- und Soda Fabrik) engine for determining cetane
number. Both the CFR and BASF methods vary effective compression ra-
tios, thus varying the available energy to start combustion, but in different
ways. The Waukesha CFR engine varies the physical volume of the com-
bustion chamber, thereby changing the compression ratio of the engine
and changing the amount of energy available for initiating combustion.
The BASF engine, however, varies the amount of air allowed to enter the
cylinder while maintaining the same physical compression ratio.

• Threshold Sooting Index
According the ASTM D1322, The TSI index is calculated through the Seta
Smoke Point Apparatus. The principle of the method is burnign the sam-
ple in an enclosed wick-fed lamp that is calibrated against pure hydrocar-
bon blends of known smoke point and determining the maximum height of
flame that can be achieved by the test fuel without smoking.
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• Combustion Enthalpy and Formation Enthalpy
They are evaluated through the Differential Scanning Calorimetry, or DSC,
which is a thermal analysis technique that looks at how a material’s heat
capacity (Cp) is changed by temperature. A sample of known mass is
heated or cooled and the changes in its heat capacity are tracked as
changes in the heat flow. This allows the detection of transitions such as
melts, glass transitions, phase changes and curing. Because of this flex-
ibility, DSC is used in many industries, including pharmaceuticals, manu-
facturing and electronics. The biggest advantage of DSC is the ease and
speed with which it can be used to see transitions in materials. The basic
principle underlying this technique is that when the sample undergoes a
physical transformation, more or less heat will need to flow to it than the
reference to maintain both at the same temperature. For these reasons,
DSC is the most common thermal analysis technique and is found in many
analytical, process control, quality assurance and R&D laboratories.

• Viscosity
There are several different methods that could be used to evaluate the
viscosity of a fluid. The most used ones are:

– Ostwald viscometer: also known as U-tube viscometer or capillary
viscometer, it is a device used to measure the viscosity of the liquid
with a known density. The method of determining viscosity with this
instrument consists of measuring the time for a known volume of
the liquid (the volume contained between the upper and the lower
mark) to flow through the capillary under the influence of gravity. The
instrument must first be calibrated with materials of known viscosity
such as deionized water. Knowing the value of viscosity of one liquid,
one can calculate the viscosity of other liquid according the relation:

n1 = n2 ·
ρ1 t1
ρ2 t2

where n1, n2 are viscosity coefficients of the liquid and water, ρ1, ρ2
are the densities and t1, t2 are the flow time, respectively. This tool
was named after the German chemist Wilhelm Ostwald (1853-1932).

– Zahn cup: it is commonly a stainless steel cup with a tiny hole drilled
in the center of the bottom of the cup. There is also a long handle
attached to the sides. There are five cup specifications, labeled Zahn
cup #n, where n is the number from one to five. Large number cup
sizes are used when viscosity is high, while low number cup sizes are
used when viscosity is low. To determine the viscosity of a liquid, the
cup is dipped and completely filled with the substance. After lifting
the cup out of the substance, the user measures the time until the
liquid streaming out of it breaks up, this is the corresponding efflux
time. One can convert efflux time to kinematic viscosity by using an
equation defined for each cup specification number.
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– Falling sphere viscometer: the falling sphere viscometer is based on
the measuring principle by Höppler for simple but precise dynamic
viscosity measurement of transparent Newtonian fluids. The basic
concept is to measure the elapsed time required for the ball to fall
under gravity through a sample-filled tube inclined at an angle (the
most used angles are 50◦, 60◦, 70◦ and 80◦). The tube is mounted
on a pivot bearing which quickly allows rotation of the tube of 180◦,
thereby allowing a repeat test to run immediately. Three measure-
ments are taken and the average time it takes for the ball to fall is the
result. A conversion formula turns the time reading into a final vis-
cosity value. The falling sphere viscometer is used for quality control
in various industries as well as in academic institutions to illustrate
scientific method. The ease of use and straightforward method for
recording time measurements ensures meaningful test results.

– Rotational viscometer: they use the idea that the torque required to
turn an object in a fluid is a function of the viscosity of that fluid. Then,
they measure the torque required to rotate a disk or bob in a fluid at
a known speed.

– Vibrational viscometer: they date back to the 1950s Bendix instru-
ment, which belongs to a tools’s family that operates by measuring
the damping of an oscillating electromechanical resonator immersed
in a fluid whose viscosity is to be determined. The resonator gener-
ally oscillates in torsion or transversely (as a cantilever beam or tun-
ing fork). The higher the viscosity, the larger the damping imposed
on the resonator. The resonator’s damping may be measured by one
of several methods:

* measuring the power input necessary to keep the oscillator vi-
brating at a constant amplitude. The higher the viscosity, the
more power is needed to maintain the amplitude of oscillation

* measuring the decay time of the oscillation once the excitation
is switched off. The higher the viscosity, the faster the signal de-
cays

* measuring the frequency of the resonator as a function of phase
angle between excitation and response waveforms. The higher
the viscosity, the larger the frequency change for a given phase
change

Currently, many industries around the world consider these viscome-
ters to be the most efficient system with which to measure the vis-
cosities of a wide range of fluids. Furthermore, rotational viscometers
require more maintenance, are unable to measure clogging fluid, and
require frequent calibration after intensive use. Vibrating viscometers
have no moving parts, no weak parts and the sensitive part is very
small. Even very basic or acidic fluids can be measured by adding a
protective coating or by changing the material of the sensor.
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• Average Molecular Weight
There are several different methods that could be used to evaluate the
average molecular weight of a blend. The most used ones are:

– Vapour pressure osmometry: it is an experimental technique for the
determination of a polymer’s average molecular weight, MW . It works
by taking advantage of the decrease in vapor pressure that occurs
when solutes are added to pure solvent. A typical vapor phase os-
mometer consists of:

1. two thermistors, one with a polymer-solvent solution droplet ad-
hered to it and another with a pure solvent droplet

2. a thermostated chamber with an interior saturated with solvent
vapor

3. a liquid solvent vessel in the chamber
4. an electric circuit to measure the bridge output imbalance differ-

ence between the two thermistors

The voltage difference is an accurate way of measuring the tem-
perature difference between the two thermistors, which is a conse-
quence of solvent vapor condensing on the solution droplet (the so-
lution droplet has a lower vapor pressure than the solvent). Then,
the average molecular weight for a polymer sample is given by the
relation:

MWmix =
K

lim
c→0

(
∆V
c

)
where:

* K is a calibration constant

* ∆V is the bridge imbalance output voltage

* c is the polymer-solvent solution concentration

It is necessary to calibrate a vapor phase osmometer and it is im-
portant to note that K is found for a particular solvent, operational
temperature and type of commercial apparatus. A calibration can be
carried out using a standard of known molecular weight. Some possi-
ble solvents for VPO include toluene, tetrahydrofuran or chloroform.
Once the experiment is performed, concentration and output voltage
data can be graphed on a plot of

(
∆V
c

)
versus c. The plot can be

extrapolated to the y-axis in order to obtain the limit of
(

∆V
c

)
as c

approaches zero. The equation above can then be used to find K.
– Freezing-point depression: it is the decrease of the freezing point of

a solvent on the addition of a non-volatile solute. Examples include
salt in water or alcohol in water.

– Boiling point elevation: it describes the phenomenon that the boiling
point of a liquid (a solvent) will be higher when another compound is
added, meaning that a solution has a higher boiling point than a pure
solvent.

61
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– Gel permeation chromatography: GPC is a type of size exclusion
chromatography that separates analytes on the basis of size. The
technique is often used for the analysis of polymers. GPC sepa-
rates relying on the size or hydrodynamic volume (radius of gyra-
tion) of the analytes. This differs from other separation techniques
which depend upon chemical or physical interactions to separate an-
alytes. Separation occurs via the use of porous beads packed in a
column. The smaller analytes can enter the pores more easily and
therefore spend more time in these pores, increasing their retention
time. These smaller molecules spend more time in the column and
therefore will elute last. Conversely, larger analytes spend little if any
time in the pores and are eluted quickly. All columns have a range
of molecular weights that can be separated. Analytes that are not re-
tained are eluted with the free volume outside of the particles (Vo),
while analytes that are completely retained are eluted with volume
of solvent held in the pores (Vi). The total volume is obtained by the
following equation, where Vg is the volume of the polymer gel and Vt
is the total one:

Vt = Vo +Vi +Vg

As can be inferred, there is a limited range of molecular weights that
can be separated by each column and therefore the size of the pores
for the packing should be chosen according to the range of molecu-
lar weight of analytes to be separated. For polymer separations, the
pore sizes should be on the order of the polymers being analyzed.

• Density
With regard to the density, the main existing method for its evaluation
is the oscillating tube (or vibrating tube) densimetry. It is a technique to
determine the density of liquids and gases based on an electronic mea-
surement of the frequency of oscillation, from which the density value is
calculated. This measuring principle is based on the mass-spring model.
The sample is filled into a container with oscillation capacity. The eigen-
frequency of this container is influenced by the sample’s mass. This con-
tainer with oscillation capacity is a hollow, U-shaped glass tube (oscillating
U-tube) which is electronically excited into undamped oscillation. The two
branches of the U-shaped oscillator function as its spring elements. The
direction of oscillation is normal to the level of the two branches. The os-
cillator’s eigenfrequency is only influenced by the part of the sample that
is actually involved in the oscillation. The volume involved in the oscillation
is limited by the stationary oscillation knots at the bearing points of the
oscillator. If the oscillator is at least filled up to its bearing points, the same
precisely defined volume always participates in the oscillation, thus the
measured value of the sample’s mass can be used to calculate its density.
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Chemical
Formula

Compounds
Name

MW Tboil Tcrit Tr Pcrit TSI ∆h0
f ,298 ∆cH0

298 S0
298 ρL,298 η298 ν298[

kg
kmol

]
[K] [K] [-] [atm] [-]

[ kJ
mol

] [ kJ
mol

] [ J
mol·K

] [
kg
m3

]
[cP]

[
m2

s

]
n-Paraffines
1 n-C5H12 n-Pentane 72.15 309.22 469.70 0.539 33.70 1.3 -173.50 -3508.80 263.47 626.00 0.33766 5.39404E-07
2 n-C6H14 n-Hexane 86.17 341.88 507.60 0.499 30.25 2.5 -198.70 -4162.90 296.06 659.00 0.48800 7.40526E-07
3 n-C7H16 n-Heptane 100.20 371.57 540.20 0.469 27.40 2-7 -225.90 -4529.20 328.57 684.00 0.69881 1.02166E-06
4 n-C8H18 n-Octane 114.23 398.8 568.80 0.445 24.50 3.2 -208.60 -5511.60 361.20 703.00 0.99676 1.41787E-06
5 n-C9H20 n-Nonane 128.25 423.97 594.60 0.426 22.90 4.1 -274.70 -6124.80 393.67 718.00 1.40386 1.95525E-06
6 n-C10H22 n-Decane 142.28 447.30 617.70 0.410 21.10 4.3 -250.02 -6829.32 425.89 726.14 1.96789 2.71008E-06
7 n-C11H24 n-Undecane 156.30 469.08 639.00 0.396 19.80 4.3 -327.20 -7430.90 458.15 740.00 2.75731 3.72610E-06
8 n-C12H26 n-Dodecane 170.33 489.48 658.00 0.385 18.20 4.8 -352.10 -8085.30 490.66 748.00 3.77628 5.04851E-06
9 n-C13H28 n-Tridecane 184.36 508.63 675.00 0.375 16.80 5.2 -377.70 -8739.00 522.87 756.00 5.17435 6.84438E-06
10 n-C14H30 n-Tetradecane 198.38 526.76 693.00 0.365 15.70 5.4 -403.30 -9392.70 555.43 763.00 7.20842 9.44748E-06
11 n-C15H32 n-Pentadecane 212.41 543.83 708.00 0.358 14.80 - -428.80 -10046.50 587.52 769.00 9.61395 1.25019E-05
12 n-C16H34 n-Hexadecane 226.44 559.98 723.00 0.350 14.00 - -456.10 -10698.50 586.18 773.00 13.2384 1.71261E-05
i-Paraffines
13 i-C4H10 Iso-Butane 58.12 261.34 407.85 0.621 36.40 2.2 -134.39 -1439.61 200.79 594.00 0.20990 3.53372E-07
14 i-C5H12 Iso-Pentane 72.15 300.99 460.39 0.550 33.81 1.6 -190.30 -3492.00 216.81 620.00 0.31845 5.13633E-07
15 i-C6H14 2-Methy-Pentane 86.17 333.4 497.50 0.509 29.70 2.9 -175.88 -4185.72 290.58 653.00 0.45620 6.98622E-07
16 i-C7H16 2-Methyl-Hexane 100.20 363.18 530.10 0.478 27.30 3.2 -229.80 -4525.30 323.34 679.00 0.64918 9.56084E-07
17 i-C8H18 3-Ethyl 2-Methyl-Pentane 114.23 388.81 567.00 0.446 27.00 - -249.70 -5470.50 342.60 719.00 0.98701 1.37276E-06
18 i-C8H18 Iso-Octane 114.23 372.39 543.90 0.465 25.70 5.6 -237.42 -5483.22 328.00 692.00 0.72273 1.04442E-06
19 i-C9H20 2-Methyl-Octane 128.25 416.43 587.00 0.431 23.10 3.8 -238.01 -6161.49 357.18 713.40 1.32728 1.86051E-06
20 i-C9H20 3,4-Di-Methyl-Heptane 128.25 413.55 591.10 0.428 24.50 3.5 -246.71 -6152.79 - 731.40 1.37250 1.87654E-06
21 i-C10H22 2,7-Di-Methyl-Octane 142.28 433.14 574.00 0.441 21.11 4.3 -267.42 -6811.92 - 736.8 1.35806 1.84319E-06
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22 i-C10H22 2- Methyl-Nonane 142.28 440.02 589.7 0.429 21.02 - -58.72 -6820.08 420.1 726.3 1.55780 2.14485E-06
23 i-C10H22 2,4,5-Tri-Methyl-Heptane 142.28 429.65 606.90 0.417 22.70 - -276.12 -6802.68 - 737.30 1.13833 1.54393E-06
24 i-C11H24 2,3,3-Tri-Methyl-Octane 156.30 455.15 630.28 0.402 19.89 - -278.84 -7479.26 - 754.70 2.18576 2.89621E-06
25 i-C11H24 2-Methyl-Decane 156.30 462.40 629.9 0.402 19.20 4.3 -279.43 -7479.26 578.3 726.4 2.53190 3.48563E-06
26 i-C11H24 2,2,3- Tri-Methyl-Octane 156.30 465.82 638.00 0.407 20.30 - -299.55 -7458.55 585.0 737.0 2.345904 3.18305E-06
27 i-C12H26 2-Methyl-Undecane 170.33 483.15 648.37 0.390 18.35 - -275.65 -8161.75 - 745.80 4.6812E-06 4.6812E-06
28 i-C13H28 2-Methyl-Dodecane 184.36 500.28 670.00 0.378 17.29 - -320.85 -8795.85 - 757.00 4.91310 6.49023E-06

29 i-C16H34

2,2,4,4,6,8,8-
Hepta-Methyl-Nonane
(HMN)

226.44 520.25 693.00 0.365 15.7 - -443.34 -10711.26 - 793.00 6.18765 7.80284E-06

Cycloparaffines
30 cy C6H12 Cyclohexane 84.16 353.93 553.50 0.457 40.73 3.2 -156.40 -3930.00 204.00 779.00 0.66888 8.58641E-07
31 cy C7H14 Cycloheptane 98.18 391.90 589.00 0.430 36.70 3.3 -157.50 -4597.60 242.55 811.00 0.99652 1.22876E-06
32 cy C7H14 n-Metyl-Cyclohexane 98.18 374.09 572.19 0.442 34.71 4.4 -190.20 -4565.29 247.90 774.00 0.88749 1.14664E-06
33 cy C8H16 Cyclooctane 112.21 424.31 647.20 0.391 35.70 5.9 -169.40 -5265.70 262.00 834.00 1.82606 2.18953E-06
34 cy C8H16 n-Ethyl-Cyclohexane 112.21 405.00 609.00 0.416 32.07 4.6 -213.00 -5222.60 280.91 788.00 1.35302 1.71704E-06
35 cy C9H18 n-Propyl-Cyclohexane 126.24 429.90 639.00 0.396 27.70 4.3 -195.09 -5719.06 311.88 793.00 1.69539 1.96227E-06
36 cy C10H20 n-Butyl-Cyclohexane 140.26 454.10 667.00 0.380 31.10 - -215.18 -6577.20 344.97 818.00 2.37145 2.99049E-06
37 cy C11H22 n-Pentyl-Cyclohexane 154.29 476.85 669.00 0.378 22.10 - -233.8 -7238.50 - 803.70 3.50708 4.28739E-06
38 cy C12H24 n-Hexyl-Cyclohexane 168.32 497.93 679.00 0.373 19.20 - -251.82 -7899.78 - 807.60 4.22959 5.26265E-06
39 cy C13H26 n-Heptyl-Cyclohexane 182.34 518.14 694.00 0.365 17.70 - 277.93 -8552.97 - 810.90 5.35862 6.63530E-06
Aromatics
40 C6H6 Benzene 78.11 353.24 562.05 0.450 48.95 31 48.70 -3273.00 173.26 885.00 0.17000 1.92000E-07
41 C7H8 Toluene 92.14 383.79 591.75 0.428 41.08 50 12.00 -3920.00 220.96 867.00 0.00800 8.95000E-09
42 C8H10 Ethyl-Benzene 106.16 409.36 617.15 0.410 36.09 59 -12.50 -4567.00 255.01 867.00 0.00700 8.27000E-09
43 C8H10 m-Xylene 106.16 412.34 617.00 0.410 35.41 51 -25.40 -4549.00 253.80 864.00 0.23100 2.67340E-07
44 C9H12 Propyl-Benzene 120.19 432.35 638.35 0.397 32.00 47 -38.40 -5218.24 287.78 862.00 0.00700 8.03120E-09
45 C9H12 1,2,4-Tri-Methyl-Benzene 120.19 442.50 649.10 0.390 32.32 47 -61.90 -5194.80 283.38 880.00 0.28300 3.22230E-07
46 C10H12 Tetralin 132.20 480.75 720.00 0.352 36.50 56 -28.60 -5621.54 251.46 973.00 0.0560 5.75539E-05
47 C11H10 1-Methyl-Naphthalene 142.20 517.84 772.00 0.328 36.00 89 56.20 -5814.00 254.81 990.00 0.04500 4.52540E-08

Table 3.5 Physical properties of the main hydrocarbons
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Chapter 4

Brute-Force Search Algorithm

The various modules of this code have been developed starting from the sec-
ond month of internship, since the first one was devoted to the study of the pre-
viously corresponing algorithms. These studies were carried out to determine
the starting point of the research, trying also to define which were the strengths
(features that could have been further considered in the developing process)
and the weaknesses of these codes. Since the previous ones and their rela-
tive database were written in MATLAB language, in order to semplify the work
of thesis, the code is carried out in the same software environment. Moreover,
the choice of this option proved to be appropiate, since MATLAB is build in the
C language, that was designed to be compiled using a relatively straightforward
compiler, to provide low-level access to memory, to provide language constructs
that map efficiently to machine instructions and to require minimal runtime sup-
port. Because of algorithm’s computational heaviness, in order to run the code
in his totality, the memory capacity of a normal personal computer (or a common
university’s workstation) wasn’t enough, but it was necessary to use the univer-
sity Clusters, whose hardware properties are shown in the next table:

TUM Politecnico di Torino
Hardware Hactar technical specication

number of nodes 148 architecture
Linux Inniband-QDR
MIMD Distributed
Shared-Memory Cluster

corse for node 64 node interconnect Inniband QDR 40
[

GB
s

]
hyperthreads per core 4 Service Network Gigabit Ethernet 1

[
GB
s

]
core nominal frequency 1.3 GHz CPU model

2x Xeon E5-2680 v3 2.50
GHz (turbo 3.3 GHz) 12 cores

memory (DDR4) per node 96 GB (Bandwidth 80.8
[

GB
s

]
) GPU node 2x Tesla K40-12 GB-2880 CUDA cores

High Bandwidth Memory per node 16 GB (Bandwidth 460
[

GB
s

]
) performance 20.18 TFLOPS (June 2018)

bandwidth to interconnect per node 25
[

GB
s

]
(2 Links) computing cores 696

number of Omnipath switches (100SWE48) 10+4 (je 48 Ports) number of nodes 29

bisection bandwidth of interconnect 1.6
[

T B
s

]
total RAM Memory 3.7 TB DDR4 REGISTERED ECC

latency of interconnect 2.3 µs OS CentOS 7.4 - OpenHPC 1.3.4

peak performance of system 394
[

T Flops
s

]
Scheduler SLURM 17.11

Software (OS and development environment) Storages technical specication

operating system SLES12 SP2 Linux home storage
140 TB on RAID 6, throughput

near 200
[

MB
s

]
MPI Intel MPI 2017 or OpenMPI lustre storage

87 TB. throughput greater

than 2.2
[

GB
s

]
compilers Intel icc, icpc, ifort 2017 storage interconnect Ethernet 10

[
Gb
s

]
performance libraries MKL, TBB, IPP
tools for performance and correctness analysis Intel Cluster Tools

Table 4.1 Clusters features
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The description of the algorithm process is matched with his block scheme depiction, in order to clarify the line of reasoning employed in the
code’s run. This process is divided into four main sub-modules, which can be summed up as the main operation they carry out:

Figure 4.1 Block scheme of the algorithm
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4.1 Interface

Figure 4.2 First block of the scheme

The code starts with the algorithm choice on the MATLAB command window (as
shown in figure 4.2). By this selection, the user can decide to run a certain code,
choosing it out of three possibilities:

I. The first option refers to the most general code, where the user knows only
the physical and chemical properties of the target fuel, without any ideas
about which hydrocarbons and percentages could assure them. The user
is asked to submit to the code the chemical division of hydrocarbons and
the desired refinement for the percentages’ range (e.g. table 4.2).

n-paraffines iso-paraffines cycloparaffines aromatics
hydrocarbons_input 1 2 2 1
single_step 0.01

Table 4.2 Example

In general, for jet fuels, the combinations of the hydrocarbons could be
quite variable, but chemical family’s profile is almost constant:

• iso/n-paraffines ' 60-70%
• cycloparaffines ' 15-20%
• aromatics ' 15-25%

According to these tecnical specifications, the number of percentages
combinations is limited to those who meet the requirements. Each of them
is matched with all the possible blends, allowing the code to evaluate
chemical and physical properties for every surrogate. Then, results are
compared with the input ones, finding out the relative error.
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The output of the code is the IFS, i.e. the combination of hydrocarbons and
percentages that minimizes the total relative error. A visual rapresentation
of the (simplified) algorithm is shown in table 4.3.

Percentages

Comb. # 1 Comb. # 2 Comb. # 3 Comb. # M-1 Comb. # M
A
B
C
D
E

Hydrocarbons F

↓ ↓ ↓ ↓ ↓ row
minimum

Comb. # 1 a b c d e f → properties 1-1 properties 1-2 properties 1-3 properties 1-M → err1
Comb. # 2 → properties 2-1 → err2
Comb. # 3 → properties 3-1 → err3

Comb. # N-1 → → errN-1
Comb. # N → properties N-1 properties N-M → errN

↓
minimum

Table 4.3 Simplified algorithm depiction. Model design 1

II. The second one refers to the case where the user has as input the fuel
properties and a certain percentages combination to observe. The output
of the code is the best blend of hydrocarbons to meet the requests.

Percentages

Comb. # X
A
B
C
D
E

Hydrocarbons F

↓ row
minimum

Comb. # 1 a b c d e f → properties 1-X → err1
Comb. # 2 → properties 2-X → err2
Comb. # 3 → properties 3-X → err3

Comb. # N-1 → properties N-1-X → errN-1
Comb. # N → properties N-X → errN

↓
minimum

Table 4.4 Simplified algorithm depiction. Model design 2

III. The last one is the case where the user knows the fuel properties and has,
as a input, the hydrocarbon blend to observe. In this case, the output of
the code will be the best combinations of percentages to fulfill the requests
(the chemical families limitations of the first case still apply).

Percentages

Comb. # 1 Comb. # 2 Comb. # 3 Comb. # M-1 Comb. # M
A
B
C
D
E

Hydrocarbons F

↓ ↓ ↓ ↓ ↓ row
minimum

Comb. # Y a b c d e f → properties Y-1 properties Y-2 properties Y-3 properties Y-M-1 properties Y-M → minimum

Table 4.5 Simplified algorithm depiction. Model design 3

It is important to note that these possibilities have different computational weight;
while the first one demands for a huge storage capacity, the other two are much
lighter, lacking the additional recursions present in model design 1.
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4.2 Database

Figure 4.3 Second block of the scheme

The second block of the scheme is dedicated to the upload of hydrocarbons
data. In this database are gathered all the chemical and physical properties of
the forty-seven hydrocarbons available for the research, whose index is shown
in the table 4.8. A small sum up of this file is shown in the following lines:

• CHratio: the ratio, on a molecular basis, of carbon-to-hydrogen ratio in
each hydrocarbons. It is dimensionless, [-]. Because of their structure,
while aromatic hydrocarbons have the highest CH ratio indices, the chem-
ical family of cyclo-paraffins shows a constant value of 0.500.

• CHratio_inp: CH_ratio of the input fuel. The user provides it to the code.
• CN: it is the cetane number of a molecular components. It is dimension-

less, [-]. Because of their chemical meaning, in the input file CN shows a
double value column. In the first one are reported the CN values of each
hydrocarbon, in the second one the β values, necessary for the final sur-
rogate’s cetane number calculation (the differentiation for each chemical
family follows the directives proposed in section 3.2). The range of the CN
values is relatively wide, starting from numbers almost nil for aromatics
arriving to the biggest values, i.e. the n-paraffine family’s ones.

• CN_inp: CN of the input fuel. It is given as input from the keyboard.
• Comb_Ent: it is the enthalpy change when one mole of a substance

burns (combines with oxygen) under standard state conditions. Some-
times called “heat of combustion”, it has always a negative value (since
burning always releases heat) and its unit of measurement is

[ kJ
mol

]
. Fi-

nally, it is important to note that the most reactive hydrocarbons are those
characterized by a higher average MW .
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• Comb_Ent_inp: ∆cH0 of the input fuel. The user provides it to the code.
• CompoundsName: the correlation between the name of the molecular

species and their number in the file. They are reported under IUPAC’s
specifications.

• Dens: the density of the species taken in account for the research. They
are reported in

[
kg
m3

]
. For the record, it’s important to remind that the dens-

est hydrocarbons belong to the aromatic family.
• Dens_inp: density of the input fuel and it is provided from the keyboard.
• Eq: it is a symbolic variable, useless for the code developed in this thesis.
• Form_Ent: it is the enthalpy change for a reaction in which exactly one

mole of a pure substance is formed from free elements in their most stable
states under standard state conditions. Its unit of measurement is

[ kJ
mol

]
and it has, generally, a negative value involving a process exothermic (the
only hydrocarbons that don’t follow this feature are n-Heptyl-Cyclohexane,
Benzene and Toluene). On average, the most exothermic hydrocarbons
belong to the n-paraffine family (∆h0

f ' -306.36
[ kJ

mol

]
) while the least ones

refer to the aromatic family (∆h0
f ' -6.24

[ kJ
mol

]
).

• Form_Ent_inp: ∆h0
f of the input fuel. The user provides it to the code.

• InputData: it is a vector pre-allocated with the input fuel data, useless for
the code developed in this thesis.

• MW: it is the molecular weight of the hydrocarbons. Since the MW in-
crease with the number of atoms involved in the molecule, high-branched
structures shows higher MW . It is measured in

[
kg

kmol

]
.

• MW_inp: MW of the input fuel and it is provided to the code by the user.
• Sur: it is a vector that contains the combination of the eight surrogates

which could simulate the chemical and physical properties of the input
fuel. Intended to be updated every calculation’s loop, it’s useless for the
code developed in this thesis.

• TSI: this number is representing the inherent sooting tendency of a com-
pound or a mixture. While many hydrocarbons of the first three family show
a value equal to 0, aromatics have an index variable for 31 to 89 (this is a
reason of their limitated usage in fuel surrogates). It is dimensionless [−].

• TSI_inp: TSI index of the input fuel. It is provided by the user.
• Visco: dynamic viscosity is a property of fluids characterized by their in-

ternal resistance against flowing. Generally, the viscosity of hydrocarbons
tends to increase according to the molecular weight of the compound. It is
interesting to note that, while for the first three family the viscosity values
lay on the same magnitude, aromatic family’s viscosity show values about
10-to-100 fold lower. It is measured in [cP].

• Visco_inp: η of the input fuel. The user provides from the keyboard.
• emphasis: it is a vector that contains parameters about the relevance of

each properties of the fuel. It is chosen by default as a vector of all ones.
• prop: symbolic variable, useless for the code developed in this thesis.
• x: symbolic variable, useless for the code developed in this thesis.
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Import Name Size Bytes Class
[ ] CHratio 47x1 376 double
[ ] CHratio_inp 1x1 8 double
[ ] CN 47x2 752 double
[ ] CN_inp 1x1 8 double
[ ] Comb_Ent 47x1 376 double
[ ] Comb_Ent_inp 1x1 8 double
[ ] CompoundsName 1x47 6632 cell
[ ] Dens 47x1 376 double
[ ] Dens_inp 1x1 8 double
[ ] Eq 1x1 8 sym
[ ] Form_Ent 47x1 376 double
[ ] Form_Ent_inp 1x1 8 double
[ ] InputData 8x1 64 double
[ ] MW 47x1 376 double
[ ] MW_inp 1x1 8 double
[ ] Sur 1x8 64 double
[ ] TSI 47x1 376 double
[ ] TSI_inp 1x1 8 double
[ ] Visco 47x1 376 double
[ ] Visco_inp 1x1 8 double
[ ] emphasis 1x8 64 double
[ ] prop 1x1 8 symfun
[ ] x 1x1 8 sym

Table 4.6 Input file

# CHratio Comb_Ent CN Dens MW Spec_Ent1 TSI Visco Visco_St1

CN β

1 0.4160 -3508.8 30 0.5212 626 72.15 48632.0 1.3 0.338 0.539
2 0.4280 -4162.9 40 0.5212 659 86.17 48310.3 2.5 0.488 0.741
3 0.4375 -4529.2 55 0.5212 684 100.2 45201.6 4.5 0.699 1.022
4 0.4440 -5511.6 60 0.5212 703 114.23 48250.0 3.2 0.997 1.418
.
.
.

45 0.75 -5194.8 7 3.1967 880 120.19 43221.6 47 0.283 0.322
46 0.833 -5621.5 6 3.1967 973 132.2 42523.0 56 0.056 0.058
47 1.111 -5814.0 20 3.1967 990 142.2 40886.1 89 0.045 0.045

Table 4.7 Input data

1 These data are not available on the database but they have been evaluated according the
following formulas, derived from chapter 3:

Spec_Ent = −1000 · Comb_Ent
MW

Visco_St = 1000 · Visco
Dens
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n-paraffines i-paraffines
1 n-Pentane 13 Iso-Butane
2 n-Hexane 14 Iso-Pentane
3 n-Heptane 15 2-Methyl-Pentane
4 n-Octane 16 2-Methyl-Hexane
5 n-Nonane 17 3-Ethyl-2-Methyl-Pentane
6 n-Decane 18 Iso-Octane
7 n-Undecane 19 2-Methyl-Octane
8 n-Dodecane 20 3,4-Di-Methyl-Heptane
9 n-Tridecane 21 2,7-Di-Methyl-Octane
10 n-Tetradecane 22 2-Methyl-Nonane
11 n-Pentadecane 23 2,4,5-tri-Methyl-Heptane
12 n-Hexadecane 24 2,3,3-tri-Methyl-Octane

25 2-Methyl-Decane
26 2,2,3-Tri-Methyl-Octane
27 2-Methyl-Undecane
28 2-Methyl-Dodecane
29 2,2,4,4,6,8,8-HMN

cyclo-paraffines aromatics
30 Cyclohexane 40 Benzene
31 Cycloheptane 41 Toluene
32 n-Methyl-Cyclohexane 42 Ethyl-Benzene
33 Cyclooctane 43 m-Xylene
34 n-Ethyl-Cyclohexane 44 Propyl-Benzene
35 n-Propyl-Cyclohexane 45 1,2,4-Tri-Methyl-Benzene
36 n-Butyl-Cyclohexane 46 Tretalin
37 n-Pentyl-Cyclohexane 47 1-Methyl-Naphthalene
38 n-Hexyl-Cyclohexane
39 n-Heptyl-Cyclohexane

Table 4.8 Family division of hydrocarbons

Hydrocarbons names are reported according to IUPAC nomenclature 2.

2

Figure 4.4 IUPAC logo

The IUPAC nomenclature of organic chem-
istry is a systematic method of naming organic
chemical compounds as recommended by the
International Union of Pure and Applied Chem-
istry (IUPAC). It is published in the Nomencla-
ture of Organic Chemistry. Ideally, every possi-
ble organic compound should have a name from
which an unambiguous structural formula can
be created.
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4.3 Software

Figure 4.5 Third block of the scheme

The three options shown in the section 4.1 cannot be debated as a one, since
they differentiate themselves both for the input and for the central algorithm. In
order to give a more general (and, as much as possible, better) explanation of
the code, the following section is focused on the discussion of the interface’s first
option3. It possible to divide the main code in three different sub-modules, each
characterized by the specific function it is intended to fulfill:

• The first sub-module refers to the calculus of all possible combinations of
hydrocarbons (blends), up to their chemical family’s division

• The second one is based on the calculus of all possible combinations of
percentages for the hydrocarbons

• The third and last sub-module is the leading part of the code, the one
which returns the user the effective results. It can be summed up as the
definition ot the optimizated Input Formula of Surrogate (IFS) (i.e which
hydrocarbons and how much of them are necessary for the surrogate)

3 For the other module design the treatise is almost fully equivalent. The only differences are
based on a lightening of the code’s computational weigth, since there is no more need to find
specific solutions. The features are shown in the following table:

Combinations Percentages Main step
Model design 1 v v v v = evaluated
Model design 2 v x v x = not evaluated
Model design 3 x v v

Table 4.9 Models design
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4.3.0 MATLAB’s version conformity check

Because of the usage of some specific MATLAB’s functions released starting
from the R2018b version, if the user tried to run the code with a previous soft-
ware’s update, he would incur in some fatal error during the process. The version
check is fulfilled by an auxiliar function, named MyFunctionVersion.m, which
compares the used version with the reference one and gives back a flag if the
required condition is not satisfied.

4.3.1 First sub-module

The first module, whose whole block diagram is shown in figure 4.6, represents
the processes accomplished to obtain the hydrocarbon combinations matrix
(more properly, blends matrix). The code starts with the manual input of the
compounds quantity the users wants to utilize to simulate a given fuel, accord-
ing to the respective chemical family (n-paraffins, iso-paraffins, cyclo-paraffins
and aromatics). Once defined the vector of the desired hydrocarbons, is pos-
sible to calculate the sum of its components. At this point, the code loads the
Properties.mat file, which, among other things, includes the chemical and phys-
ical properties of the compounds. Their total number is 47, divided up to their
chemical family as shown in table 4.8. Therefore, the code, in order to evaluate
all the possible blends, utilizes the MATLAB nchoosek function. It represents the
binomial coefficient of k variables out n numbers4 , where k is the chosen num-
ber of compounds of each family and n is the family’s hydrocarbons number.
Once obtained the matrices of the four families, the code exploits the MATLAB

function ndgrid in order to rearrange them in the final blends matrix (the various
functions are better explained on sections C.1, C.2). In the end, it’s possible to
save the results in the PossibleCombinations.mat file. These calculations are
mainly performed in a support function, named MyFunctionCombinations.m, in
order to fast the computational time of the code. If the users choosed to use the
Model design 3, all these processes would be exluded, since the hydrocarbons
required are already available.

4 In mathematics, the binomial coefficients are the positive integers that occur as coefficients
in the binomial theorem. Commonly, a binomial coefficient is indexed by a pair of integers n ≥
k ≥ 0 and is written

(n
k

)
. It is the coefficient of the xk term in the polynomial expansion of the

binomial power (1+ x)n, and it is given by the formula:(
n
k

)
=

n!
k! · (n− k)!

=
n · (n−1) · ... · (n− k+2) · (n− k+1)

k!
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Figure 4.6 First sub-module of the algorithm

4.3.2 Second sub-module

The second sub-module can be summed up as the percentage block, since it
is devoted to the calculation of the matrix containing all the valid percentages
combinations for the hydrocarbons, according to the family division given as
input. It starts with the manual input of the boundary function, whose aim is to
set the inferior limit of the possible percentages range. The chosen function is
an hyperbola, described by the equation (a) (the parameter constant is given as
input from keyboard). Once found the minimum percentage, the code evaluates
the maximum percentage theoretically achievable by each single compound,
according to the relation (b).
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min = f (const, # hyd) =
const

# hyd

(a)

max = 1−
#hyd−1

∑
i=1

(min) = 1− (#hyd−1) ·min

(b)

Unfortunately, these results are assumed to be partial, since they do not respect
the typical jet fuels compositions constraints (figure 4.7). Referring to section
4.1, it’s evident the necessity to further limit the possible percentages ranges.
This process is accomplished in the MyFunctionPercentages.m auxiliar func-
tion, which gives back the final percentages matrix. Then, thanks to the ndgrid
MATLAB function (see C.2), it is possible to couple togheter all the hydrocarbon’s
range, checking the ones that fulfill the physical constraints of surrogate’s total
unity. In the end, the final results are saved in the specific PossiblePossiblePer-
centage.mat file and in three different figures, printed in order to clarify the family
division (figure 4.8, 4.9). In case the users choosed the second option, all these
processes would be exluded, since the percentages are already available.

Figure 4.7 First refinement of percentages

Figure 4.8 Final distribution of percentages according to the chemical family
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Figure 4.9 Colormap of figure 4.8

Figure 4.10 Second sub-module of the algorithm
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4.3.3 Third sub-module

The third and last module concerns about the main portion of the code, i.e. the
one that leads to the solutions of the problem. It starts with the initial setup of
the value vector and of the data matrix to zeros, in order to fast the progres-
sive allocation of the each component inside. The allocation takes place thanks
to two nested loops; while the external one (a parfor loop, see section C.3), is
limited by the dimensions of the blends matrix, the internal one (a common for
loop) follows the percentages matrix geometry. Before the inner loop, there is the
initial setup of the error relative vectors to empty cells (pre-allocation process);
then, after loading the chemical and physical properties of the hydrocarbons,
the code starts the recursive operations which evaluate the features of each
surrogate. The calculated values (molecular weight (MW), density (ρ), CH ratio,
viscosity (ν), cetane number (CN), specific energy and threshold sooting index
(TSI)) are then compared to the input targets and each relative error is saved
in the respective support vector’s cell. Thanks to the goodness of the input file,
most of the properties vector do not need to be further modified for the opera-
tions. Unfortunately, this feature does not last for the kinematic viscosity and for
the specific energy, that have to be evaluated for every surrogate. Once found
the necessary properties, they are compared with the reference ones, giving
back the total relative error calculated according to the formula:

εrel =

√√√√ J

∑
j

((
∑

I
i χiyi, j

)
−Yj

Yj

)2

where


χi is the molar percentage of the i-th compound
yi is the j-th property of the i-th hydrocarbon
Yj is the j-th reference property
i index goes from 1 to I, the total hydrocarbons number
j index goes from 1 to J, the total properties number

These errors are then saved in the value vector’s cells; its minimum represents
the best percentage combinations for that hydrocarbon combination. It is impor-
tant to recall that all these chemical and physical properties are assumed to be
extensive, so the equivalent quantity of the mixture is given by the direct sum of
each reagent with equal emphasis. Repeating the calculations for all the exter-
nal parfor loop, the code returns the final data matrix. Then, the code searchs its
minimum (using the default command min) and gives back the user the correctly
defined IFS (the process is summed up in table 4.10).

percentages 1 percentages 2 percentages J-1 percentages J
generic blend x x x x

↓ min()

blend ↓

min 1 [blend 1] [best percentages]
min 2 [blend 2] [best percentages]

min i [blend i] [best percentages]

min I-1 [blend I-1] [best percentages]
min I [blend I] [best percentages]

min() ↓
total minimum IFS

Table 4.10 Brief depiction of main algorithm
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Figure 4.11 Last block of the algorithm
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4.4 Output

Figure 4.12 Last block of the scheme

The fourth and last block of the code is dedicated to the saving and the exhibition
of the results obtained from the subsection 4.3.3. Once found the coordinates
of the total minimum in the data matrix, since every index corresponds to spe-
cific blend and percentages combination, the code gives back the IFS; then,
using the relative indeces, it calculates and restitutes the surrogate chemical
and physical properties. Each of these result is then compared to the input one:

• in figure 4.13, with the use of a bar chart, is shown the magnitude com-
parison between the various properties

• in figure 4.14 the normalized values are depicted thanks to another auxiliar
bar chart (the properties are normalized with respect to the input ones)

In order to separate the various, an external folder is automatically generated,
which is intended to contain the following output data:

# name extension
i compared_magnitude .png
ii distribution_percentages .png
iii distribution_percentages_colormap .png
iv Hydrocarbons .txt
v license .txt
vi output_command_window .txt
vii PossibleCombinations .mat
viii PossiblePercentages mat
ix relative_magnitude .png
x Solutions .mat
xi spy_matrix .png

Table 4.11 Brief sum up of the output files
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Figure 4.13 Compared magnitude of the input values and the calculated ones

Figure 4.14 Relative magnitude of the input values and the calculated ones
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Anyway, the codes give two further information, whose aim is to report the prob-
lem solutions. The first one is the output on the MATLAB command window:
———————————————————————————————————

You have to use these hydrocarbons
'n-Hexane' '2-Methyl-Nonane'
'n-Butyl-Cyclohexane' 'Benzene'

in these percentages
0.1300 0.5700 0.1500 0.1500

———————————————————————————————————
and the second one an ausiliar .txt file where, after being remembered the total
number of surrogates, the results are shown in the following format:

Mixture compounds and molar fraction:
Hydrocarbon # index in the database file percentage name

and then a small sum up of the main properties of the two fuel:
———————————————————————————————————

Number of Substances: 4

Mixture substances and molar concentration (molar fraction):
Surrogate 1 02 0.130 n-Hexane
Surrogate 2 22 0.570 2-Methyl-Nonane
Surrogate 3 36 0.150 n-Butyl-Cyclohexane
Surrogate 4 40 0.150 Benzene

The input data are:
CH ratio=0.4566 CN=44.6200 combustion entalphy=-5790.1692 density=719.5200
MW=126.1200 specific energy=45910.0000 TSI=4.9500 viscosity=1.7800

while the calculated ones are:
CH ratio=0.4863 CN=44.0857 combustion entalphy=-5867.9523 density=755.1110
MW=125.0572 specific energy=46922.1470 TSI=4.9750 viscosity=1.7825

with a relative error of: 0.0861
(the formation entaplhy and the combustion entalphy
are not involded in the error calculation)

———————————————————————————————————
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Chapter 5

PSO Directly Optimized Algorithm

In addition to the previous one, in the last two months of the thesis another pos-
sible code has been developed in order to propose a valid alternative to the first
algorithm, trying to overcome its huge computational weight. This code, which
shows the same input operations to the first one, differs for the best percentages
and blend research. Indeed, they are calculated thanks to two MATLAB functions,
fmincon (section C.4) and particleswarm (section C.5), mainly developed for the
direct optimization algorithms. Furthemore, in order to clarify the comparison
between the codes results, the output function is kept constant. Since there is
no more need of the percentages combination family (because of the different
approach), the automatically created Output folder will not have some of the
previous figures (fig. 4.7, 4.8 and 4.9), but it will include an additional image,
which displays the objective function value against the interations number, and
a further .txt file with the fmincon function results. Then, the content of the folder
can be summed up in the next table:

# name extension
i compared_magnitude .png
ii Hydrocarbons .txt
iii iterations_function_objective .fig
iv license .txt
v output_command_window .txt
vi relative_magnitude .png
vii results_fmincon .txt
viii Solutions .mat

Table 5.1 Brief sum up of the output files

It is important to remind that this family of algorithms, namely heuristics algo-
rithms, are designed to solve a problem in a faster and more efficient manner
than traditional methods by sacrificing optimality, accuracy, precision or com-
pleteness in favor of speed. Therefore, theoretically, the minimum value found for
the objective found could refer to a local minimum, circumstance unfavourable
for the research. However, this pessimistic option has been excluded thanks to
the code’s results validation through the GlobalSearch MATLAB function.
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5.1 Particle Swarm Optimization

In computational science, Particle Swarm Optimization, abbreviated as PSO,
is a computational method that optimizes a problem by iteratively trying to im-
prove a candidate solution of the input objective function according to a given
measure of quality [85]. It solves the input problem by having a population of
candidate solutions, dubbed particles, and moving these particles around in the
multi-dimensional search-space according to the physical formulas over the par-
ticle’s position and velocity. Each particle’s movement is influenced by its local
best known position, but is also guided toward the best known position in the
search-space, which is updated as better position and could be found by any
other particle in the swarm. In short, it’s like every particle adjusts its flying ac-
cording to its own flying experience (personal cognition) as well as the flying
experience of other particles (social cognition). This idea, after due iterations,
is expected to move the swarm toward the best solutions. PSO, attributed to
the researches of Kennedy, Eberhart and Shi and developed from 1995, was
first intended for simulating social behaviour, as a stylized representation of the
movement of a bird flock or fish school (figure 5.1 and figure 5.2).

Figure 5.1 Bird flock Figure 5.2 Fish school

PSO could be defined as a metaheuristic population-based algorithm, since
it makes few or no assumptions about the problem being optimized and can
search very large spaces of candidate solutions. However, metaheuristics such
as PSO do not guarantee an optimal solution is ever found. Moreover, PSO does
not use the gradient of the problem being optimized, which means it does not
require the optimization problem to be differentiable as is required by classic
optimization methods such as gradient descent and quasi-Newton methods. In
past several years, PSO has been successfully applied in many research and
application areas since it is demonstrated that PSO gets better results in a faster,
cheaper way compared with other methods. Compared to the Genetic Algorithm
(generally abbreviated as GA, is another valid population-based algorithm), the
advantages of PSO are that the first one is easier to implement and there are
just few parameters to adjust. The most important reason why PSO is chosen
to be implemented into the code is that with this algorithm is easy to realize
calculation parallelization (see parfor in section C.3).
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A basic variant of the PSO algorithm works by having a population of candi-
date solutions. These particles are moved around in the search-space accord-
ing to a few simple formulas. The movements of the particles are guided by their
own best known position in the search-space as well as the entire swarm’s best
known position. When improved positions are being discovered these will then
come to guide the movements of the swarm. The process is repeated and by
doing so it is hoped, but not guaranteed, that a satisfactory solution will even-
tually be discovered. Formally, let f : Rn → R be the objective function which
is desidered to be minimized (in case the user chose to search for the maxi-
mum of the same f function, he has to use the auxiliar function h = − f , where
h : Rn → R). The function takes a candidate solution as an argument in the form
of a vector of real numbers, whose dimensions are linked to the dimensions of
the search-space, and produces a real number as output which indicates the
objective function value of the given candidate solution. The gradient of f is not
known and, most importantly, not necessary. The goal is to find a solution a
for which f (a) ≤ f (b) ∀b ∈ Rn, which would mean a is the function’s global
minimum. All these relations can be summed up in the following system:{

v t+1
i = ω t

i ·v t
i + c1 · rand1 [ ]

(
xp,i,best−x t

i
)
+ c2 · rand2 [ ]

(
xg,best−x t

i
)

x t+1
i = x t

i + v t+1
i ·d t+1

i

which represents, in the most general way, the required equations for the prob-
lem. The variables of the the equations are summarized in the following list:

• t: generic iteration of the algorithm. It varies from 1 to T
• i: generic particle of the swarm. It varies from 1 to I
• x: vectorial position of the particle
• v: vectorial velocity of the particle
• xp,best: vectorial position of each particle that gives back its minimum ob-

jective function value
• xg,best: vectorial position of the particle that show the minimum objective

function value
• ω : inertial weight factor of the particle
• c1: cognitive parameter. It represents how much the particle trusts its own

past experience (personal influence)
• c2: social parameter. It represents the importance the particles give to the

swarm best (social influence)
• rand1, rand2: they are random numbers
• d: is a deceleration factor

The most used parameters of PSO algorithm are considered as follows:

• Inertial weight factor ω : 0.9 to 0.4
• c1 and c2 parameters: 2 to 2.05. In general, experience has shown that

the best results have been obtained with c1 + c2 = 4
• population size (swarm size) I: 10 to 100
• maximum iterations T: 500 to 10000
• initial velocity ' 10% of the initial position
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Referring to the previous notation, is then possible to introduce the PSO com-
mon algorithm, showing its most imporant features and steps:

Algorithm 5.1: PSO algorithm

1: Set parameters ω , c1, c2 and d
2: Initialize population of particles having positions x and velocities v
3: Set iteration t = 1
4: Calculate fitness of particles F1

i = f
(
x1

i
)
,∀ i, and find the index of the best

fitness value b (b→ f
(
xg,best

)
→ Fb)

5: Find the best position of each particle’s path xp,i,best (that, obviously, for this
first iteration will be the same starting position) and the best swarm position
at the first iteration xg,best

6: for t = 2:T
7: Update the velocities and the positions for each particle according the

vectorial formulas shown in the previous page (→ v t
i and x t

i )
8: Evaluate fitness F t

i = f (xt
i) ,∀ i

9: If the conditions are met, update the required data:
if F t

i < F t−1
i

xp,i,best = xt
i

end
if F t

i < Fb
xg,best = xt

i
Fb = f

(
xg,best

)
end

10: end
11: Show the final xg,best, which is assumed to be the solution of the problem

The algorithm can be further shown with its relative block diagram:

Figure 5.3 Basic PSO block diagram
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In the end of this PSO introduction, it’s important to focus on the parameter’s
effect on the computational iter to the solution:

• ω : while large inertia weight facilitates global exploration, small one fa-
cilitates local exploration. Generally ω is selected constant or smoothly
decreasing over the run

• c1, c2: c1 parameter represents the importance given to the personal best
to the research of the objective function’s minimum; c2 represents the im-
portance given to the whole swarm best. Pluriannual experience showed
that the best results are obtained when their sum is ' 4, but there is no
further reason than mere empiricism

• v: one of the most important for the convergence of the algorithm is the
maximum velocity reached by a particle. In fact, it determines the fineness
with which the space-search regions are fathomed:

– if too high, the particle can fly past optimal solutions. The algorithm
may became unstable

– if too low, the particle can get stuck in local minima. The algorithm
may became too slow.

These different approaches are made clear in the following image, which dis-
plays the region spaced by the velocity at each iteration. It is then evident their
undeniable importance for the algorithm’s convergence.

Figure 5.4 Spaced region by particle’s velocity

Despite its easy implementation, it has been proven that PSO need some mod-
ification to guarantee to find a local optimum. This means that determining con-
vergence capabilities of different PSO algorithms and parameters therefore still
depends on empirical results. Many different variants have been proposed to
overcome this problem. For example, there are different ways to initialize the
particles and velocities (e.g. start with zero velocities instead), how to dampen
the velocity, updating xp,i,best and xg,best after the entire swarm has been updated,
etc. These possibilies, which have been widely debated and studied, have be-
gun to give back promising results for the researches.
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5.2. SOFTWARE

5.2 Software

Being most of the auxiliar functions used by the optimizer equal to the ones
exploited in the 4.3 section, their treatise is abandoned in order to leave more
space to the main parts’ ones. The main module, after activating the parallel
computing toolbox, receives in input the GS function developed in the homonym
module, which, given a certain hydrocarbons blend and using the default MAT-
LAB function fmincon, gives back the blend’s percentages which minimize the
relative error. The error, whose formula is the same as in subsection 4.3.3, refers
to the input properties. Entering slightly more into the details, the GS function,
after a small handling of the input vector, defines the percentages’ physical con-
straints. They are reported in auxiliar vectors and matrices, which are intended
to be used by the fmincon operator (see section C.4). The output error of the
function is then refreshed for three times. This attention, associated with new
random starting coordinates x0, allows the user to be sure that the found value
is the global minimum and not a local one. With these operations, the code finds
the optimal blend fot the given fuel; thanks to a second GS function call, the
best combination of percentages is provided. The results are than processed
with the Output function explained above (see section 4.4). In the end, the ad-
ditional figure of the iteration-objective function curve is moved to the Output
folder. It makes aware the users about the error evolution in the particle swarm
operations and could be useful to understand the convergence behaviour of the
model. A possible example of this curve is shown in the next figure:

Figure 5.5 Example of iteration-objective function curve

Referring to the previous image, users could wrongly think to limit the iterations
because of the simil-asymptote reached after 15 iterations; this idea could re-
veal itself to be dangerous for the model convergence, since the particle swarm
optimization operates in a stochastic process and a premature interruption could
lead the code to neglect a better solution.
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Chapter 6

Results

6.1 Saibov’s Thesis Validation

Before getting to the heart of this thesis, it is important to verify the mathematical
tools used in the work, checking the validity of the model. The surrogates taken
as reference are the ones proposed by the Ph. D. student Emin Saibov for his
final disseration in 2012 [86]. In this work, in fact, the student developed three dif-
ferent surrogates, named, respectively, SPK-1, SPK-2 and SPK full, which were
thought to mimic the blend 3 fuel, a kerosene made up of three commercial sol-
vents according the following percentages: 2% of Shellsol T, 32% of Shellsol
DCS and 66% of Bintulu. In order to overcome the complicated composition of
the fuel (which counts more than a hundred compounds), the surrogates are
defined to be composed by only few components:

SPK-1
Name Formula %

n-decane n-C10H22 36
iso-octane i-C8H18 49 SPK-2
n-propyl-cyclohexane cy-C9H18 15 Name Formula %

n-decane n-C10H22 36
SPK full iso-octane i-C8H18 17

Name Formula % 2- methyl-decane i-C11H24 32
n-decane n-C10H22 36 n-propyl-cyclohexane cy-C9H18 15

2,7-di-methyl-octane i-C10H22 17
2- methyl-decane i-C11H24 32
n-propyl-cyclohexane cy-C9H18 15

Table 6.1 SPK composition

Aiming to validate these surrogates’ properties, the numerical models devel-
oped in this thesis are intended to work with the same database, same input
percentages and same compounds. Theoretically, the obtained results should
equal the reference one, admitting eventual minima rounding errors, function of
internal operations between the input properties.
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6.1. SAIBOV’S THESIS VALIDATION

Comparing the results of the SPK surrogates to the obtained ones, the deriving
features are shown in the following tables:

SPK full
INPUT CALCULATED lin. err. quad. err.

CH ratio [-] 0.46147 0.46823 1.46587 0.02149
Cetane Number [-] 45.21 43.633 3.48772 0.12164
Combustion Entalphy

[ kJ
mol

]
-6894.63 -6861.00 0.48790 0.00238

Density
[

kg
m3

]
738.99 738.06 0.12525 0.00016

Molecular Weight
[

kg
kmol

]
144.36 144.36 0.00028 0.00000

Specific Energy
[

kJ
kg

]
47760 47526.85 0.48817 0.00238

TSI index [-] 4.28 4.300 0.46729 0.00218
Viscosity [cSt] 2.7 2.725 0.92593 0.00857

Table 6.2 Check SPK full

SPK-1
INPUT CALCULATED lin. err. quad. err.

CH ratio [-] 0.45662 0.45628 0.07562 0.00006
Cetane Number [-] 44.62 43.865 1.69130 0.02860
Combustion Entalphy

[ kJ
mol

]
-5790.17 -6003.25 3.68006 0.13543

Density
[

kg
m3

]
719.52 719.44 0.01106 0.00000

Molecular Weight
[

kg
kmol

]
126.12 126.13 0.00753 0.00000

Specific Energy
[

k j
kg

]
45910 47595.93 3.67225 0.13485

TSI index [-] 4.95 4.937 0.26263 0.00069
Viscosity [cSt] 1.78 1.808 1.57782 0.02490

Table 6.3 Check SPK-1

SPK-2
INPUT CALCULATED lin. err. quad. err.

CH ratio [-] 0.46083 0.46720 1.38240 0.01911
Cetane Number [-] 18.69 47.580 154.572 238.926
Combustion Entalphy

[ kJ
mol

]
-6668.18 -6637.32 0.46271 0.00214

Density
[

kg
m3

]
730.53 730.45 0.01117 0.00000

Molecular Weight
[

kg
kmol

]
139.56 139.59 0.02286 0.00001

Specific Energy
[

kJ
kg

]
47780 47548.05 0.48545 0.00236

TSI index [-] 4.53 4.521 0.19868 0.00039
Viscosity [cSt] 2.60 2.589 0.41362 0.00171

Table 6.4 Check SPK-2
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6.1. SAIBOV’S THESIS VALIDATION

Looking at the previous tables, it can be said that, in general, the proposed
model shows good agreement (error < 1.5-2%) with the reference one, except
for few properties. Then, it is important to understand the reasons of these in-
consistencies, which are all limited to four derived quantities (CH ratio, cetane
number, combustion enthalpy and specific energy). Starting from the SPK full
surrogate, after a brief control, a transcription error in the CN calculus in Sai-
bov’s work has been revealed, since he reported the n-undecane’s CN number
instead of the n-decane’s one. A minimum discrepancy has been also found in
the CH ratio; it should be due to the fact that the reported number is the inverse
of the reference one and the error could have propagated. A similar perspec-
tive can be applied to the SPK-2 surrogate, where the same errors are present.
While the CH ratio shows a similar magnitude to the first case (symptom of
equivalent behaviour), the calculated CN is extremely large, creating a miscal-
culation of '154%. After many attempts, a possible motivation of this trouble
has been explained as a slip-up from Saibov, since he could have missed a con-
tribution in the property’s evaluation. This possibility has been further validated
by the comparison with the typical range for jet fuel, which is provided in 1.7
and shows a working range from 40 to '55. Regarding the SPK-2 surrogate,
in Saibov’s thesis the cetane number has been calculated according to weird
components, absolutely not corresponing to the input ones. In fact, while in the
input formula he used three compounds (one normal, one iso and one cyclo-
paraffine), in the CN calculus he added one iso-paraffines, without explaining
the reasons of this choice (see table 6.5). Furthermore, other motivations of dis-
crepancies have to be attribute to the specific energy and, since it is calculated
directly from the previous property, to the combustion enthalpy. Besides having
reported a wrong value of the combustion enthalpy for the n-propyl-cyclohexane
(instad of ∆cH0 = -5719.06 kJ

mol , he set ∆cH0 = -5919.06 kJ
mol ), in the evaluation

many other calculation error are present. On the other hand, the properties not
yet discussed show nearly the same values that the input ones. Concluding this
validation section, it can be summed up that the numerical model developed in
this thesis, showing good agreement with the reference data, can be thought
to be relatively accurate and, generally, valid for eventual further researches.
Nonetheless, many doubts about the goodness of the numerical model chapter
in the Saibov’s thesis still remain. A possible motivation of its sloppiness could
be due to the not-centrality in the dissertation of this specific chapter or, more
likely, to a physiological lack of attention on performing repetitive calculations.

Molecular
lumps

N-paraffins I-paraffins Naphthenes
νi βi CNi νi βi CNi νi βi CNi

SPK full
C9 - - - - - - 15 0.0727 14
C10 - - - 17 7.4 40 - - -
C11 36 0.52 84.7 32 7.4 45 - - -

SPK-2
C8 - - - 49 7.4 15.5 - - -
C10 36 0.52 80.9 - - - 15 0.0727 14

Table 6.5 CN calculation table as shown in [86]
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6.2. SAIBOV’S THESIS CONTINUATION

6.2 Saibov’s Thesis Continuation

This work of thesis has been initially developed aiming to continue the work
that the Ph. D. student Emin Saibov made in 2012 for his final disseration at
the Institute of Combustion Technology for Aerospace Engineering in Stuttgart
(Institut für Verbrennungstechnik der Luft- und Raumfahrt). Recalling the per-
centages shown in the previous section, it’s evident, since they do not respect
the average percentages shown in section 4.1, that they are supposed not to
be adequate for actual fuels simulation and then that it’s necessary to extend
the number of the input’s hydrocarbons, divided properly according their chemi-
cal family. The chosen division is given by a single n-paraffin, two i-paraffines, 2
cyclo-paraffines and one aromatic hydrocarbon. In order to validate the new sur-
rogates against the previous ones, the comparison of section 4.3 is conducted,
trying to minimize the margin of relative error.
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6.3. RESULTS

6.2.1 Premise

Before showing the results obtained thanks to the developed codes, it’s impor-
tant to note the high error of uncertainty associate with the reference percent-
ages. In this context, the error propagation theory set serious limitations on their
validity. In fact, being evident the low level of detail of these numbers, restricted
to the second digit after the decimal place, each compound carries around its
personal error, evaluable through the relation:

given the number x, where x = x̄ + ∂x, the error of uncertainty is:
∂x
x̄

where: • x̄ is the best estimated value • ∂x is the number’s uncertainty

In case of a multi-variables function, the total error is given by the linear sum of
the uncertainties (if the main function had inside additions or subtractions) or
of the uncertainty’s error (if are present multiplications or divisions). With these
relations, it is then possible to calculate the error that afflicts each surrogate.
However, beacuse of the lack of information about the validity of the database,
in these calculations it is assumed that they are error-free, being aware about
the partial validity of the results. In the end, the conclusive table of the uncer-
tainty errors is reported, showing the huge levels of distrut of the input data:

SPK-1 SPK-2 SPK full
Formula ∂x

x̄ Formula ∂x
x̄ Formula ∂x

x̄
n-C10H22 2.78 n-C10H22 2.78 n-C10H22 2.78
i-C8H18 2.04 i-C8H18 5.88 i-C10H22 5.88
cy-C9H18 6.67 i-C11H24 3.13 i-C11H24 3.13

cy-C9H18 6.67 cy-C9H18 6.67
Sum 11.49 Sum 18.46 Sum 18.46

Table 6.6 Uncertainty errors

6.3 Results
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Chapter 7

Further Developments
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Appendix A

Physics of Aircraft Engine

The primary function of a fuel is to provide a source of energy to propel the
aircraft. The turbine engine converts the chemical energy stored in the fuel into
mechanical energy, providing the thrust that powers the flight. More deeply, the
chemical energy in the fuel is released by combustion, which is a rapid reaction
of fuel with oxygen at high temperature. The energy released during this reaction
is called the heat of combustion and it could be represented by two different
parameters, higher heating value (HHV) and lower heating value (LHV). LHV
has its origin in HHV, after subtraction of the enthalpy of vaporization. After being
heated and taking advantage of the turbine pressure drop, air flow is then speed
up and it gains mechanical energy (figure A.1).

Figure A.1 Fuel properties evolution
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The physics of the whole process can be explained thanks to the fundamental
equations of continuum mechanics, which are based on the conservation laws.
They can be summed up in:

• mass conservation
• momentum conservation (linked to Newton’s second law)
• energy conservation (linked to the first law of thermodynamics)
• species transport conservation

The fundamental equations may be obtained by using the finite volume ap-
proach, where the fluid flow is divided into a limited number of control volumes
and a mathematical description is developed for the finite control volume. The
fluid is regarded as a continuum, where properties such as density, pressure, ve-
locity, etc. are defined as averages over fluid elements, neglecting the behavior
of individual molecules. In continuum mechanics, conservation laws are funda-
mentally derived in integral form, taking into consideration the total amount of
some property within the control volume. The rate of change of this total amount
is equal to the net rate which the property flows across the bounding surface of
the control volume, defined "flux", plus the net rate of production (+) or consump-
tion (-) within the control volume, known as "source" or "sink" (in the following
lines the quotations marks will be omitted):

{Property time rate of change}V = {Property net flux}S + {Source/Sink}V� ∫∫∫
V

∂Φ

∂ t
dV = −

∫∫
S

Φ (q ·n) dS + ∑
i

Qi

Starting from the integral from, it is possible to obtain the equations in the deriva-
tive form, which are much more used because of their easier manipulation. The
treatise of the equation starts with the intro-
duction of the control volume, shown in fig.
A.2. The bounding surface are assumed to
be perpendicular to the incumbent flow (in a
general case, the control volume could have
any shape), so the respective positive nor-
mals are parallel to the flow velocity compo-
nents and outgoing from the control volume.
Furthermore, the flow is generally thought to
be generally three-dimensional:
q = ui + vj + wk, where:

• i is the plane YZ versor
• j is the plane XZ versor
• k is the plane XY versor

Figure A.2 Control volume

Another important premise concerns the dimensional nature of the equations.
Indeed, while the first, the third and the last equation refer to scalar variables
(mass, energy and species transport), the second one refers to a vector quantity,
possessing a magnitude and a direction in the 3D space; is then possible to
convert the vector p = mq (and its parent p̂ = ρq, where ρ is the mass per unit
volume) in a set of scalar equations along the three axis (X, Y, Z).
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Mass conservation
Starting from the general relation proposed in the previous page, it’s possible to
define the various components of the equation under examination. Hypothesiz-
ing the absence of source or sink (Qi = 0), the total rate of change of the mass is
equal to the net flux through the external surface of the control volume. Recall-
ing that the reference property of this case is the density ρ (a scalar variable),
the equation becames: ∫∫∫

V

∂ρ

∂ t
dV = −

∫∫
S

ρ (q ·n) dS

Furthermore, using the Gauss divergence1 theorem, the integral over the bound-
ing surface can be tranformed into the volume integral, and then the above equa-
tion can be rewritten as:∫∫∫

V

∂ρ

∂ t
dV = −

∫∫∫
V

∇ · (ρq) dV ⇒
∫∫∫

V

∂ρ

∂ t
dV +

∫∫∫
V

∇ · (ρq) dV = 0

Being the control volume equal for the two integrals and non-zero, in order to
obtain the differential form of the equation, it’s possible to rewrite:∫∫∫

V

[
∂ρ

∂ t
+∇ · (ρq)

]
dV = 0 ⇒ ∂ρ

∂ t
+∇ · (ρq) = 0

Rearranging slightly the found relation and introducing the Lagrangian deriva-
tive2, the equation becames:

∂ρ

∂ t
+∇ · (ρq) = 0 ⇒ ∂ρ

∂ t
+

∂ (ρu)
∂x

+
∂ (ρv)

∂y
+

∂ (ρw)
∂ z

= 0

∂ρ

∂ t
+ρ

∂u
∂x

+u
∂ρ

∂x
+ρ

∂v
∂y

+ v
∂ρ

∂y
+ρ

∂w
∂ z

+w
∂ρ

∂ z
= 0

∂ρ

∂ t
+u

∂ρ

∂x
+ v

∂ρ

∂y
+w

∂ρ

∂ z
+ρ

[
∂u
∂x

+
∂v
∂y

+
∂w
∂ z

]
= 0

∂ρ

∂ t
+q ·∇ρ +ρ∇ ·q = 0 ⇒ Dρ

Dt
+ρ∇ ·q = 0

1 The divergence theore states that the outward flux of a tensor field through a closed surface
is equal to the volume integral of the divergence over the region inside the surface:∫∫∫

V
∇ ·FdV =

∫∫
S
F ·ndS

2 The Lagrangian derivative describes the time rate of change of a physical quantity subjected
to a space-and-time dependent velocity field variations. It can be written as:

DΦ

Dt
=

∂Φ

∂ t
+q ·∇Φ
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Momentum conservation (Newton’s second law)
The equation for conservation of momentum can be derived in a similar man-
ner as the equation of mass conservation, as discussed previously. According
to Newton’s second law, the time rate of change of momentum (the reference
property) of a fluid particle is equal to the sum of the volume and surface forces
acting on the particle, which, in this case, play the Qi variables’ role. Further-
more, the surface forces can be divided in two sub-categories, i.e normal forces
and tangential forces3, which differentiate by the way they operate on the parti-
cles. The equation can be written as:∫∫∫

V

∂ (ρq)
∂ t

dV = −
∫∫

S
ρq (q ·n) dS+R

∫∫∫
V

∂ (ρq)
∂ t

dV = −
∫∫

S
ρq (q ·n) dS+RS +RV∫∫∫

V

∂ (ρq)
∂ t

dV = −
∫∫

S
ρq (q ·n) dS−

∫∫
S

p¯̄I ·ndS+
∫∫

S

¯̄T ·ndS+
∫∫∫

V
ρfdV

Using the same artifices as in the previous case, the equation can be written as:∫∫∫
V

∂ (ρq)
∂ t

dV = −
∫∫∫

V
∇ ·(ρqq) dV−

∫∫∫
V

∇pdV +
∫∫∫

V
∇· ¯̄TdV +

∫∫∫
V

ρfdV

∫∫∫
V

[
∂ (ρq)

∂ t
+∇ · (ρqq)

]
dV =

∫∫∫
V

[
−∇p+∇ · ¯̄T+ρf

]
dV

∂ (ρq)
∂ t

+∇ · (ρqq) = −∇p+∇ · ¯̄T+ρf

The last equation could be further converted in a set of three scalar equations:

∂ (ρu)
∂ t +

∂ (ρuu)
∂x +

∂ (ρuv)
∂y +

∂ (ρuw)
∂ z = −∂ p

∂x +
[

∂τxx
∂x +

∂τxy
∂y + ∂τxz

∂ z

]
+ρ fx

∂ (ρv)
∂ t +

∂ (ρvu)
∂x +

∂ (ρvv)
∂y +

∂ (ρvw)
∂ z = −∂ p

∂y +
[

∂τxy
∂x +

∂τyy
∂y +

∂τyz
∂ z

]
+ρ fy

∂ (ρw)
∂ t +

∂ (ρwu)
∂x +

∂ (ρwv)
∂y +

∂ (ρww)
∂ z = −∂ p

∂ z +
[

∂τxz
∂x +

∂τyz
∂y + ∂τzz

∂ z

]
+ρ fz

3 Tangential forces are due to the presence of the internal friction. The physical result can be
rapresented by the friction tensor ¯̄T, so defined:

¯̄T =

τxx τxy τxz
τyx τyy τyz
τzx τzy τzz

 symmetric matrix
==========⇒ ¯̄T =

τxx τxy τxz
τxy τyy τyz
τxz τyz τzz


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Energy conservation (First law of thermodynamics)
The energy equation is derived by the physical principle that the amount of en-
ergy remains constant and energy is neither created nor destroyed but it could
only be converted from one form to another. The rate of energy change equals
the sum of the rate of heat addition and the rate of work done on (or by) the par-
ticle, which play the role of source/sink and could be further divided up to their
physical action (if acting on the surface or on the volume). Then, the equation
can be written as: ∫∫∫

V

∂ (ρE)
∂ t

dV = −
∫∫

S
ρE (q ·n) dS+E

∫∫∫
V

∂ (ρE)
∂ t

dV = −
∫∫

S
ρE (q ·n) dS+W +A

where W referf to Wärme (heat) and A to Arbeiten (work).∫∫∫
V

∂ (ρE)
∂ t

dV = −
∫∫

S
ρE (q ·n) dS+WS +WV +AS +AV

∫∫∫
V

∂ (ρE)
∂ t

dV = −
∫∫

S
ρE (q ·n) dS−

∫∫
S

p(q ·n) dS+ ...

...+
∫∫

S

(
¯̄T ·q

)
·ndS+

∫∫∫
V

ρ (f ·q) dV −
∫∫

S
K ·ndS+

∫∫∫
V

ρ q̇dV

Using the same artefices as previously and reminding that K = -λ∇T (Fourier’s
postulate), the equation becames:∫∫∫

V

∂ (ρE)
∂ t

dV = −
∫∫∫

V
∇ · (ρEq) dV −

∫∫∫
V

∇ · (pq) dV + ...

...+
∫∫∫

V
∇ ·
(

¯̄T ·q
)

dV +
∫∫∫

V
ρ (f ·q) dV −

∫∫∫
V

∇ ·KdV +
∫∫∫

V
ρ q̇dV

∂ (ρE)
∂ t

= −∇ · (ρEq)−∇ · (pq)+∇ ·
(

¯̄T ·q
)
+ρ (f ·q)−∇ ·K+ρ q̇

∂ (ρE)
∂ t

= −∇ · (ρEq)−∇ · (pq)+∇ ·
(

¯̄T ·q
)
+ρ (f ·q)+λ ·∇2T +ρ q̇

Species transport conservation
In case of fuel combustion, the conservation equations for each chemical species
of interest have the following form:

∂ (ρYi)

∂ t
= −∇ · (ρqYi)−∇ ·Ji +Ri +Si i = 1, . . . , I

where Y is the local mass fraction, J the diffusion flux (linked to Fick’s laws of
diffusion), R the net rate of production by chemical reaction and S the rate of
creation by addition from the dispersed phase plus any defined sources.
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Appendix B

Particle Swarm Optimization Example

In order to clarify the PSO algorithm functioning, this chapter, which contains an
example of how the PSO algorithm works,has been added. The chosen objec-
tive function is a 3D curve, whose formula is:

X3 = (X1−5)2 +(X2−5)2 +30 · [sin(X1−5)+ ...

...+ sin(X1+5)+ cos(X2−5)+ cos(X2+5)]

This function has been chosen since it’s very easy, continuous and defined in the
whole domain ( f : R3 → R). Furthermore, it shows some local minima around
its global minimum (see figure B.1 and figure B.2); this feature makes it perfect
to see if the PSO algorithm is valid to find its absolute minimum.

Figure B.1
Function
3D curve

Figure B.2 Contour
lines
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Thanks to another optimization MATLAB

algorithm (GlobalSearch), it’s possible
to get the certain global minimum of the
objective function. This results is then
going to be compared with the PSO
output, hoping that the two values are
equal. For the particle swarm optimiza-
tion, the parameters shown in table B.1
have been used.

Parameter Value
Swarm Size 10
Iterations 40
c1 0.1
c2 3.9
ω 0.4
d 10
x1

i rand[ ]
v1

i {0}

Table B.1 Input parameters

The solution process is explained through the following images, which show the
first, the second, the eighth and the last iteration:

Figure B.3 First PSO iteration Figure B.4 Second PSO iteration

Figure B.5 Eighth PSO iteration Figure B.6 Last PSO iteration

As shown in the figures, the particles start their journey from random points.
In the second iteraitons, they gain velocity starting to converge to the global
minimum point. Despite of the little number of particle, as early as in the 8-
th iteration, most of the particles can be found in the surroundings of the best
point, which is fully reached at the last iterations (the global minimum point is the
same found with the GlobalSearch function, i.e. X1 = 4.7426 and X2 = 3.3381).
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Appendix C

MATLAB functions

C.1 nchoosek

Binomial coefficient or all combinations.

Syntax

• b = nchoosek(n,k)
• C = nchoosek(v,k)

Description

• b = nchoosek(n,k) returns the binomial coefficient, defined as n!
(n−k)!k! .

It is the number of combinations of n items taken k at a time
• C = nchoosek(v,k) returns a matrix containing all possible combinations of

the elements of vector v taken k at a time. Matrix C has k columns and
n!

(n−k)!k! rows, where n is length(v)

Example
The command nchoosek(2:2:10,4) returns the even numbers from two to ten,
taken four at a time:

C =


2 4 6 8
2 4 6 10
2 4 8 10
2 6 8 10
4 6 8 10



Limitations
This function is only practical for situations where n is about 15-20.
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C.2. NDGRID

C.2 ndgrid

Rectangular grid in ND space.

Syntax

• [X1,X2, . . . ,Xn] = ndgrid(x1,x2, . . . ,xn)

• [X1,X2, . . . ,Xn] = ndgrid(xg)

Description

• [X1,X2, . . . ,Xn] = ndgrid(x1,x2, . . . ,xn) replicates the grid vectors x1,x2,...,xn
to produce an n-dimensional full grid

• [X1,X2, . . . ,Xn] = ndgrid(xg) specifies a single grid vector xg to use for all
dimensions. The number of output specified arguments determines the di-
mensionality n of the output

Examples
Create a 2D grid from the vectors [1,3,5,7,9,11,13,15] and [2,4,6,8,10,12].

[X ,Y ] = ndgrid(1 : 2 : 13,2 : 2 : 12)

X =



1 1 1 1 1 1
3 3 3 3 3 3
5 5 5 5 5 5
7 7 7 7 7 7
9 9 9 9 9 9

11 11 11 11 11 11
13 13 13 13 13 13


Y =



2 4 6 8 10 12
2 4 6 8 10 12
2 4 6 8 10 12
2 4 6 8 10 12
2 4 6 8 10 12
2 4 6 8 10 12
2 4 6 8 10 12


Input arguments
Grid vectors, specified as vectors containing grid coordinates for each dimen-
sion. The grid vectors implicitly define the grid. For example, in 2D:

Figure C.1 Input arguments

Tips
The ndgrid function is similar to meshgrid. However, ndgrid supports 1D to ND
while meshgrid is restricted to 2D and 3D.
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C.3. PARFOR

C.3 parfor

Execute for-loop iterations in parallel on workers.

Syntax

• parfor loopVar = initVal:endVal; statements; end
• parfor (loopVar = initVal:endVal,M); statements; end
• parfor (loopVar = initVal:endVal,opts); statements; end
• parfor (loopVar = initVal:endVal,cluster); statements; end

Description

• parfor loopVar = initVal:endVal; statements; end
It executes for-loop iterations in parallel on workers in a parallel pool. MAT-
LAB executes the loop body commands in statements for values of loopVar
between initVal and endVal. loopVar specifies a vector of integer values in-
creasing by 1. If you have Parallel Computing Toolbox™, the iterations of
statements can execute on a parallel pool of workers on your multi-core
computer or cluster. As with a for-loop, you can include a single line or
multiple lines in statements. parfor differs from a traditional for-loop in the
following ways:

– Loop iterations are executed in parallel in a non-deterministic order
– Loop iterations must be consecutive, increasing integer values
– The body of the parfor -loop must be independent. One loop iteration

cannot depend on a previous iteration, because the iterations are
executed in a nondeterministic order

– You cannot use a parfor -loop inside another parfor -loop

• parfor (loopVar = initVal:endVal,M); statements; end
It uses M to specify the maximum number of workers from the parallel
pool to use in evaluating statements in the loop body. M must be a non-
negative integer. By default, MATLAB uses the available workers in your
parallel pool. You can change the number of workers on the Home tab
in the Environment section, by selecting Parallel > Parallel Preferences.
You can override the default number of workers in a parallel pool by using
parpool. When no workers are available in the pool or M is zero, MATLAB

still executes the loop body in a non-deterministic order, but not in parallel.
Furthermore, by default, if you execute parfor, you automatically create a
parallel pool of workers on the cluster defined by your default cluster pro-
file. The default cluster is local. You can change your cluster in Parallel
Preferences.
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C.3. PARFOR

• parfor (loopVar = initVal:endVal,opts); statements; end
It uses opts to specify the resources to use in evaluating statements in the
loop body. Create a set of parfor options using the parforOptions function.
With this approach, you can run parfor on a cluster without first creating a
parallel pool and control how parfor partitions the iterations into subranges
for the workers.

• parfor (loopVar = initVal:endVal,cluster); statements; end
It executes statements on workers in cluster without creating a parallel
pool. This is equivalent to executing
parfor (loopVar = initVal:endVal,parforOptions(cluster)); statements; end.

Tips

• Use a parfor -loop when:

– You have many loop iterations of a simple calculation. parfor divides
the loop iterations into groups so that each thread can execute one
group of iterations

– You have some loop iterations that take a long time to execute

• Do not use a parfor -loop when an iteration in your loop depends on the
results of other iterations

• When you use parfor, you have to wait for the loop to complete to obtain
your results. Your client MATLAB is blocked and you cannot break out of
the loop early. If you want to obtain intermediate results, or break out of a
for-loop early, try parfeval instead

• Unless you specify a cluster object, a parfor -loop runs on the existing
parallel pool. If no pool exists, parfor starts a new parallel pool, unless the
automatic starting of pools is disabled in your parallel preferences. If there
is no parallel pool and parfor cannot start one, the loop runs serially in the
client session

• You cannot call scripts directly in a parfor -loop
• Do not use clear inside a parfor loop because it violates workspace trans-

parency

Figure C.2 parfor function
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C.4. FMINCON

C.4 fmincon

Find minimum of constrained nonlinear multivariable function.
Nonlinear programming solver.
Finds the minimum of a problem specified by:

min
x

f(x) such that:



c(x) ≤ 0
ceq(x) = 0
A · x ≤ b
Aeq · x = beq

lb ≤ x ≤ ub

b and beq are vectors, A and Aeq are matrices, c(x) and ceq(x) are functions that
return vectors, and f (x) is a function that returns a scalar. f (x), c(x) and ceq(x)
can be nonlinear functions. x, lb, and ub can be passed as vectors or matrices.

Syntax

• x = fmincon(fun,x0,A,b)
• x = fmincon(fun,x0,A,b,Aeq,beq)
• x = fmincon(fun,x0,A,b,Aeq,beq,lb,ub)
• x = fmincon(fun,x0,A,b,Aeq,beq,lb,ub,nonlcon)
• x = fmincon(fun,x0,A,b,Aeq,beq,lb,ub,nonlcon,options)
• x = fmincon(problem)
• [x,fval] = fmincon(___)
• [x,fval,exitflag,output] = fmincon(___)
• [x,fval,exitflag,output,lambda,grad,hessian] = fmincon(___)

Description

• x = fmincon(fun,x0,A,b) starts at x0 and attempts to find a minimizer x of
the function described in f un subject to the linear inequalities A · x≤ b. x0
can be a scalar, vector or matrix.

• x = fmincon(fun,x0,A,b,Aeq,beq) minimizes f un subject to the linear equal-
ities Aeq ·x = beq and A ·x≤ b. If no inequalities exist, set A = [] and b = [].

• x = fmincon(fun,x0,A,b,Aeq,beq,lb,ub) defines a set of lower and upper
bounds on the design variables in x, so that the solution is always in the
range lb ≤ x ≤ ub. If no equalities exist, set Aeq = [] and beq = []. If x(i) is
unbounded below, set lb(i) = -Inf; if it’s unbounded above, set ub(i) = Inf.

• x = fmincon(fun,x0,A,b,Aeq,beq,lb,ub,nonlcon) subjects the minimization
to the nonlinear inequalities c(x) or equalities ceq(x) defined in nonlcon.
fmincon optimizes such that c(x) ≤ 0 and ceq(x) = 0. If no bounds exist,
set lb = [] and ub = [].
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C.4. FMINCON

• x = fmincon(fun,x0,A,b,Aeq,beq,lb,ub,nonlcon,options) minimizes with the
optimization options specified in options. Use optimoptions to set these
options. If there are no nonlinear inequality or equality constraints, set
nonlcon=[].

• x = fmincon(problem) finds the minimum for problem, where problem is a
structure described.

• [x,fval] = fmincon(___), for any syntax, returns the value of the objective
function fun at the solution x.

• [x,fval,exitflag,output] = fmincon(___) additionally returns a value exit f lag
that describes the exit condition of fmincon, and a structure output with
information about the optimization process.

• [x,fval,exitflag,output,lambda,grad,hessian] = fmincon(___) additionally re-
turns:

– lambda: structure with fields containing the Lagrange multipliers at
the solution x

– grad: gradient of f un at the solution x
– hessian: Hessian of f un at the solution x. The Hessian for a con-

strained problem is the Hessian of the Lagrangian. For an objec-
tive function f , nonlinear inequality constraint vector c, and nonlinear
equality constraint vector ceq, the Lagrangian is:

L = f +∑
i

λici +∑
j

λiceq j

where λi are Lagrange multipliers. The Hessian of the Lagrangian is:

H = ∇
2L = ∇

2 f +∑
i

λi∇
2ci +∑

j
λi∇

2ceq j

fmincon algorithms
fmincon has five algorithm options:

– ’INTERIOR-POINT’ (default)
– ’TRUST-REGION-REFLECTIVE’
– ’SQP’
– ’SQP-LEGACY’
– ’ACTIVE-SET’

Use optimoptions to set the Algorithm option at the command line.
Use the ’INTERIOR-POINT’ algorithm first. To run an optimization again to
obtain more speed on small-to-medium sized problems, try ’SQP’ next and
’ACTIVE-SET’ last. Use ’TRUST-REGION-REFLECTIVE’ when applicable. The
problem must have: objective function includes gradient, or bounds or lin-
ear equality constraints (not both).
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C.5. PARTICLESWARM

C.5 particleswarm

Particle swarm optimization.

Syntax

• x = particleswarm(fun,nvars)
• x = particleswarm(fun,nvars,lb,ub)
• x = particleswarm(fun,nvars,lb,ub,options)
• x = particleswarm(problem)
• [x,fval,exitflag,output] = particleswarm(___)

Description

• x = particleswarm(fun,nvars) attempts to find a vector x that achieves a
local minimum of f un. nvars is the dimension (number of variables) of f un.

• x = particleswarm(fun,nvars,lb,ub) defines a set of lower and upper bounds
on the variables in x, so that a solution is found in the range lb≤ x≤ ub.

• x = particleswarm(fun,nvars,lb,ub,options) minimizes with the default opti-
mization parameters replaced by values in options. Set lb = [] and ub = []
if no bounds exist.

• x = particleswarm(problem) finds the minimum for problem, where prob-
lem is a structure.

• [x,fval,exitflag,output] = particleswarm(___), for any input arguments de-
scribed above, returns:

– A scalar f val, which is the objective function value f un(x)
– A value exit f lag describing the exit condition
– An out put containing information about the optimization process

Stopping Option Stopping Test Exit Flag

MaxStallIterations and
FunctionTolerance

Relative change in the best objective function
value g over the last MaxStallIterations iterations
is less than FunctionTolerance

1

MaxIterations Number of iterations reaches MaxIterations 0
OutputFcn or PlotFcn OutputFcn or PlotFcn can halt the iterations -1

ObjectiveLimit
Best objective function value g is less
than or equal to ObjectiveLimit

-3

MaxStallTime
Best objective function value g did not change
in the last MaxStallTime seconds

-4

MaxTime Function run time exceeds MaxTime seconds -5

Table C.1 exit f lag table
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