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Abstract

The observation of the universe, the Earth monitoring, the docking of a capsule
on the ISS, all these things require a certain attitude to carry out their tasks,
so a robust attitude controller should be designed. The following thesis describes
the design of a Sliding Mode Control (SMC) for a CMG (Control Moment Gyro)
based testbed. A testbed is a platform for performing rigorous and replicable test-
ing of scientific theories, new technologies, calculation tools and many control law
is being developed on it. The testbed is driven by four CMGs which are torque
generators used to perform attitude manoeuvre thanks to angular momentum con-
servation. The main reason to choose the Sliding mode control (SMC), which is
a well-established method for control of nonlinear systems, is its robustness versus
imprecise knowledge of the plant to control, because there will be always a dis-
crepancy between the real plant and its mathematical model used for controller
design. Two sliding mode techniques have been developed: a Super twisting and
an adaptive continuous twisting. The second one has the ability to change its gains
in real time to track controlled variables even if system parameters are unknown or
if they change over time, this ability increases the robustness of the control system,
since it is able to handle disturbances and adjust the gains.
In the second part of this thesis, a mathematical spacecraft model has been de-
veloped taking into account the effects deriving from appendages flexibility. The
attitude maneuvering or the effect of external disturbances can produce continuous
vibration of flexible appendages that interferes with the attitude control. The atti-
tude dynamics of satellite considered is driven by the same CMGs actuators used
on the testbed, while a cluster of thrusters manage the position dynamics by an
H∞ control law. In particular, the study is applied to a rendezvous manoeuvre,
in which a moving satellite (Chaser) is trying to reach a second satellite (Target).
In this case, a fixed Target is considered, furthermore both position and attitude
dynamics is modeled for the Chaser including orbital disturbances.
Both scenarios are simulated by Matlab and Simulink software, in which the dy-
namics, guidance and control algorithms are implemented. Lastly, the testbed
control algorithm has been converted in C++ programming language and used to
perform experiments on the testbed located at the Yamada’s laboratory at Osaka
University.
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Chapter 1

Introduction

The attitude of a satellite in space is a fundamental aspect to reach the mission
purposes: just consider all missions that require a proper payload pointing (camera
or other scientific instruments), solar panel targeting, or performing a thermal con-
trol. The attitude and orbit control system (AOCS) is a complex system that allows
to steer the attitude and position of a spacecraft. When talking about the AOCS,
we refer to the set of two subsystems: Attitude determination and control sys-
tem (ADCS) that provides stability, determines and controls the attitude through
the use of sensors and actuators and the Orbit determination and control System,
system concerning orbital motions, hence the trajectory of the spacecraft. These
systems work in synergy to achieve the success of the mission which provide for ren-
dezvous manoeuvre, docking1 and proximity operations [20]. This thesis focuses on
the attitude control that stabilises the spacecraft motion by removing disturbances
and, depending on the mission, this system has to satisfy many requirements such
as pointing accuracy, directional velocity (slew) and stability (jitter). Another key
feature is robustness, which is the ability of closed loop system to be insensitive
to changes in system parameters. In addition to this, simulations have to be per-
formed in order to have a precise idea of the behaviour of the system and how to
design the control law. However, the system mathematical model is often difficult
to model due to the presence of non-linearities, which should be neglected variables
or other simplifications, these models are not always reliable. Beside these motiva-
tions some dynamic phenomena could be neglected and, at the same time, a perfect
evaluation of disturbances is impossible. Robustness is required to design a system
through strong simplifications [7]. The choice of a Sliding Mode controller (SMC)
[40][2], which is a well-established method for control of nonlinear systems, meets
our need, especially with regard to uncertainty about the plant parameters. The

1In rendezvous and docking manoeuvre (RVD), there is a spacecraft chaser that conducts a
set of operations to reach a location closer to another satellite called target.
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theory of variable structure system and sliding mode has been developed decades
ago in the Soviet Union. The theory was mainly developed by Vadim I. Utkin [44]
and David K. Young [50]. In sliding-mode control, the state is first driven towards a
subset of the state space, the sliding set (sliding manifold). Subsequently, the state
trajectory remains near the subset and moves asymptotically to a desired value, an
equilibrium point. On the basis of the theory of sliding mode control, it should be
robust, but experiments show that it has serious limitations. The main problem
by applying the sliding mode is the input signal that shows small fluctuations of
high frequency, this phenomenon is known as chattering, which strongly reduces
the control performance. The chattering is a dangerous problem for moving me-
chanical parts. Moreover, it could mean a low control accuracy. Despite this, SMC
is a popular control technique because it add robustness against unknown bounded
disturbances. An High-order SMC (HOSMC) can be a solution to solve chattering
problems. The control law mantain the same robustness characteristics but the
chattering is very attenuated, HOSMC are able to drive to zero not only the sliding
variable but also its k − 1 successive derivatives (kth-order sliding mode). In this
way the chattering effect is significantly reduced.
Thanks to its effectiveness and simplicity to implement in practice, SMC has been
widely employed for the attitude control and position dynamics for its ability to pro-
vide high performance and robustness. In [16] a first order sliding mode (FOSMC)
was designed achieving good results in terms of accuracy and the chattering ef-
fect has been mitigated adding a saturation element. The same control technique
(FOSMC) was developed in [15] to guide the position dynamics with a cluster of
thrusters during a RVD scenario, showing good performance and a low fuel con-
sumption was guaranteed. In the same work the attitude has been controlled by a
second order SMC, a super twisting, in order to have a chattering reduction. Differ-
ent applications can be found in literature. In [30] a different category of SMC has
been implemented, a second order adaptive continuous twisting (ACTW), in which
the controller gains are modulated in function of bounded uncertainties, including
limitations of the actuation systems and of on-board hardware. The purpose is to
ensure not only a chattering attenuation but also the adaptation of the gains to
increase the operating range of the system. It was developed in order to analyze
the effectiveness of the ACTW control methodology for both precise tracking of
the attitude dynamics and for suppression of the structural vibration, which the
mathematical model is derived by Lagrangian approach. The last part of this study
proposes the problem of designing a dynamic controller capable of performing rest-
to-rest manoeuvres for flexible spacecraft. Differently from [30] in literature can be
found another way in [21] and [39] to evaluate disturbances caused by deformations
of the appendages. The theme of flexibility is treated through the use of modal
coordinates that defines the response in each normal-mode shape of the appendage
obtained from a modal analysis.
Two SMC techniques are studied in this thesis: a Super Twisting SMC (STW) and
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an ACTW SMC, which is based on the previous work [30]. The ACTW SMC is
compared with the super-twisting SMC, which is widely used in space applications
[40, 15, 42, 51], since it provides a continuous control law.
The SMC activates the actuators and controls the attitude actively. There are
passive ways to have a desired attitude behaviour; they use the geometric, mag-
netic design of the satellite and the orbit properties to passively provide attitude
stabilization and basic pointing, such as: gravity gradient stabilization, passive
magnetic stabilization and aerodynamic stabilization in LEO2. The active control
requires actuators that can impart a torque to the spacecraft. We can divide them
into two separate classes: reaction type actuators and momentum exchange de-
vices. The first generates torques that can be considered external to the spacecraft
so, reaction-type actuators have the ability to change the spacecraft angular mo-
mentum. Momentum exchange devices generate torques that can be considered
internal to the spacecraft and don’t change the overall angular momentum of the
spacecraft. Reaction wheels, control moment gyros (CMG) and momentum wheels
are momentum exchange devices. These actuators can provide high torque, angu-
lar momentum and slew rate capabilities to small satellites without any increase in
power, mass or volume. The same actuators are analyzed in [46] where the paper
explains how small satellites become more agile with CMGs. Agility considerably
increases the operational envelope and efficiency of a spacecraft and significantly
increases the return of Earth and science mission data [46]. A CMG consists of
a spinning rotor and one or more motorized gimbals (Figure 1.1). The rotor ro-
tates at a constant rate and the motor change the spinning axis so it modifies the
angular momentum direction generating a torque in the opposite direction for the
angular momentum conservation. An important issue to take into account is when
the gimbal reaches a singularity condition which is the existence of some direction
in the body in which the cluster is not capable of producing torque for a certain
combination of gimbal angles. Various efforts have been made to overcome this
troublesome problem, and many CMG singularity avoidance methods have been
developed, with different advantages and disadvantages [26, 47, 27, 6].

The current thesis has the objective to design and implement a Sliding Mode Con-
troller for a testbed3. The testbed is a platform with four Control Moment Gyros
(CMGs) disposed in a pyramidal configuration mounted to test attitude software
controls, which is illustrated in Figure 1.2. Several papers are focusing on the design
of Sliding Mode Control (SMC) in which CMGs are used as actuation system. The
authors of [13] propose a quaternion based first order sliding mode attitude con-
troller for a spacecraft with Single Gimbal Control Moment Gyros (SGCMGs), in

2Low Earth Orbit
3As explained in abstract, a testbed is a platform for conducting rigorous, transparent, and

replicable testing of scientific theories, computational tools and new technologies.

11



Introduction

Counter weight

Air floating 
table

Spherical air
bearing

9 DoF sensor

CMG CMG

PC

Figure 1.1. Testbed with 4 CMGs in pyramidal configuration

presence of uncertainties. The authors explains the advantages of using this robust
control technique for attitude tracking and regulation. In [23, 24, 22] HOSMCs are
applied on the attitude control system of nano-satellite TSUBAME, developed at
University of Tokyo. [23] designed an HOSMCs in which uncertainties on the pa-
rameters are also included. Moreover, a modified steering logic based on two-norm
and least-squares minimisation method is introduced for solving the singularity
problem of CMGs.
In this thesis, the main idea is to directly control the gimbal rates, even if a steering
law is considered. In [8] the steering law which is used in this thesis is implemented
which directly generate the gimbal rates, to avoid the singularity problem.

The reliability of taking tests on testbeds is closely related to their capacity to
emulate the peculiarities of the space environment, for instance, the frictionless
rotational motion. Since the beginning of the space exploration, air bearing based
platforms have been used as testbeds for simulating spacecraft attitude motion.
The goal of this work is the rotational systems, which aim to provide a frictionless
rotational movement with three degrees of freedom so, the testbed is equipped with
a spherical air bearing and the platform rotates around it.
The main motivation for the choice of SMC is, as said before, its robustness against
system uncertainties and disturbances. Particularly, the testbed focused in this
thesis is affected by gravity torque caused by the center of mass (CoM) that is not
in the same point of the center of bearing. This latter point created some issues
at previous control laws (see [18, 8]), in fact three counter weights were added in
order to get closer the CoM position to the center of bearing.
The function of the testbed is to test and choose computational efficient algorithm
to be implemented on on-board systems. This is to ensure the capability to rapidly
change the attitude of satellite with high slew rate, both to ensure the success of the
mission and to avoid catastrophic impacts among crafts during a close approach.
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These platforms are extremely important, they can provide a very low cost and low
risk environment for evaluating the proposed design before launch.

Figure 1.2. Experimental testbed that replicates the spacecraft attitude dynamics[8]

Different testbeds can be found in literature, to test control algorithms for different
mission scenarios. Another important category of testbed is focused to test posi-
tion dynamics controls during rendezvous manoeuvre. In [31] the performance of
visual based navigation systems is verified. They are essential during close prox-
imity operations, both in the role of primary devices and in the role of backup
systems. Usually these tests are conducted by using a 2D free floating chaser plat-
form equipped with a docking system and a camera dedicated to relative navigation
with respect to a target platform. Both platforms have three degrees of freedom:
the planar translation and rotation about the vertical axis, thanks to an air bear-
ing which almost completely removes the sliding friction with respect to a smooth
working surface. The image processing and filtering algorithms are processed to
perform a relative navigation through a position controller.

1.1 Overview of the work

In the first chapter the work is introduced, with a focus on literature review and
contribution. The second chapter includes the attitude dynamics and kinematics
of a rigid spacecraft and it is applied to the testbed to describe its attitude mo-
tion. Furthermore, the principal reference frame are described to understand how
to write the vector quantities in question. Finally the simulation environment is
outlined.
In the third chapter the sliding mode techniques adopted are explained paying at-
tention to their robustness. Then, the simulations of some manoeuvres are reported
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and analyzed.
The last part of this work is focused to design an orbital simulator with the same
testbed actuators where the behaviour of an orbiting spacecraft is emulated. The
main purpose is testing the same control and actuators during a rendezvous ma-
noeuvre adding a new disturbance created by solar panel flexibility.
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Chapter 2

Attitude dynamics and

CMG-based testbed

The key solution to the physics of attitude dynamics is considering our system as
a rigid body, i.e. the distance between any two given points on it remains constant
over time during the manoeuvre. This assumption makes the attitude problem
easier. Such basic physical notions as angular kinetic energy, angular momentum,
and moment about the center of mass are stated and used in the derivation of
the fundamental laws of angular motion. These laws are based on Euler’s moment
equations and they are applied to analyze the testbed dynamics considering the
torque generated by the 4 CMGs in a pyramidal configuration. We have to explain
how to express the orientation of craft with respect to a reference frame, so, in
the following chapter, the attitude has been described through the use of the four
parameter quaternion representation. There exist also other attitude representa-
tion techniques such as the Euler angles, Gibbs vector, Cayley-Rodrigues vector,
Modified Rodrigues parameter etc.

2.1 Reference frames

It’s necessary to define how to write the physics quantities because all systems
treated are moving, so, vectors rotate in space and change their coordinates with
respect to a reference system. An inertial reference frame, a body one and a local
reference system are used to study the spacecraft dynamics.

2.1.1 Inertial frame

In physics an inertial reference frame is a system where the first principle of dynam-
ics is not violated. For example, in Newtonian celestial mechanics, taking the “fixed
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stars” as a frame of reference, an inertial frame whose center is the center of mass
of the solar system can be determined; relative to this frame, every acceleration of
every planet can be considered (approximately) as a gravitational interaction with
some other planet according to Newton’s laws of motion [12]. For our purpose, we
consider the Earth a pseudo geocentric inertial frame, with the axis oriented to the
fixed stars. The center of mass of the Earth is the origin of the reference frame, the
x-axis lies in vernal equinox direction, towards a point in the constellation of Ares.
The z-axis lies in Earth’s rotation axis, perpendicular to equatorial plane pointing
in direction of the North Star. The y-axis finishes the triad of the reference system
and it’s in the equatorial plane. This system is also called Earth-centered inertial
(ECI) coordinate frame.

Figure 2.1. Earth Centered Frame [25]

2.1.2 Body reference frame

The body reference frame has the origin fixed to the center of mass of s/c (in our
case, the testbed) and the axis coinciding with the principle direction of inertia but,
generally, they can be taken according to the mission phase. This reference frame
moves with the spacecraft in contrast to the inertial one and it’s possible to know
the attitude angles thanks to an appropriate comparison with the inertial reference
frame.

vinertial = LBIvbody (2.1)

In Equation 2.1 vbody represents a vector in body reference frame, vinertial is the

17
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same vector in an inertial system and LBI is the rotation matrix between two
systems.

Figure 2.2. Body Reference Frame in CMG cluster [8]

2.1.3 LVLH frame

The last reference system is the spacecraft local frame or Local Vertical Local Hor-
izontal (LVLH) frame. It is a local reference system and it is used during approach
manoeuvres because it helps to describe the relative attitude motion. It is attached
to the target spacecraft, as shown in Figure 2.3. This frame has basis [Vbar, Hbar,
Rbar] with Rbar lying along the radius vector form the Earth’s center to the space-
craft, Vbar coinciding with the normal to the plane defined by the position and
velocity vectors of the spacecraft and Hbar complete the triad and it is perpendic-
ular to the orbital plane. The LVLH frame rotates with angular velocity vector
ω, and its current orientation with respect to the ECI frame is given by another
rotation matrix appropriately defined.

2.1.4 The quaternions

In this section Euler Angles doesn’t treat but any rotation may be described using
three angles and if the rotations are written in terms of rotation matrices D, C, and
B, then a general rotation A can be written A = BCD. The three angles giving the
three rotation matrices are called Euler angles (see Appendix A). They are easy to
understand but they have a major deficiency, that it is possible, in some rotation
sequences, to reach a situation where two of the three Euler angles cause rotation
around the same axis of the object and the rotation reduces from three degrees of
freedom to two. This situation is called ”gimbal lock” [4]. Quaternions provide an
alternative measurement technique that does not suffer from gimbal lock. Starting

18



Attitude dynamics and CMG-based testbed

Figure 2.3. LVLH reference frame [36]

from Euler’s eigenaxis rotation theorem states that it is possible to rotate a fixed
frame FI onto any arbitrary frame FB with a simple rotation around an axis â that
is fixed in both frames, called the Euler’s rotation axis or eigenaxis, the direction
cosines of which are the same in the two considered frame, as explained in [1]. If
we consider a generic vector v and its rotation around â as shown in Figure 2.4, we
can write the relation (2.2) between the vectors v and vrot.

Figure 2.4. Euler’s Theorem

vrot = v cosα + (a · v)a(1− cosα) + a× v sinα (2.2)

The term v is in each in any term so it’s possible to group v introducing a new
term.
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vrot = L12v (2.3)

L12 = cosαI + (1− cosα)aaT + sinαa× (2.4)

I is the identity matrix.

a× =

 0 −a3 a2
a3 0 −a1
a1 −a2 0

 (2.5)

The term a× is the skewsymmetric matrix representing the vectorial product. L12

is the rotation matrix between the two vectors and it can be used to express a
vector in another reference system. Using the following equations (2.6) and (2.7)
the final expression of L12 is given by Eq. (2.8).

q0 = cos
α

2
(2.6)

qv = a sin
α

2
(2.7)

L21 = (2q20 − 1)I + 2qvqv
T − 2q0qv

x (2.8)

As shown in Eq. (2.8), the rotation matrix and kinematics (see Section 2.2.4) are
purely algebraic, unlike axis-angle parameters and it is a great advantage.

2.2 Attitude dynamics

2.2.1 Euler’s equation

Coming back to the introduction, the testbed is considered a rigid body. The
second fundamental law of rigid body dynamics states that the time derivative of
the angular momentum is equal to the sum of the external torque applied to the
rigid body.

dh

dt
= M (2.9)

Writing the angular momentum h in its components, considering that the body
axis î, ĵ, k̂ is rotating with angular velocity ω with respect to an inertial frame, the
time derivative of the vector is:

h = hxî + hy ĵ + hzk̂ (2.10)
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dh

dt
= ḣxî + ḣy ĵ + ḣzk̂ + hx

˙̂
i + hy

˙̂
j + hz

˙̂
k (2.11)

It is easily proved that:

˙̂
i = ω × î;

˙̂
j = ω × ĵ;

˙̂
k = ω × k̂ (2.12)

and therefore, keeping in mind that h = Jω, where J ∈ R3×3 is the inertia matrix.

M = ḣ + ω × Jω (2.13)

The equation (2.13) is the Euler’s equation [10, 32] and represents the basis for this
treatment to describe the attitude dynamics of the testbed. Another way to write
the Euler equation is:

ω̇ = J−1(M− ω × Jω) (2.14)

2.2.2 CMG-based spacecraft dynamic equation

A control moment gyroscope (CMG) is an attitude control device generally used in
spacecraft attitude control systems. The CMG consists of a flywheel spinning at
constant or variable rate (in this thesis it is fixed) and a motorized gimbal that tilts
the rotor’s angular momentum. As the rotor tilts, the changing angular momentum
causes a gyroscopic torque that rotates the spacecraft in the opposite direction of
tilt. This happens for the angular momentum conservation because the external
moment acting on the system is null, it is an internal torque. At least three CMGs
are necessary for a three-axis control, but four is ideal for redundancy. A pyramidal
configuration is mounted on the testbed as shown in Figure 2.5.

Figure 2.5. Configuration of a pyramidal testbed equipped with 4 CMGs [33][18]
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β is the skew angle, fixed over time, θ is the gimbal angle, it changes over time.
g and h are the gimbal vector and angular momentum vector of each CMG. The
torque vector c is the cross product between them:

c = g × h (2.15)

Starting from the equation (2.13), the total angular momentum can be split into
two terms [41], as follows

MB = ḣB + ωB × hB (2.16)

hB = hCB + JBωB (2.17)

where:

• The subscript (·)B indicates that the vector is expressed in the Body Reference
Frame;

• hB ∈ R3 indicates the total angular momentum of the spacecraft;

• hCB ∈ R3 refers only to the CMG system;

• ḣB ∈ R3 is the time derivative of the total angular momentum of the system.

hCB can be factored as function of the angular momentum of each wheel and of the
gimbal angle

hCB = hw

4∑
i=1

hi(θi) (2.18)

with

h1(θ1) =

−sin(θ1)cosβ
cos(θ1)

sin(θ1)sinβ

 , h2(θ2) =

 −cos(θ2)
−sin(θ2)cosβ
sin(θ2)sinβ

 ,
h3(θ3) =

sin(θ3)cosβ
−cos(θ3)
sin(θ3)sinβ

 , h4(θ4) =

 cos(θ4)
sin(θ4)cosβ
sin(θ4)sinβ

 (2.19)

θi ∈ R is the gimbal angle, for i = 1, ...,4., and hω = Jωωω ∈ R denotes the angular
momentum of each wheel (constant). After having introducing the relations written
previously, the Euler’s equation becomes:

MB = ω × (JBωB + hCB) + JBω̇B + ḣCB (2.20)
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The control input u ∈ R3 can be defined as function of the time derivative of hCB

u = −ḣCB − ω × hC
B (2.21)

For a cluster of four CMGs, the internal momentum vector hCB and hCB are functions
of the rotation angle θi of each wheel about their gimbal axis, so

ḣCB = hwA(θ)θ̇ (2.22)

hence, the desired control torque can be switched into a command for CMGs in
order to have an attitude control by tracking θ̇. θ̇ ∈ R4 is the gimbal rate and it is
given by:

θ̇ =
1

hw
AT (AAT )−1(−u− ω × hCB) (2.23)

in which A(θ) ∈ R3×4 transforms the four-component vector derived from CMG
cluster in body axes and considering sβ = sin β and cβ = cos β, it is

A(θ) =

−cβ cos θ1 sin θ2 cβ cos θ3 − sin θ4
− sin θ1 −cβ cos θ2 sin θ3 cβ cos θ4
sβ cos θ1 sβ cos θ2 sβ cos θ3 sβ cos θ4

 (2.24)

At the end, under the assumptions:

• The initial angular momentum is zero;

• The initial torque applied to the body is zero, MB(0) = 0.

The dynamic equation can be rewritten as

ω̇B = −hwJ−1B A(θ)θ̇ (2.25)

Singular direction avoidance steering law (SDA)

The matrix A(θ) is not square so, there could be the presence of singularity that
may not lead the problem to a convex solution. A singularity is encountered when
there exists some direction in the body in which the cluster is not capable of pro-
ducing torque for a certain combination of gimbal angles. At each singular state,
all admissible torque directions lie on a 2D surface in the 3D space; therefore, the
CMG system cannot generate a torque perpendicular to this surface. The CMG
singularities can be classified into two categories:

• external or saturated singularities occur when the sum of all CMG angular
momenta lies on a maximum momentum suface;

• internal singularities occur when the total momentum lies inside this envelope;

23



Attitude dynamics and CMG-based testbed

Working near these singularities can lead in unacceptably high gimbal rate com-
mands and undesirable system response if one requires to generate a torque in the
singular direction.
A steering law, as in [8] is introduced in order to avoid singularity conditions.

θ̇ =
1

hw
AT (AAT + λu3u

T
3 )−1ḣCB (2.26)

where λ is a positive scalar parameter related to the SDA steering law and u3 ∈ R3

denotes the eigenvector corresponding to the smallest singular value of A.

2.2.3 Gravity torque disturbance

The main disturbance related to this experimental setup is the torque caused by
a misalignment between the center of rotation and the center of gravity of the
testbed. In order to minimize this gravity effect, the experimental setup is equipped
with three counter weights, which are attached to the testbed by ball screws. The
position of the three counter weights has to be adjusted manually, hence it is difficult
to obtain a perfect alignment of the center of gravity and of the center of rotation.
During manoeuvring, the center of gravity moves, so its position changes with time
altering the moment arm. The starting vector which represents the deviation of
the center of gravity in the body frame is experimentally estimated as:

ρ = [−10, 5, −30]µm[11] (2.27)

Figure 2.6. Gravity torque in the experimental setup [11]
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In order to always have the right gravity torque, the vector ρ ∈ R3 is multiplied
by rotation matrix LIB (Eq. (2.1)), so it can be converted in body axis taking into
account the rotation of the testbed.

ρ̃ = L−1BIρ

MG = mρ̃× g,
(2.28)

in which g is the acceleration of gravity.

2.2.4 Kinematic equation of motion

In chapter 2.1.4 quaternions are introduced and it is necessary to know their values
over the period of the mission. In section 2.2.2 the equation of ω̇B has been ob-
tained, hence it takes a connection between ω and q. As explained in [32], starting
from the equations (2.6) and (2.7), their time derivatives are

q̇0 = −1

2
qTvωB (2.29)

q̇v =
1

2
(q0I + q×v )ωB (2.30)

Now we can write them in the form of a system equation [32]:

dq

dt
= q̇ =

1

2
Γ(q)ωB (2.31)

with q = [q0, q
T
v ]T = [q0, q1, q2, q3]

T ∈ R4, where qv = [q1, q2, q3]
T ∈ R3 is the

vectorial part of the quaternion, and q0 is the scalar term. The matrix Γ(q) ∈ R4×3

is composed by:

Γ(q) =


q4 −q3 q2
q3 q4 −q1
−q2 q1 q4
−q1 −q2 −q3

 (2.32)

2.3 Simulation environment

The software used for the modeling and the analysis of the testbed dynamics is the
MathWorks product Simulink, with the support of Matlab to initialize the variables
and change the constant parameters.
As shown in Figure 4.9, the model is organised into subsystems in order to maintain
a well-defined structure. Within these subsystems the equations described in the
previous sections are implemented. Each block has a specific task, for example the
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Figure 2.7. Simulink scheme

control block calculates the input for CMG cluster. The most important subsystem
is the control block, because it was designed based on the quantities that the C++
code that runs on the testbed provides as a measure of the states. This is to have
a proper implementation when the Simulink code will be translated into C + +.
The principal testbed physical properties and input constraints are given in the
following tables:

Variable Nomenclature Numerical value Units

Mass of testbed m 21.2 kg

Inertia matrix J

0.464 0 0
0 0.534 0
0 0 0.610

 kg/m2

Angular momentum
of each wheel hω 0.0576 kg m2/s
Skew angle β 45 deg

Table 2.1. Physical properties of the testbed

Furthermore, in all simulations the initial condition of the state x = [q, ω] and of
the gimbal angles θ are:
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Variable Nomenclature Numerical value Units

Gimbal motors speed

max value ¯̇θ 1 rad/s
Acceleration constraints

on the CMG motors ¯̈θ 2 rad/s2

Angular velocity constraint
of the testbed ω̄ 25 deg/s

Table 2.2. Input constraint

θ(0) =


0
0
0
0

 x(0) =



1
0
0
0
0
0
0


(2.33)
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Chapter 3

Sliding Mode control (SMC)

3.1 Introduction to control theory

The theory of control is the branch of maths and engineering that studies the
behaviour of dynamical systems in which their parameters are subject to time
variations. The automatic control aims to manipulate input variables to change
the behaviour of the system through a command input. Any dynamic system with
a finite dimension can be described by a set of first differential equation. The
simplest system to analyze is the 1D mass-spring-damper model depicted in Figure
3.1.

Figure 3.1. Mass spring damper 1D model

mz̈ + bż + kz = u(t) (3.1)

The first differential equation is obtained by introducing the variable x1 = z so
x2 = ż.The system (3.2) can be written as:
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ẋ =

[
ẋ1(t)
ẋ2(t)

]
=

[
x2(t)

− k
m
x1(t)− b

m
x2(t) + 1

m
u(t)

]
(3.2)

a compact form of the system (3.2) is:

ẋ = Ax+Bu (3.3)

in which x is the state vector that completely describes the system and, in this case,
it is the mass displacement and its velocity. u is the input the control action to
modify the system behaviour. Now, we introduce the system output y (3.4) which
is the variables that drop off the system and, in a closed loop control, they will be
measured to get compared with a reference signal.

y = Cx+Du (3.4)

If the terms A,B, C and D remain constant over time, the system is Linear time-
invariant (LTI). A system written in this form is linear so, it is composed by linear
equations. While dynamical systems, which in general is non-linear, do not have
closed-form solutions, linear systems can be solved exactly. Linear systems can also
be used to understand the qualitative behavior of general dynamical systems, by
calculating the equilibrium points of the system and approximating it as a linear
system around those point.

Figure 3.2. Block diagram representation of a closed loop control system

Figure 3.2 shows a simplified scheme of the mathematical model developed in this
thesis. The plant is the system where there are a relation between inputs and
outputs and this particular case is represented by the spacecraft (or the testbed).
What has been said above represents the simplest case, the system is LTI and no
disturbances working on it.

3.1.1 Introduction to SMC

In the development of any practical control problem, there will be always a dis-
crepancy between the real plant and its mathematical model used for controller
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design. These differences grow when external disturbances and negleted parame-
ters are added. The theory of Sliding Mode Control and other robust controls have
as their purpose to solve this problem. Furthermore, systems are usually approxi-
mated as linear around an equilibrium point negleting non-linearities but this isn’t
a source of errors because SMC is a non-linear control. Hence the major advantage
of sliding mode is low sensitivity to plant parameter variations and disturbances
which eliminates the necessity of exact modeling. The control seeks to achieve the
aim forcing the feedback system to reach a regime of Sliding mode that is typical
in a Variable structure system (VSS)[50]. Theorically, once reached the Sliding
Mode, the system will always stay in those conditions, even with the presence of
disturbances and model errors. These ideal conditions are mantained introducing
a control signal at infinite frequency. In the real case the system trajectory ranges
around to the sliding surface (chattering) and the width of fluctuation depends on
the frequency, in inverse proportion. A fist example of a sliding mode control can
be done taking into consideration the 1D mass-spring-damper model introduced in
Eq. (3.1).

z̈ + aż + dz = u (3.5)

in which a = b
m

and d = k
m

. We need to reach the sliding mode and our purpose
is the equilibrium point where z = 0 and ż = 0. A sliding manifold can be chosen
such as [40, 3]:

σ = cz + ż (3.6)

Then, a control input u can be selected as:

u = −K|z|sign(σ) (3.7)

where K is a positive constant to be appropriately chosen and sign(s) is a function
where its value is 1 if σ > 0 and -1 if σ < 0. The input vector makes sure to take
the system on the line σ = 0 and when the trajectory reaches it, the only dynamics
law is cz + ż so, the system aims at the origin, sliding on the manifold σ = 0. If K
is big enough, sliding mode condition is insensitive to disturbances. The trajectory
can be represented on the state plane illustrated in Figure 3.3 [3].
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Figure 3.3. Trajectory on the state plane

3.1.2 Design of sliding mode control

A SISO (Single Input Single Output) system can be written similarly to Eq. (3.3):

x(n) = f(x, t) +B(x, t)u+ d(t) (3.8)

The superscript (·)n indicates the grade of the system, so x = [x, ẋ, ẍ...x(n−1)].
In Eq. (3.8) the term Ax is replaced by f(x, t) because we are considering the
general case so, in a non-linear system, it is not possibile to make explicit the
vector x. Furthermore, f(x, t) and B(x, t) are not known a priori and d(t) is a
limited disturbance. The purpose is to solve the problem of trajectory tracking
xd(t) = [xd, ẋd...x

n−1
d ] in a robust way with respect to d and uncertanty about f

and b. We write an error trajectory e = x− xd in order to define the time-variant
surface σ(t) as in [3]:

σ(e, t) =

(
d

dt
+ λ

)n−1
e = 0, λ > 0 (3.9)

The typical case is n = 2, so:

σ = ė+ λe (3.10)

The scalar function σ(e, t) is a measure of tracking error, so it is necessary to limit
it to keep e and its derivatives small. The problem of trajectory tracking becomes
making invariant and attractive σ(t) = 0, so σ2, what is a measure of distance
between a state x and σ, is decreasing on all trajectories.
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The second order dynamics (n = 2) is considered:

ẍ = f(x, ẋ, t) + u (3.11)

f is not known for certain. A function f̂ was estimated, then the error is restricted
by a known function F (x, ẋ, t):

|f̂ − f | ≤ F (3.12)

Our purpose is to define a control law by applying Lyapunov function techniques
[40] to the σ-dynamics that is derived from Eq. (3.10), in which the sliding manifold
σ = 0 must be made invariant.

σ̇ = ẍ− ẍd + λė = f + u− ẍd + λė = 0 (3.13)

For the σ-dynamis a candidate Lyapunov function is introduced taking the form:

V =
1

2
σ2 (3.14)

In order to achieve finite-time convergence of Eq. (3.13), the following inequality
must be satisfied:

V̇ =
1

2

d

dt
σ2 ≤ −η|σ| (3.15)

If the initial condition x(t0) /= xd(t0), the surface σ is reached in a finite time less
than |σ(t0)|/η.
If we reconsider Eq. (3.13) and bearing in mind that f is not known precisely, an
ideal control is:

û = ẍd − f̂ − λė (3.16)

It is necessary to add a discontinuous term to enforce the system to stay in the
sliding mode regime on σ = 0. In order to ensure robustness against disturbances
and uncertainties, a high gain function must be used, so a discontinuous function
sign(σ) is added to the term û. The proportional coefficient k must be chosen in
order to verify the inequality Eq. (3.15).

1

2

d

dt
σ2 = σ̇ · σ = [f − f̂ − ksign(σ)] · σ = (f − f̂)σ − k|σ| ≤ −η|σ| (3.17)

Thus, for Eq. (3.12) it is simple to write k ≥ F + η. If there are some disturbances
d(t) that affects dynamics limited by a constant upper bound D (so |d(t)| ≤ D),
the final relation that ensures a SMC robust against disturbances and uncertainties
is:
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k ≥ F +D + η (3.18)

As deeply explained in [3].

3.2 Super-twisting SMC

In Section 3.1.1 a discontinuous high frequency sliding mode is introduced which
leads the sliding variable to zero in a finite time even if there are disturbances and
uncertainties by choosing the gain k appropriately. In many cases high-frequency
switching control is impossible to apply and continuous control is necessary. To
avoid these restrictions, a natural solution is the application of the SMC with
high-order control structure. The super-twisting sliding mode control (STW) is a
second-order control structure and characterized by the following advantages:

• The effect of chattering with STW is reduced compared to classical first-order
SMC techniques [28, 40];

• The STW steers to zero both the sliding surface σ and its first time derivative
σ̇ in finite time [17].

• The controller does not need measurements of σ̇.

Considering the following dynamic system similiar to Eq. (3.8):

σ̇ = f(t, x) +B(t, x)u (3.19)

Then, the positive constants C, KM , Km, UM , q must meet the following conditions:

ḟ + UM |Ḃ| ≤ C, 0 ≤ Km ≤ B(t, x) ≤ KM , |f/B| < qUM , 0 < q < 1 (3.20)

Now, we can define the Super Twisting sliding mode:{
u=−λ|σ|1/2sign(σ) + w
ẇ=αsign(σ)

(3.21)

With Kmα > C sufficiently large, the controller (3.21) ensures the appearance of a
2-sliding mode σ = σ̇ = 0 in system (3.19), which attracts the trajectories in finite
time. The control u enters in finite time the segment [−UM , Um] and never leaves
the segment, if the initial value is inside at the beginning, as deeply detailed in [40].
A sufficient condition for validity of the theorem is:

λ >

√
2

(Kmα− C)

(Kmα + C)KM(1 + q)

K2
m(1− q)

(3.22)
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Figure 3.4. Phase plane trajectory of Super-twisting algorithm [40] (pp 156)

Figure 3.4 graphically represents the trajectory of STW SMC described above.

One of the two techinques of SMC developed in this work is a Super-twisting.
The first passage is to find the state vectors which compose the sliding surface.
The purpose is tracking the spacecraft rotational dynamics so, an attitude and an
angular velocity state vectors are necessary to provide a complete attitude control.
In order to describe the attitude, we use quaternions explained in Section 2.1.4 but,
the general goal of control is to make the state vector track some reference vector,
so it is necessary to measure the distance between the reference and the actual
state. For this purpose we define:

• the angular velocity tracking error

ω̃ = ωr − ω (3.23)

• the quaternion tracking error

q̃ =

[
q̃0
q̃

]
= q−1 ⊗ qr (3.24)

The subscript (·)r indicates the reference vector and the symbol⊗ shows the quater-
nion multiplication.

35



Sliding Mode control (SMC)

p = q⊗ r =


p0
p1
p2
p3

 =


q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1
q3 −q2 q1 q0

 ·

r0
r1
r2
r3

 (3.25)

Furthermore, the quaternion inverse:

q−1 = [q0 − q1 − q2 − q3]T (3.26)

Thus the sliding surface is a function of these two parameters and it is defined as:

σ(q,ω, t) = ω̃ + kq̃ (3.27)

According to [45, 37], the performance of sliding mode controllers can be improved
including the equivalent control ueq ∈ R3 in the control law definition. It consists
in a relation between the control input us ∈ R3 and the system dynamics when the
sliding mode is reached. Thus, including the equivalent control makes the sliding
surface to be invariant. So, the control law applied to the system is the sum of two
contributions

u = us + ueq.

Starting from the definition of the first time derivative of the sliding surface and
substituting ω̇ of Eq. ((2.16)),

σ̇ = ω̇r − ω̇ + k ˙̃q = ω̇r + J−1ω × Jω − J−1u +
k

2
[q̃0ω̃ + q̃× (ωr + ω)] = 0

A crucial step was made by replacing ω̇ with its expression obtained from (2.14),
the term MB is replaced by the input torque u, as explained in [37].

ueq = J

[
ω̇r +

k

2
[q̃0ω̃ + q̃× (ωr + ω)]

]
+ ω × Jω (3.28)

Then, a further term obtained from Eq. 3.21 is added to make the sliding surface
attractive. The complete control law is:{

u= ueq − λ|σ|1/2sign(σ) + w
ẇ=αsign(σ)

(3.29)

3.3 Adaptive continuous Twisting (ACTW)

In Section 1, we introduced the ACTW sliding mode control. Starting from the
works [40, 34, 43] the adaptive continuous twisting has as main feature the capabil-
ity to change its gains, specifically, the adaptive control is a set of techniques that
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permit to adjust the value of control parameters in real time to monitor controlled
variables even if plant parameters are unknown or if they change over time. This
capability increases the robustness even more because if disturbances rise over time,
there’s an adjustment of gains that cover this growth. The adjustment is important
because if the gains are greater a priori, a great input control is always given to the
actuators so, they would work badly.
Considering the kinematic equation (2.31) and manipulating the Euler equation
2.14, the following equantion is obtained:{

q̇=1
2
Γ(q)ω

ω̇=J−1(u− ω × Jω) + d(t)
(3.30)

According to the system (3.30), a continuous twisting SMC can be designed as in
[30]: {

us= −k1|q̃|
1
3 sign(q̃)− k2|ωerr|

1
2 sign(ωerr) + η

η̇=−k3|q̃|sign(q̃)− k4|ωerr|sign(ωerr)
(3.31)

Since in practical cases the Lipschitz disturbances are usually bounded by ḋ(t) ≤
µ∗ = Lµ, control gains can be scaled as follows [43]:

kp1 = k1L
2
3 kp2 = k2L

1
2 kp3 = k3L kp4 = k4L (3.32)

Gains ki can be substituted by kpi. The adaptation mechanism consisting in varying
the gain L, as in [30]:

L̇(t) = l, if |xe(t)| > ε and L(t) < Lmax

L̇(t) = 0, if |xe(t)| ≤ ε and t− t0 < τ

L̇(t) = −l, if |xe(t)| ≤ ε and t− t0 > τ and L(t) > Lmin

(3.33)

l is a positive constant, xe(t) = [qe,ωe]
T is the state error. When the state error

exceeds the required tolerance ε, L grows until |xe(t)| returns to be less than ε.
After that, if the state errors remain less than ε for a time equal to τ , L starts
to decrease. The value of l must be chosen in order to compensate the growth of
disturbances ḋ as detailed in [14, 30].

3.4 Simulation results

The performance of the proposed control laws are tested in simulations, starting
from the characteristics of the testbed. The testbed simulates a spacecraft using
a metal plate equipped with the four CMGs in pyramidal configuration, a PC,
two microcomputers, and three sets of counter weights, as detailed in [11]. The
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principal testbed physical properties and input constraints are given in the Table
2.1. Hardware limitations and limited frequency of control laws are included in
the simulations. The constraints of the testbed are included to simulate the real
behaviour of the system and test the performance and the computational effort for
on-board implementations. The simulations have a total duration of 20 seconds.
The angular velocity reference has a trapezoidal shape, where for the first 5 seconds,
the testbed increases its angular velocity, then it remains constant for the next 5
seconds, after that it decrease in such a way that a value equal to zero is reached at
the 15 second. Since that time, all the components of the angular velocity reference
of the testbed remain null. The desired angular velocities are ω = [7,3,1]T deg/s.
The reference signals for the vectorial part of the quaternion have been suitably
calculated utilizing the angular velocity reference signals. The simulation time step
and the control laws sample time is 25 ms. The Euler’s method ode4 was used to
solve the differential equations.

3.4.1 STW results

The first simulation has been performed implementing the STW sliding mode
(3.29). The following figures show the evolution of the state vector components
and other relevant parameters during the manoeuvre. The gains used in the simu-
lations are reported in Table 3.1:

Gain Numerical value

k1 0.1
k2 1
α 0.01

Table 3.1. STW parameters

In Fig. 3.6 the angular velocity in body axis is reported. Fig. 3.5 shows the
vectorial part of the quaternion which indicates the attitude of the testbed. Fig.
3.12 shows the variation over time of the gimbal angles. Except for the gimbal
angle for which no reference signal is explicitly specified, the actual state overlaps
perfectly the reference vector with the exception of small fluctuations when the
slope of the reference quantity changes.

38



Sliding Mode control (SMC)

Figure 3.5. Vetorial part of quaternion (STW)

Figure 3.6. Angular velocity of testbed (STW)
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Figure 3.7. Gimbal angles (STW)

Figure 3.8. Gimbal rates (STW)
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Figure 3.9. Angular velocities steady-state error (STW)

3.4.2 ACTW results

The same manoeuvre was performed with the ACTW controller. In this case more
parameters have to be defined in order to comply to Equations 3.30 - 3.33.

Parameters Numerical value

k1 8 · 10−4

k2 7 · 10−2

k3 10−3

k4 1
tol 10−3

l 10
Lmax 4
Lmin 0.5
τ 8

Table 3.2. ACTW parameters

Results of Figures 3.10 - 3.11 - 3.12 are quite similiar to the ones obtained with STW
(Fig. 3.5 - 3.6 - 3.7) but, we can see an higher fluctation in Figure 3.11 (ωz) with
respect to Figure 3.6. Then, the control inputs are shown in Figures 3.8 and 3.13.
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Figure 3.10. Vetorial part of quaternion (ACTW)

Figure 3.11. Angular velocity of testbed (ACTW)

The gimbal rates applied by the STW SMC is smaller, so a lower control authority
is required by the STW. As deeply explained in [43], considering the controller
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Figure 3.12. Gimbal angles (ACTW)

Figure 3.13. Gimbal rates (ACTW)

sample time ∆tcon, the accuracy of the steady state error can be evaluated as
O(∆t3con) for q̃, and O(∆t2con) for ωerr. Since the time histories of the quaternion
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Figure 3.14. Angular velocities steady-state error (ACTW)

Figure 3.15. Vetorial part of quaternion (ACTW) when an higher
disturbance is applied
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Figure 3.16. Angular velocity of testbed (ACTW)when an higher
disturbance is applied

Figure 3.17. Vetorial part of quaternion (STW) when an higher disturbance is applied
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Figure 3.18. Angular velocity of testbed (STW) when an higher disturbance is applied

Figure 3.19. Gimbal rates (ACTW) when an higher disturbance is applied

vector are similar for both controllers, the tracking error is about 10−5, which is
lower than 19∆T 3

con = 2.97 · 10−4, as in [43]. Instead, an oscillatory behaviour of
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Figure 3.20. Gimbal rates (STW) when an higher disturbance is applied

the steady-state error for the angular velocities is observed in Figure 3.9, showing
the residual chattering. The use of smoothing techniques may mitigate, or even
eliminate, the residual chattering. In Figure 3.14, the residual chattering is less
observable, even if the residual error is about one order of magnitude greater than
in the STW SMC case. However, in both cases, |ωe| ≤ 19∆T 2

con = 0.012 rad/s.
The STW algorithm shows slightly better performance but it has a lower operating
range with respect to the ACTW because the last one can change its gains adapting
itself to environmental changes and disturbances.
A second scenario is considered to show the performance of these two controllers,
when an external disturbances due to gravity torque 10 times greater is applied.
Figure 3.18 shows how STW cannot track the angular velocity reference at the
beginning of manoeuvre, in contrast to ACTW in Fig. 3.16 that can track the
reference immediately changing its gains. We have to change the gains to adapt
the STW controller. Instead, the disturbance is not affecting the performance of
both controllers in terms of quaternion time history (see Figures 3.17 and 3.15).
Finally, in Figure 3.19 is shown the control input of ACTW SMC when an higher
disturbance is applied. We can see an higher control authority because of the
increased of gains.
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Chapter 4

Attitude and position dynamics of

a flexible spacecraft

In the last decades, the growth of space science technology has led to a development
of spacecraft structures in order to meet some requirements for pointing precision,
support for large solar panel and lighter structures to contain launch costs.
The approximation of rigid body doesn’t always bring accurate results because
spacecraft is often composed by some flexible appendages such as solar panels or
lightweight structures. Performing an attitude maneuvering or the effect of external
disturbances will lead to a continuous vibration of flexible appendages that will
interfere with the attitude control [39]. When the flexible appendages are taken into
account, attitude control will be very difficult to design, because its development
necessarily involves a dynamic simulation of the vehicle being controlled and this
is complicated. The equations of motion of a continuous mechanical system are
partial differential equations and in the following chapter, this theme will be treated
through a coordinate transformation. This coordinate are uncoupled so, each one is
associated with a motion in which the entire vehicle participates. Coordinates that
correspond to motion of more than one flexible or rigid body of the system are called
distributed or modal coordinates. The equation of motion are independent, so the
vehicle can undergo motion in which only one of the scalar coordinates of the system
participates. In this mode of motion, all points of the vehicle oscillate at the same
frequency (the normal-mode frequency) and the vehicle deforms periodically into
the same deformed shape (the normal-mode shape). Each modal coordinate defines
the response in the corresponding mode. The independence of these coordinates
allows the independent calculation of their participation in the vehicle motion.
This is the normal coordinate approach, it permits to judge which coordinates are
so significant keep, and which may be negleted in coordinate truncation [29].
The purpose of this chapter is to analyze the attitude dynamics of a satellite which
is driven by the same CMGs actuators used on the testbed and the ACTW SMC
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attitude controller explained in Section 3.3.

4.1 Flexible spacecraft attitude model

The flexible spacecraft is composed of a rigid body and some flexible appendages.
Its attitude can be described by two sets of equations: the kinematic equation and
the dynamical equation. The kinematics of the spacecraft describes the attitude of
the main body, it was explained in Section 2.2.4.

q̇ =
1

2
Γ(q)ω

The dynamical equation describes both the total rigid body motion and essential
motions of flexible appendages. The following equation describes what has been
said[29, 21, 39]:

Jω̇ + δT η̈ = −ω × (Jω + δT η̇) + u + D(t) (4.1)

As we can see, equation 4.1 is similar to the standard Euler’s equation (2.13) but
there are two terms proportional to δ that represents the coupling matrix between
the elastic and rigid structures. To calculate its components a modal analysis
of flexible body has to be performed in order to elaborate the shape modes, their
frequency and the corresponding eigenvectors which indicates the dynamic response
of the system. δ can be calculated as explained in [29]:

δ = −φTM(Σ0I −ΣI0R̃− r̃ΣI0) (4.2)

φ ∈ R6n×m is a matrix containing the eigenvectors, where n is the number of sub-
bodies of the flexible appendage considered (Cap. 4.1.1) and m is the number of
modes considered, in this case we look at the first two flexional modes and the
first torsional one. M ∈ R6n×6n is the generalized inertia matrix of cantivelered
appendage (see appendix B). R ∈ R3 is a vector from an arbitrary point O fixed
on the rigid part of the spacecraft and a point Q on the interface between the fixed
body A and appendage B. r ∈ R3 is the vector from Q to the center of mass of the
sub-body P as shown in Figure 4.1. The ∼ operator is explained in Appendix B.
Moreover, there are two terms in Eq. (4.1) that have not been explained yet: u
is the control input, η is the modal coordinate vector and it can be calculated by
solving the following dynamical system:

η̈ + Cη̇ + Kη = −δω̇ (4.3)

Equation (4.3) describes the flexible dynamics, under the assumption of small de-
formation. As we can see, the right member in Eq. (4.3) is proportional to the
angular acceleration, thus the disturbance due to flexibility is related to the mag-
nitude of ω̇. This means that external disturbances and control inputs generate a
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Figure 4.1. Discrete-parameter appendage sub-body coordinates

reaction torque by the flexible appendage. Therefore, C = diag[2ξiωni, i = 1..., N ]
is a damping (diagonal) matrix, K = diag[ω2

ni, i = 1, ..., N ] is a stiffness matrix, N
is the number of mode taken into account, ωn, ξ are the natural frequency and the
corresponding damping, respectively. There may be some errors when measuring
or estimating the inertia matrix J, coupling matrix δ, C, and K. Under these cir-
cumstances, a term D(t) is added to take into account external disturbance torques
and possible variations with respect to the nominal values of parameters. There
exists a positive constant D such that:

‖D(t)‖ ≤ D (4.4)

4.1.1 Sub-bodies division and modal analysis

In what follows, attention is focused first upon an individual flexible appendage.
The appendage A attached to a primary rigid base B. Deformations due to flex-
ibility are felt in changing the attitude of the primary base. For convenience in
derivation and for compatibility with engineering practice, the flexible appendage
A is idealized initially as a collection of elastically interconnected, discrete rigid
sub-bodies A1, A2, AN [29]. The sub-bodies are undergoing small deformations
while rotating in an arbitrary way relative to the rigid part of the spacecraft sub-
ject to any translation and rotation. Damping mechanisms are excluded from this
idealization, but modal damping is incorporated in the equations at a later stage
of the derivation, with the introduction of modal coordinates for the appendage, as
deeply explained in [29]. We consider a cube 520×520×520mm (dimension chosen
to contain the testbed actuators) spacecraft with an aluminium truss chassis. Solar
panels are arranged as in Figure 4.2 and their dimensions are 500× 625× 3mm.
As a consequence vector r can be calculated. Last term of Eq. (4.2) is φ so, a
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Figure 4.2. Spacecraft CAD model

modal analysis is necessary to calculate eigenvectors and system modal frequency.
In order to compute this analysis, we need to solve a particular case of the ordinary
dynamic system. In general, the equations of motion can be expressed as a function
of the system mass, stiffness, damping and applied loads like in Eq. (3.1):

[M ]ẍ(t) + [C]ẋ(t) + [K]x(t) = P (t) (4.5)

where M is the global mass matrix, K is the global stiffness matrix, C is the global
damping matrix and P is the global load vector. Eigenvalues or natural frequencies
are found when there is no damping or applied loads. The equations of motion for
free vibration can then be written as:

[M ]ẍ(t) + [K]x(t) = 0 (4.6)

To solve this differential equation, a sinusoidal solution is imposed:

x(t) = φeiωt

As a consequence the expression of ẍ(t) is:

ẍ(t) = −ω2φeiωt

By replacing the above equalities into Eq. (4.6), the equation of motion becomes:

(−ω2[M ] + [K])[φ]eiωt = 0 (4.7)

Since e−iωt is never zero, it can be divided mathematically and the equation can be
rearranged into an eigenvalue problem as in [35]:
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([K]− λ[M ])[φ] = 0 (4.8)

in which φ is the eigenvector for each mode that represents the natural mode shape;
λ is the eigenvalue for each mode and it is related to system’s natural frequency:
λi = ω2

i in which ω is the natural frequency that is used to calculate the matrix C
and K in Eq. (4.3) [35].
To solve the problem (4.8), FEM (Finite element method) softwares was used: the
pre-processor Patran and the solver Nastran.

4.2 Position dynamics and control

The first step is to understand the fundamental laws that describe the relative
position dynamics between two spacecrafts, a chaser and a target. For the analysis
of rendezvous trajectories, it is best to use a reference frame originating in the
center of mass of the target vehicle. This frame is the spacecraft local orbital frame
of the target, defined in Section 2.1.3. If the following assumptions are met, the
Hill’s equations are an accurate aproximation of the relative motion:

• The orbits are circular and in LEO;

• The validity of the approximation of Hill’s equations is limited to few kilome-
ters of distance along each axes (∼ 10km);

• The target moves under the influence of a central gravity field only;

• The chaser moves under the influence of: external disturbances and actuation
system

Therefore, the Hill’s equation can be written:

ẍ = 2ωż +
1

mc

Fx

ÿ = −ω2y +
1

mc

Fy

z̈ = −2ωẋ+ 3ω2z +
1

mc

Fz

(4.9)

ω is the angular velocity of the orbit related to the target and can be calculated as
ω =

√
µ
r3

where µ = 398600 km3s−2 is the gravitational parameter for the Earth and
r is the radius vector from the Earth’s center to the target. mc is the mass of chaser
and it varies because the fuel mass decrease performing manoeuvre according to [9].
F = [Fx Fy Fz] ∈ R3 is the total force vector, which is the sum of the forces due to
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the thrusters and the actions of the external environment disturbances affecting the
system. The force due to the thrusters is assumed to be affected by errors because
of the uncertainties in the shoot and magnitude of the thrusters. The vector of
forces obtained from the thrusters is converted from the body reference frame to
the LV LH frame through the following relation:

F = L∗IBF
∗

in which F ∗ ∈ R3 is the force vector expressed in the body frame, F ∈ R3 is the
one in the LV LH reference system and LIB is the rotation matrix between two
reference frames [15].

4.2.1 Position actuator model

Figure 4.3. Thruster scheme on the spacecraft [15]

The actuation system is composed of 12 thrusters (see Fig. 4.3). They translate
the on/off command computed by the controller into thrust and moment variations,
according to their shoot direction and their location with respect to the center of
mass (CoM) position, and they cannot be modulated. A zero nominal moment is
ensured with the definition of thrusters position as in Fig. 4.3 [15]. The magnitude
of the force applied by the ith thruster is modeled as

Tmagi = Tmax + ∆Tmagi (4.10)

In which Tmax ∈ R is the maximum force that can be produced by each thruster,
∆Tmagi ∈ R is a random error in the magnitude of the force applied by ith thruster
components as in [48, 49].
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4.2.2 H∞ position controller

Differently from attitude dynamics, an H∞ is chosen to control the position dy-
namics. In Eq. (3.3) the classic dynamic system was introduced but, generally, it is
more complicated. For example, considering the Figure 4.4, there are two inputs in
the plant: u and w. u is the control command while w represents jamming signals.
The main characteristic of this controller is to minimize the maximal gain between
input disturbances and the frequency response of the system, so if there are some
disturbances, they must interfere as little as possible with what we are interested
in.

Figure 4.4. System scheme

The H∞ norm of a proper LTI system from input w(t) to output z(t), is the induced
energy-to-energy gain (induced L2 norm, see Appendix C) defined as [38, 52]:

‖G(jω)‖∞ = supω∈Rσ̄(G(jω)) = supw(s)∈H2

‖z(s)‖2
‖d(s)‖2

= maxw(t)∈L2

‖z‖2
‖w‖2

(4.11)

For a SISO systems, it represents the maximal peak value on the Bode diagram of
G(jω), that is the largest gain if the input is harmonic. For a MIMO system, it is
the maximum singular value. Differently from H2 norm, the H∞ norm cannot be
computed analytically, only numerical solutions can be obtained.

The H∞ norm can be computed using an LMI (Linear matrix inequality) way (see
??). The L2 norm of the output z of a system LTI is uniformly bounded by γ times
the L2 norm of the input w. A dynamical system G = (A,B,C,D) where:
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Figure 4.5. Bode diagram [38] (pp 11)

ẋ = Ax+Bu

y = Cx+Du
(4.12)

is internally stable with ‖G‖∞ < γ if there exists a positive definite symmetric
matrix P = P T > 0 satisfying:ATP + PA PB CT

BTP −γI DT

C D −γI

 < 0 (4.13)

And the resulting controller is given by:

K = BTP (4.14)

Controller design

In this section, we will investigate the control problem of spacecraft rendezvous with
a noncooperative target. The purpose of H∞ is to find the following controller:

u = Kx (4.15)

where K is a constant feedback control gain to be determined with Eq. (4.14). The
controller K, which based on the information in y, generates a control signal u that
contrast the influence of w on z, thus minimizing the closed-loop norm from w to z.
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Considering the set of equations (4.12) and keeping in mind that the principal aim
is to solve the LMI (4.13), we need to find the matrix A, B, C, D that compose
the systems (4.12). In order to do this, considering the Hill’s equation written
previously in Eq. (4.9), the vector x can be written as a six dimension array in
which the components are the position and the velocity in a LV LH frame centered
on the target. Therefore, the matrix can be written as:

x =


x
y
z
ẋ
ẏ
ż

 ; A =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 2ω
0 −ω2 0 0 0 0
0 0 3ω2 −2ω 0 0

 ; B =
1

m


0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1

 (4.16)

The output vector y has to be chosen in order to have a quantity to track by the
controller. The state vector [x, y, z] has been chosen:

y =

xy
z

 ; C =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

 (4.17)

D is the null matrix in order to verify the equality (4.12).

4.3 Orbital manoeuvres

In chapter 1, the rendezvous manoeuvre was introduced: it is the set of operations
during which a spacecraft chaser conducts a set of operations to reach a location
closer to another satellite called target. In this work two steps of the complete
rendezvous manoeuvre are analyzed: the Hohmann transfer and the Radial boost.
The first one has the purpose to ensure that the chaser reaches the same altitude,
so the same target orbit; in the second one the chaser reduces the longitudinal
distance between the two bodies, and often there are many radial boost to make
more verifications of the position in order to improve the security of the entire
process. After all, there are the close approach in which the chaser can reach the
docking or berthing condition.
The discussion of orbit manoeuvre in this section assumes that all manoeuvres are
impulsive. They consist of an instantaneous change of velocity at the point where
the manoeuvre is applied. This is a first approximation, which makes the problem
easier to explain the effects on a large scale [19].
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4.3.1 Hohmann transfer

The Hohmann transfer is an impulsive manoeuvre from a lower to an higher circular
orbit or vice versa by two tangential boosts, separated by half an orbital revolution
[19]. The Hohmann transfer is the most efficient two-impulse manoeuvre for trans-
fering between two co-planar circular orbits. The first impulse ∆Vx1 is tangential
in order to improve the energy of the orbit. This action increase the orbit dimen-
sion and transform it in an elliptic transfer orbit which has the perigee on the first
orbit and the apogee on the second one. When the chaser reaches the apogee, a
second tangential impulse ∆Vx2 is performed in the same direction of the motion
in order to increase the energy and circularize the orbit. A graphic representation
is reported in Figure 4.6.

Figure 4.6. Hohmann transfer: inertial frame on the left, LV LH frame
on the right [19](pp 38-52)

The two impulses are calculated by the following equation in a LV LH frame:

∆Vx1 = ∆Vx2 =
ω

4
∆z (4.18)

in which ∆z is the altitude difference between the two bodies and ω is the angular
velocity of the target.

4.3.2 Radial boost

The Radial boost is a radial manoeuvre where the impulses transfer are along V-bar
(2.1.3). As deeply explained in [19], a particular property of radial manoeuvres is
that they affect only the eccentricity, not the orbital period, and thus cause no drift
with respect to the target orbit. Figure 4.7 shows the application of ∆V in radial
direction: the radial boost starts at a position x1 on the target orbit to reach a
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position x2 closer to the target. To stop the motion at x2, an impulse of the same
magnitude and direction, ∆Vz1 = ∆Vz2 must be applied:

∆Vz1 = ∆Vz2 =
ω

4
(x2 − x1) (4.19)

Figure 4.7. Transfer along V-bar by radial impulses [19] (pp 55).

4.4 Orbital disturbances

The most significant disturbances depend on the class of orbit in which the ren-
dezvous manoeuvre is performed. For example, in a LEO (as happens in this work)
the most significant disturbance is the drag due to residual atmosphere. On the
other hand in GEO the most significant disturbance is the solar radiation pressure.
Other disturbances are due to magnetic field, gravitational field and geopotential
anomaly due to the shape of the Earth that deviates from an ideal sphere. Large
uncertainties remains for the disturbances due to the limited knowledge on these
phenomena and modeling errors of the spacecraft surfaces [19]. The purpose of this
section is to provide an overview of the orbital disturbances taken into account in
the mathematical model of the system: the aerodynamic drag for the trajectory
dynamics and the gravity gradient for the attitude.

4.4.1 Aerodynamic drag

In LEO there is still some residual atmosphere. However, the density is so low that
we cannot apply conventional fluid mechanics theories based on continuum model.
Instead, the interaction between the atmosphere and the spacecraft must be treated
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at the molecular level. As in [5], in this discussion the following assumption are
made:

• The momentum of molecules impacting on the surface is totally lost

• The thermal motion of the atmosphere is much smaller than the spacecraft
speed

• The spacecraft is nominally non-spinning

The aerodynamic drag vector in body coordinates is given by [19]:

FA = −1

2
ρSCDV

2 (4.20)

in which ρ is the atmosphere density, CD is the drag coefficient and depend on the
type of reflection of the incident molecules impacting the surface of the object. The
vector is on the same direction of velocity but in the opposide side. The force is
applied on the aerodynamic center of pressure and if it’s not coincident with the
center of mass, an aerodynamic torque is generated:

TA = rA × FA (4.21)

rA is the vector from the body center of mass to the aerodynamic center of pressure.

4.4.2 Gravity gradient

In space the gravitational field is not uniform, and the consequent variations in
the specific gravitational force generate a torque around the center of mass of the
body. If the gravitational field were uniform over a material body, then the center
of mass become the center of gravity and the gravitational torque is null. In this
discussion, we assume only one celestial primary body (the Earth) and it possesses
a spherically symmetrical mass distribution. The main concept is expressed in
Figure 4.8 related to the intensity of gravitational field, which decrease with r2, r
is the distance between the Earth and spacecraft.
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Figure 4.8. Gravity gradient effect [5]

The gravity gradient torque is given by [5]:

TG = 3n2 · r̂ × Jr̂ (4.22)

n =
√
µ/a3 is the orbital rate (a is the semi-axis of the orbit) and r̂ = −rECI/‖rECI‖,

considering rECI ∈ R3 as the position of the spacecraft respect to the inertial frame.

4.5 Simulation environment and results

As in Section 2.3, a scheme of mathematical model is proposed in Fig. 4.9. The
attitude model is the same, except for the attitude dynamics in which Eq. (4.1)
and 4.3 were implemented. An ACTW SMC controller as in 3.31 is used. The
position model operations starts from the Hill’s equation. At an initial moment the
two spacecrafts are moving on their orbits and the reference vector is the same as
the output vector from the Hill’s equation. When manoeuvre begins, the reference
vector and the actual state are no longer equal so the navigation control block
begins to work in order to track the reference. The control input enters in the
Thruster modulator block where the thrusters dynamics is taken into account.
Table 4.1 shows the physical properties of the flexible spacecraft.
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Figure 4.9. Simulink scheme

Variable Nomenclature Numerical value Units

Mass of the spacecraft m 15.1 kg

Inertia matrix J

1.88 0 0
0 0.6882 0
0 0 1.811

 kg ·m2

Angular momentum
of each wheel hω 0.0576 kg m2/s
Skew angle β 45 deg

Table 4.1. Physical properties of the spacecraft

Parameters Numerical value

k1 4 · 10−3

k2 3 · 10−2

k3 3 · 10−5

k4 7 · 10−4

tol 0.1
l 0.5

Lmax 5
Lmin 0.01
τ 10

Table 4.2. Attitude Controller parameters
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The flexible properties were found after a modal analysis, they are:

δ =

−0.0195 0 0
0 0.0024 0

−0.0050 0 0

 kg
1
2m/s2

ωn1 = 4.3434, ωn2 = 11.7521, ωn3 = 26.3946

(4.23)

This implies

K = diag[18.8648, 138.1119, 696.6749], C = diag[0.1737, 0.4701, 1.0558]

ζ is assumed 0.02. The initial conditions of the chaser position are set to
[x0, y0, z0]LV LH = [−10, 0, 3] ·103m and the desired position at the end of manoeu-
vre is set to [x, y, z]LV LH = [−400, 0, 0]m. A rotation manoeuvre is porformed
starting from a quaternion q = [0.5, 0.5, 0.5, 0.5] to a final q = [1, 0, 0, 0]. The
desired angular velocity is ωref = [0, 0, 0].
Fig. 4.10 shows the evolution of quaternions. The desired attitude is reached in
less than 100 s. In figures, the first 1000 s are only shown in order to make more
readable the figures because the rest of simulations have the same behaviour as
the first seconds (the total duration is approximately 5500 s). Fig. 4.11 shows the
evolution of the angular speed error of the spacecraft. The quaternions and angular
rate errors at the end of the simulation are of the order of ‖qerr‖ = 3.83 · 10−6 and
‖ωerr‖ = 5.47 ·10−5. These errors prove the good performance of ACTW controller.
Controller increase the gains to reach the desired attitude ensuring to perform a fast
manoeuvre. When the equilibrium point is reached, controller reduces the gains
in order to have a fine control, as shown in Fig. 4.12 in which the evolution of
the gain L is proposed. In Eq. (4.1) there are two contributions due to flexibility:
−δT η̈ and −ω × δT η̇ reported in Figures 4.13 and 4.14. The contributions are
proportional to ω̇ so, we can see an higher torque due to flexibility manoeuvring,
then, the torque falls to a maximum value of 2.6 · 10−7. Figure 4.15 shows the time
history of modal coordinate η.
The gravity gradient torque is shown in Figure 4.16. The gravity torque has its
maximum value at the beginning of manoeuvre, when the spacecraft reaches the
desired attitude, it is aligned with respect to the local vertical frame, then the
gravity torque falls to zero.
The Hohmann transfer is the first step of the rendezvous manoeuvre, it starts
at point x0 = [−10000,0,3000]LV LH m of Fig. 4.17 and 4.18. At the end of
the Hohmann transfer, the chaser reaches the target orbit and its position is
[−3000, 0, 0]LV LH m. Then, a Radial Boost is performed to reach the final po-
sition [−500, 0, 0]LV LH m. In Fig. 4.19 forces due to position H∞ are proposed.
The sampling time of thrusters subsystem is set to 1 Hz.
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Figure 4.10. Vectorial part of quaternion

Figure 4.11. Variation of angular velocity of spacecraft
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Figure 4.12. Time history of gain L

Figure 4.13. Time history of η̇ contribution
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Figure 4.14. Time history of η̈ contribution

Figure 4.15. Time history of η
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Figure 4.16. Time history of gravity gradient disturbance

Figure 4.17. Rendezvous manoeuvre
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Figure 4.18. Time history of chaser position

Figure 4.19. Force due to thrusters
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Chapter 5

Conclusions

The main objective of this thesis is to design a robust controller for a CMG based
testbed. For this purpose, two Sliding Mode techniques are designed. The Sliding
Mode control is affected by the chattering effect caused by the presence of unmod-
eled dynamics in the systems. Since the model used to design the controller can
never capture all the system dynamics, it is not possible to obtain a ”chattering
free” sliding mode control but it is possible to reduce it. The use of High Or-
der Sliding Mode is considered the best option to obtain continuous and ”smooth
enough” control signals. Two second-order sliding mode controllers are designed, a
Super-Twisting (STW) and an Adaptive Continuous Twisting (ACTW), they are
two Second Order controller.
The CMG-based spacecraft dynamic equation dynamics is obtained on the base of
the Euler’s equation that describes the attitude dynamics of rigid bodies. Since
the actuators are CMGs, a steering law for solving the singularity problem is intro-
duced.
The simulations are performed in Matlab/Simulink. Then, the external gravity
torque due to small misalignment between the center of bearing and the center of
gravity of the testbed is included to have a more reliable mathematical model.
Results of the simulation show that the designed controllers are excellent methods
to solve the testbed attitude tracking problem. The STW algorithm shows slightly
better performance but it has a lower operating range with respect to the ACTW
because the last one can change its gains adapting itself to environmental changes
and disturbances. The next step will be the implementation of the controllers on
the testbed and performing experiments in order to verify the results of simulations.
The translation into C++ code (that is the programming language which comu-
nicates with the testbed) is is partially done, and one experiment was performed,
but with a first-order SMC (not included in this thesis).
The last chapter introduce the problem of flexibility during an attitude manoeuvre
that interferes with the attitude control. The equation of attitude motion is im-
plemented into the Simulink model to emulate the attitude dynamics. Then, the
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position dynamics is added in order to perform a rendezvous manoeuvre composed
by an Hohmann transfer and a Radial boost with a H∞ control law. The purpose
is to verify the performances of the same actuators and the same Sliding Mode
controller of the testbed on a spacecaft with a similiar inertial characteristics. Re-
sults show good performances which reveal a fair steady state accuracy and a fast
convergence speed. Future directions of research could be focused on the imple-
mentation of the final approach. Another development could be the design of a H∞
taking into account the measurement error and thrust error.
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Appendix A

Euler angles

Euler Angles are three independent quantities that define the orientation of a
generic reference frame with respect to another reference frame. They were in-
troduced to describe the attitude of a rigid body in the space. The components
of a vector relative to the frame F1 = (X1, Y1, Z1) with unit vectors (i, j, k) are
converted into a second frame F2 = (X2, Y2, Z2) with unit vectors (l,m, n). There
are different ways to express Euler Angles depending on the sequence of rotations,
three rotation are needed. The three rotations (with anti-clockwise direction con-
sidered positive) are applied to the frame F2 in order to align it to F1. The sequence
of rotations is fixed as (ψ, θ, φ) as in [5].

• First rot.: positive rotation about Z2 by ψ, so an intermediate frame is defined
F ′2 = (X ′2, Y

′
2 , Z

′
2) with unit vectors (l′,m′, n′) and Z ′2 ≡ Z2;

• second rot.: rotation about Y ′2 by θ. Another intermediate frame is defined
F2” = (X2”, Y2”, Z2”) with unit vectors (l”,m”, n”) and Y2” ≡ Y2”;

• third rot.: rotation about X2” by φ. Finally, the vector in the desired frame
is obtained, F1 = (X1, Y1, Z1) with unit vectors (i, j, k), X2” ≡ X1.

The matrix formulation is:

[Ψ] =

cosψ −sinψ 0
sinψ cosψ 0

0 0 1

 , [Θ] =

 cosθ 0 sinθ
0 1 0

−sinθ 0 cosθ

 , [Φ] =

1 0 0
0 cosφ −sinφ
0 sinφ cosφ


(A.1)

If a known vector v1 is expressed in F1, to obtain the same vector in F2 the following
operation is needed:

v2 = [Ψ] · [Θ] · [Φ] · v1 = [L21] · v1 (A.2)
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Appendix B

Flexible dynamics

The following definitions and additional information are given in [29].
M is the generalized 6n by 6n inertia matrix of cantivelered appendage:

M =



m1 0 0 0 ... 0
0 J1 0 0 ... 0
0 0 m2 0 ... 0
0 0 0 J2 ... 0
. . . . ... .
. . . . ... .
. . . . ... .
0 0 0 0 ... Jn


(B.1)

mi and Ji, i = 1, ..., n, are 3 by 3 mass matrix and inertia matrix respectively of
iTH appendages. In this case:

mi =

mi 0 0
0 mi 0
0 0 mi

 Ji =

J ix 0 0
0 J iy 0
0 0 J iz

 (B.2)

J is expressed respect to center of mass and it is diagonal because principal direction
of inertia are considered.
The operator ã, if a = [a1, a2, a3] is a generic vector, indicates:

ã =

 0 −a3 a2
a3 0 −a1
−a2 a1 0

 (B.3)

Moreover, Σ is a boolean operator and if we consider the 3 by 3 identity matrix I
and the null matrix 0, it can be calculated as in:
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Flexible dynamics

ΣI0 = [I 0 I 0 I ... I 0]T

Σ0I = [0 I 0 I 0 ... 0 I]T
(B.4)
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Appendix C

H∞

C.1 L? norms

The following definitions and additional information are given in [52, 38].
Considering V a finite dimension space, ∀p ≥ 1, the application || · ||p is a norm,
defined as:

‖v‖p = (
∑
|vi|p)1/p (C.1)

Let V be a vector a vector space over over C (or R) and let || · || be a norm defined
on V . Then V is a normed space .
The 1-Norm of a function x(t) is given by:

‖x(t)‖1 =

+∞∫
0

|x(t)|dt (C.2)

The 2-Norm (that introduces the energy norm) is given by,

‖x(t)‖2 =

√√√√√ +∞∫
0

|x∗(t)x(t)|dt =

√√√√√ 1

2π

+∞∫
−∞

X∗(jω)X(jω)dω (C.3)

Parseval identity is used to obtain the second equality in equation. In the end, the
∞-Norm is obtained by:

‖x(t)‖∞ = sup|x(t)| (C.4)
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